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ABSTRACT 

Tactile graphics are a common way to present information to 

people with vision impairments. Tactile graphics can be used 

to explore a broad range of content including presenting data, 

telling stories, and conveying map information, but aren’t 

well suited to representing dynamic or moving information. 

We introduce and demonstrate a new approach 

RoboGraphics for creating dynamic tactile graphics by 

combining static tactile overlays, touch screen tablets, and 

off-the-shelf tangible robots. To evaluate the RoboGraphics 

approach for conveying information to blind users, we 

created a set of reference applications, including an interface 

for exploring graph data, braille characters, the story of the 

tortoise and the hare, the analog clock, and the ruminant 

digestive process. A design probe demonstrated that haptic 

graphics can be used to help people with vision impairments 

explore data using the audio-tactile display.  
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INTRODUCTION 
Recently there has been a large focus placed on accessible 

online media such as images, and videos. Given the 

opportunity to engage a larger audience, online platforms 

such as Twitter have made efforts to make their content 

accessible to people with vision impairments. Twitter has 

enabled the sharing of accessible images via user-uploaded 

captions [3]. Facebook uses a trained captioning system 

which can automatically provide short descriptions for user-

uploaded images [11]. For making videos and other recorded 

content accessible, Netflix [1] and YouDescribe [12] have 

focused on adding audio descriptions content which adds an 

audio channel describing the events in the video. However, 
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Figure 1. In the tactile bar chart app, robots form a 

tangible version of the bar chart on the display. 

these types of text and audio descriptions typically must be 

concise, which can limit the ability to capture what’s 

happening in the scene such as following how each person 

moves through a choreographed dance, or how the group’s 

positioning forms distinct shapes.   

Tactile Graphics and raised line drawings have recently been 

used to can help convey images and diagrams through touch 

[9,10] such as those that the dancers are displaying. 

However, these static graphics have limited to no 

interactivity or support for probing different parts of the 

scene such examining a family member’s choreographed 

motions in the performance.   

Shape-changing and other robotic displays offer a new 

method of accessibly conveying animated content to people 

with vision impairments. These types of displays can be used 

to make virtual data tangible and show transformations 

between data [2,6], but are often prohibitively expensive or 

are not available to consumers [5]. In this work, we 

demonstrate an approach for creating touch-accessible 

graphics and animations using a mix of low-cost off-the-

shelf components available to the consumer, and static tactile 

overlays. Using this new approach, we can enable a person 

with vision impairments to understand and interpret 

diagrams and animations.  

ROBOGRAPHICS 

RoboGraphics consist of a hardware-software prototype 

comprising off-the-shelf components (a touchscreen tablet, 

and a set of mobile robots), a custom software layer, and a 

set of static tactile overlays which are placed on the display. 
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Display 

The current prototype uses a Lenovo Yoga 720 convertible 

laptop/tablet (15.6-inch, 16:9 touch screen, Windows 10) 

with a cardboard border to hold the tactile overlays.  

Static Tactile Overlays 

RoboGraphics include a passive tactile overlay made from 

cardboard which is designed to guide the user through the 

application and provide tactile anchors which can help the 

user track what is happening in the application. Tactile 

features on the overlays include circular reliefs to assist with 

identifying buttons, triangular reliefs used as a reference for 

lining up robots, and half circular robot bays used to help the 

user locate the “home” of the robots. Other applications have 

unique tactile features which convey concepts like the y-axis 

in graph applications, numbers on a clock, landmarks in short 

stories, and animal silhouettes.  

Robots 

Haptic feedback is provided by a set of Ozobot Bit 2.0 robots. 

These robots are ~1 cubic inch in volume and feature two 

wheels and an optical sensor for guidance. We chose these 

robots because of their versatility, ergonomic size, and low 

cost (about $60 USD). As explored in [5], mobile robots such 

as these can be used as moving tactile “pixels” as they can 

be touched while driving across a surface. Ozobots are 

controlled using a series of color codes beneath the robot, 

enabling them to be dynamically controlled by a tablet. 

APPLICATIONS 

To examine how RoboGraphics might be used in different 

application contexts we conducted a design probe with a set 

of reference applications. The reference applications were 

designed to help participants understand the concept of 

moving tactile graphics, which are relatively new to people 

with vision impairments [5, 7, 8], and to provide an initial 

springboard for soliciting new design ideas from 

participants. Details of our design process and the resulting 

application may be found in our paper [4]. 

Physical Encodings and Formats 

RoboGraphics can be constructed to teach spatial encodings,

structures, and concepts. For example, in the Braille

Assistant a user can use the buttons to select a character to

be displayed. Once selected, the system first announces the

character using a speech synthesizer, and the user can

discover the character by touch. 

In the Analog Clock app, a user can enter a time to be

presented via spoken commands or using the keyboard. The

system then presents each clock hand’s position at the

current time using the mobile robots. The clock hands can be

identified using the unique tactile mounts on top the robots. 

 

 

 

 

 

 

 

 

 

Short Stories and Interactive Explorations 

RoboGraphics can be used as a modality to explore stories 

and other linear content. The Tortoise and the Hare Haptic 

Graphic allows a user to explore a short rendition of the 

iconic race by touch using mobile robots featuring mounted 

tactile silhouettes of their character to act out the short story. 

 

 

Figure 2. In the Braille Assistant Haptic Graphic, robots 

form a large version of the letter “Q” (⠟) in Braille. 

The graphic is accompanied by an audio narration of the 

story allowing the user to listen to the story and feel the 

events happening in the race. The user can also control the 

playback of the story using the buttons on the tactile overlay. 

In the digestion system app, a user can follow the process of 

ruminant digestion in a cow to better understand how 

ruminants eat and regurgitate their food for further digestion. 

The app offers an interactive exploration providing the 

location of the organ via the moving robot, a sonification of 

the food at each organ, and a description of how the organ 

functions in the digestive process. 

 

Tangible Visualizations 

RoboGraphics can also be extended to support tangible data 

explorations similar to [9]. In the tactile bar chart app, a 

person with vision impairments can examine several small 

charts quickly using the robot’s locations as tangible anchors 

to the data point’s value. When a graph is first displayed the 

system speaks out a short description of the graph including 

the title of the graph displayed, the minimum and maximum 

values of the y-axis, and the number of units in between each 

of the y-axis labels on the cardboard overlay. This allows a 

user to quickly understand the relative differences between 

each of the tangible data points, but also allows the user to 

identify absolute differences data points or a single data 

point’s value.  

CONCLUSION 

In this paper, we introduce the RoboGraphics system, a low-

cost hardware-software prototype for creating dynamic 

tactile graphics. Our display uses a mix of off-the-shelf 

components and cut cardboard to enable a blind or visually 

impaired user to examine accessible data graphics, stories, 

and interactive applications. 
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