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We address the open problem of reliably detecting oral health behaviors passively from wrist-worn inertial sensors. We
present our model named mORAL (pronounced em oral) for detecting brushing and flossing behaviors, without the use of
instrumented toothbrushes so that the model is applicable to brushing with still prevalent manual toothbrushes. We show
that for detecting rare daily events such as toothbrushing, adopting a model that is based on identifying candidate windows
based on events, rather than fixed-length timeblocks, leads to significantly higher performance. Trained and tested on 2,797
hours of sensor data collected over 192 days on 25 participants (using video annotations for ground truth labels), our brushing
model achieves 100% median recall with a false positive rate of one event in every nine days of sensor wearing. The average
error in estimating the start/end times of the detected event is 4.1% of the interval of the actual toothbrushing event.
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1 INTRODUCTION
Healthcare spending is projected to siphon off nearly 20 percent of the United States economy by 2026 [9]. The
unsustainable nature of this spending has prompted a growing shift from reactive and expensive healthcare
focusing on treating illnesses to proactive, preventive approaches for tackling the underlying health behaviors
that increase the risk of diseases. In this work, we focus on dental diseases (e.g., caries and periodontal diseases),
a common chronic disease with considerable repercussions [1]. In the United States, half of adults suffer from
periodontal diseases and over fifty-three million people live with untreated tooth decay in their permanent teeth;
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significant subset of this population endure the debilitating consequences of advanced periodontal diseases [8].
Beyond the pain and suffering, oral health problems affect the ability to eat and swallow, speak and socialize, and
provoke local and systemic infections — health corollaries that greatly diminish an individual’s general health
and sense of well-being and exact substantial personal and societal costs. Poor oral hygiene is also linked to
heart diseases, stroke, diabetes, pneumonia, other respiratory diseases, pre-term births, and low birth-weight
babies [49].
Ironically, dental diseases are largely avertible and closely linked to the inadequate performance of simple

oral hygiene behaviors such as regular toothbrushing and flossing. The American Dental Association (ADA)
recommends that everyone should brush their teeth at least twice daily and floss their teeth at least once. Yet,
research has found that a significant percentage of the population does not follow these recommendations; 33%
of men brush only once a day, and 59% of women regularly skip brushing at bedtime [10]. This disparity between
health recommendations and practice led clinical researchers to argue for development and dissemination of
mHealth approaches to assist users in optimizing salient oral health behaviors and thus, reduce the public health
burden of dental diseases [46].

For optimal oral health, brushing should last at least two minutes, cover each tooth surface adequately using
optimal pressure, and be augmented by flossing. The industry has introduced feature-rich smart toothbrushes to
assist users in tracking their brushing behaviors. Smart toothbrushes can track brushing duration and provide
user feedback regarding pressure applied to the teeth during brushing [18]. Researchers have explored adding
newer sensors for improving the detection of brushing surfaces [26], instrumented miniature cameras into the
toothbrush head for detecting plaque [50], and developed implantable assistive brushing devices [12, 33] to assist
children and individuals with disabilities.

While these advancements help users of smart toothbrushes, the vast majority of the population (over 80% in
the United States1), continue to use manual toothbrushes and will not benefit from these advancements. Inferring
the timing, duration and quality of brushing behaviors using manual toothbrushes will bring these benefits
to the masses and set the stage for personalized individual and population oral health management, disease
risk stratification, hybrid health insurance programs [46], personalized feedback, and individual engagement by
providing rewards or gamification [11, 37].

Finally, the automated inference of brushing and flossing behaviors can be used in a wide variety of research
studies to discover predictors of dental disease outcomes and inform treatments as well as public health policies.
Accomplishing this vision requires a robust computational model for reliably detecting toothbrushing and

flossing behaviors in the natural field environment. We use inertial sensors in wrist-worn devices for this purpose
that are already being used today to detect sleep, activity, eating, smoking, and several other daily behaviors.

1.1 Challenges
Inferring oral hygiene behaviors (OHBs) primarily from inertial sensors on the wrist presents several technical
challenges.
Variability in Sensor Mounting: Placement of the sensor in a wristband or the position of the wristband

on the wrist itself can vary between devices, and even for a given device worn by a specific individual, between
wearing episodes (e.g., either palm-facing or back-palm-facing). Each configuration (see Figure 3) produces
significantly different signals. Because the signal from the axis parallel to the hand is essential to determine
whether the hand is facing in the upward direction or not, the model needs to determine the inertial sensor’s
configuration relative to the wrist.
Reliable Detection of rare daily behaviors: Brushing and flossing are salient and relatively transient events

that can take only four minutes out of approximately 960 awake minutes per day. In general, events that take less

1https://www.statista.com/statistics/278116/us-households-usage-of-manual-toothbrushes/
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than 1% of the assessment time have stringent requirements of recall and even more stringent requirements for
controlling false positives. Even a 1% false positive rate can produce 4 false positive events per day.
Access to Fine-grained Accurate Labels for Model Training/Evaluation: Obtaining fine-grained labels

of each brushing event is necessary to train and validate the OHB models. Specifically, one needs the precise
markings (at second-level granularity) of the start and end of each event, and also the start and end times of any
intervening pauses. Such carefully labeled data is usually difficult to collect from the natural environment.
Precise Estimation of Duration and Start/End Times: In order to be clinically useful, the detected event

must match closely the duration and start/end times of the actual event.

1.2 Contributions
Our work presents the mORAL (pronounced em oral) model for reliably detecting brushing (with manual
uninstrumented toothbrushes) and flossing (using strings wrapped around fingers) from inertial sensors worn
on the wrists. It makes several contributions. First, we propose a solution to the sensor mounting problem.
Second, we propose an explainable method for reliable detection of rare daily behaviors (e.g., applicable to
brushing, flossing, rinsing, eating, drinking, smoking, etc.) that achieves greater computational efficiency and
detection accuracy by reducing the amount of data to be assessed by an order of magnitude. We show that the
event-based approach to identifying candidate segments of data on which to apply a machine learning-based
model significantly outperforms the fixed window-based approach. Third, we propose metrics for reporting the
error in estimating the start/end times of detected events.

1.3 Organization
Section 2 presents related works. Section 3 describes the data collected and annotation of video for labeling the
events for model training and testing. Section 4 presents all steps in model development, Section 5 describes their
implementation, and Section 6 presents their evaluation. Section 7 presents limitations and future works; Section
8 concludes the paper.

2 RELATED WORKS
Wrist-worn inertial sensors have been used for detecting a wide variety of Activities for Daily Living (ADL) such
as walking, sleeping, eating, combing hair, dressing, climbing stairs, sitting, standing, and cooking [4–6, 15, 40, 51].
Some of these [5, 25] have demonstrated the feasibility of detecting brushing from hand gestures in the context of
detecting a vast amount of ADL activities. Due to their focus on covering a large number of ADL’s, they trained
their models on data collected mostly in scripted settings. As their focus was on demonstrating feasibility, the
false positive rate for each class, in particular for toothbrushing, was more than 15%. Such models are not usable
in the field for passive detection as they would result in a large number of (i.e., 72) false positives each day (see
Table 1).

For a more reliable model that can work on continuous data collected passively in the natural field setting,
researchers have been developing models specific to the target behavior. For example, [48] focused on eating
and [39, 44]) on smoking. Behaviors such as toothbrushing, smoking, and eating are transitory events that last
for only a few minutes. But, continuous data collection through an entire day of wearing produces 16 hours of
data (corresponding to an awake portion of the day). Hence, the accuracy requirements for both recall and false
positive are stringent. For example, a model for detecting brushing with a 5% false positive rate will produce 24
false positive events per day (see Table 1).
The major obstacle in using existing models for detecting brushing or flossing is that different behaviors

require the development of behavior-specific models. For example, the model for detecting physical activity like
walking [34, 40] is not directly applicable to detecting eating. Similarly, the models for eating [48] or smoking
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Table 1. The table shows the number of false positive events produced per day by a model for specific false positive rates. It
is assumed that sensors are worn for 16 hours per day, and the toothbrushing event lasts an average of 2 minutes.

False positive rate 15% 10% 5% 1% 0.1% 0.01%
False positives per day 72 48 24 4 1

2
1
20

[44] are not directly applicable to detecting brushing or flossing. Hence, reliable detection of brushing passively
from wrist-worn sensors is still an open problem.

As described earlier, most of the efforts to detect OHBs have focused on instrumented or smart toothbrushes.
Some researchers have utilized commercial smart toothbrushes [11, 28, 32] while others instrumented manual
toothbrushes by either adding inertial sensors [26] or attaching a mini smartphone [2]. A focus of these works has
been to recognize the tooth surface being brushed [11, 26, 32, 35]. Some research teams have utilized innovative
acoustic-based approaches where audio data, collected by a smartphone application or a microphone are inserted
into the brush head to evaluate toothbrushing performance [19, 20, 30]. [29] analyzed the audio signals of brushing
strokes via machine learning techniques to recognize surfaces. In contrast, [38] introduced a tooth brushing
monitoring system that combines a microphone placed on the neck with an earphone placed in the ear.

In general, the investigations using smart or instrumented toothbrushes do not provide a reliable solution for
automatically detecting toothbrushing or flossing events from wrist-worn inertial sensors because they rely on
users activating a button (as is the case in smart toothbrushes) to indicate the start and end of brushing activity.
But, they represent important complementary works that can be applied to the case of manual toothbrushes
once a model to detect brushing and flossing events is developed that also identifies the start/end times of these
events. The sensor data corresponding to the brushing and flossing event can be used subsequently for deeper
analysis of brushing surface detection, pressure monitoring, and for developing engagement apps that improve
oral hygiene.

3 DATA COLLECTION
To develop and test our mORAL model, we conducted a field study to collect labeled sensor data in the natural
environment of participants. The study was approved by the Institutional Review Board (IRB) and all participants
provided written informed consent.

3.1 Devices and Sensor Measurements
The study included three devices carried by each participant:

(1) Participants wore a MotionSense wristband on each wrist (left and right) that included 3-axis accelerometers
sampled at 16 Hz and 3-axis gyroscopes sampled at 32 Hz. Data was transmitted from these sensors in
real-time using Bluetooth Low Energy (BLE) radio connection to a smartphone.

(2) Each participant carried a study provided Android smartphone. The smartphone was used to communicate
with, receive, and timestamp data from the sensor suites. The phone also collected data via its internal
sensors, including 3-axis acceleration, 3-axis gyroscope, GPS traces (geo-location data), battery state, and
user interaction data. Participants also used the study smartphone’s front-facing camera to record videos
of themselves while performing their oral health routines, including brushing of teeth, flossing, and/or
using an oral rinse.

(3) A commercially available, Bluetooth-enabled OralB 6000 toothbrush (i.e., SmartBrush) was provided
as compensation for participation in the study. Participants were asked to use their personal (manual)
toothbrush once daily, the SmartBrush once daily, and to floss at least once daily, while wearing the sensors.
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(a) Brushing video data collection setup (b) Dental flossing with string

Fig. 1. Participants used the study smartphone to record videos of themselves each time they performed an OHB (e.g.,
toothbrushing or flossing) while wearing the MotionSense wristbands. The video was annotated to obtain labels for model
training and testing.

3.2 Software for Data Collection
The open-source mCerebrum software [24] was installed on the study smartphone to collect and store the sensor
data streams as well as to initiate video recording by participants. Because time synchronization between the
video capture and wristband data was required to correct for any clock drift, mCerebrumwas modified to maintain
accurate time synchronization of 200 milliseconds.

3.3 Study Protocol
At the time of recruitment, potential study participants were asked about their willingness to brush at least twice
daily and floss at least once daily. Once enrolled, participants wore the wristbands during their waking hours for
seven (7) days. Participants were asked to use the study smartphone daily to record videos of themselves when
performing their typical oral health routines (e.g., toothbrushing or flossing) in a comfortable setting (e.g., at
home), while wearing the MotionSense wristband (Figure 1).

3.4 Video Data Collection
The videos provided the ground truth labels for toothbrushing and flossing events. The phone stored these data
on an encrypted microSD card and periodically uploaded the sensor data (except video and GPS) via a dedicated
HTTPS connection to a secure server running open-source Cerebral Cortex Software [23]. Video and GPS data
were recovered from the phone at the end of the study period.

3.5 Annotation of OHBs from Video Data
To create labeled data for model development and evaluation, we annotated the video data to record the timing
of each OHB. In total, 362 videos were collected, each with an average duration of 3.12 minutes. We annotated
the brushing type (normal or smart-brush) and flossing type (string or picks), and their start/end times from the
videos. A key challenge was to mark the pause segments between and within each brushing and flossing event so
that for model training and testing, only data corresponding to active brushing or flossing were used.

For brushing, special attention was paid to the interval between the lowering and raising of the brush-holding
hand from the mouth. This interval was marked as a pause. In each video, in addition to marking the start and end
of each brushing, flossing, and all pause events contained within the brushing and flossing events, we also marked
the orientation configuration of both wrists, the brushing wrist (left or right), use of manual or SmartBrush,
flossing with string or picks, flossing wrist (left or right), and video pause times.
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(a) (b)

Fig. 2. (a) Time of day distribution for brushing and flossing events. Participants usually brushed their teeth with manual
toothbrush in themorning and with SmartBrush at night; (b) Duration of oral hygiene events obtained from video annotations.

All the video ground truth data were labeled by two coders. Any discrepancy in their coding was resolved
via joint viewing of the segment in doubt, and a consensus was reached regarding the labeling of the event in
consideration. A summary of coding definitions appears in Table 3 (see Appendix A).

3.6 Dataset Description
A total of 25 participants (12 males, 13 females; mean age 28.5 ± 7.6 years) completed the study. Over this period,
3,886 hours of sensor data were collected over 290 days. Of these, we use 192 days (2,797 hours of sensor data)
for model development and testing for which video data was available. A total of 160 brushing events with the
manual brush and 164 brushing events with the SmartBrush were observed during this period. A total of 137
flossing events were recorded. Of these, one-third of the flossing events were associated with normal brushing
and two-third were associated with SmartBrush. In terms of modality, 81% of flossing were performed using
string, and the remaining using picks.

3.7 Descriptive Video Observations
We use the video annotations of OHBs to make several descriptive observations. First, we analyzed the time of
day when OHBs occurred (see Figure 2a). We observe that OHBs occurred across most times of the day, with
higher concentrations in the morning and at night. We observe a higher occurrence of manual brushing in the
morning and SmartBrush use at night. We also observe that flossing frequency is higher at nighttime.
Second, we analyzed the duration of different OHB events (see Figure 2b). We observe that even though

participants were video recording themselves, the duration of brushing with a manual toothbrush was marginally
lower than that with SmartBrush. The brushing duration with SmartBrush has a median duration of 2.1 minutes.
The SmartBrush vibrates to indicate 2 minutes-worth of brushing, and thus encourages compliance with the
ADA-recommended brushing duration. We also observe that females had a marginally longer brushing duration
when brushing with a manual toothbrush. Finally, we observe that flossing occurred for a median duration of
1.22 minutes, and pause durations were very short.
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3.8 Open Dataset and Source Code
Curated and labeled dataset from participants who consented to public release are available for research use2.
The source code for our model is also posted so as to facilitate reproducibility and enable the research community
to improve upon the presented model.

4 MODEL DEVELOPMENT
Before describing our modeling approaches to reliably detect brushing (with a manual toothbrush) and flossing,
from wrist-worn inertial sensors, we introduce some notations and definitions.

4.1 Notations and Definitions
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Fig. 3. (a) Lateral (l ), perpendicular (p), and vertical (v) axes of wrist coordinate system; (b) Variation in sensor mounting on
the wrist-worn devices (c) Four sensor positions on the wrist, referred to as Configuration c (for c ∈ {0, 1, 2, 3})

Sensor data: Let as (t) = (ax ,ay ,az ) be accelerometer data and ωs (t) = (ωx ,ωy ,ωz ) be gyroscope data at time t .
Wrist coordinate system: Different wrist-worn devices have different placements of the triaxial inertial sensors.

For example, y-axis in one sensor may correspond with the x-axis in another sensor (see Figure 3a). Similarly, the
same device can be worn in different ways (see Figure 3b). Therefore, models for inferring wrist orientation and
hand gestures, need to be independent of the sensor placement.
To accomplish this, we define a new coordinate system, called the wrist coordinate system. The three axes in

the wrist coordinate system are defined as lateral (l ), perpendicular (p), and vertical (v) axes. Here, lateral axis is
aligned with the arm, perpendicular axis is aligned with the thumb, and vertical axis is the gravity axis when
the palm is parallel to the earth’s surface (see Figure 3c). We denote a(t) = (al ,ap ,av ) to be the corresponding
accelerometer data in the wrist coordinate system and ω(t) = (ωl ,ωp ,ωv ) to be the corresponding gyroscope
data in the wrist coordinate system.

Sensor orientation configurations: The configuration of a wrist-worn sensor is defined as the current orientation
of the sensor relative to the wrist. In other words, it specifies the mapping between sensor’s axes coordinate

2https://mhealth.md2k.org/resources/datasets.html#mORAL
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and the wrist coordinate system. Usually, the z-axis is perpendicular to the surface of the sensor. Hence, we
assume that the vertical axis is always aligned with the z-axis. For example, in Figure 3b, mapping for the top left
placement is (l ,p,v) = (x ,y, z). We regard this as the base configuration, since it occurs most frequently.

4.2 Key Observations

Fig. 4. Wristband signals during brushing, rinsing and flossing with string. During brushing, the brushing hand moves
continuously either up-down or left-right. Therefore, we observe periodicity in accelerometer signals (see the left segment in
the top figure). On the other hand, during flossing with string, there is a synchronized motion of both wrists (see the right
segment in the bottom figure).

Figure 4 represents accelerometer, gyroscope, and orientation (roll, pitch, and yaw) signals during brushing
with a manual toothbrush, followed by rinsing, and then flossing with a string. We make some key observations
that guide our model development. First, we note that during brushing, the wrist is above the elbow, indicated by
the lateral axis of accelerometer being positive. Second, we observe the repetitive motion of the wrist indicated
by high motion in all three axes of the accelerometer. Third, during flossing with string, there is a synchronized
motion of both wrists, indicated by the synchronized motion of each of the three orientation axes in both wrists.
But, the magnitude of motion during flossing is low, which presents challenges in reliably distinguishing it from
other daily behaviors. We now describe our approach to addressing these modeling challenges.

4.3 Overall Approach
We break down the overall problem of reliably detecting oral health behaviors from wrist-worn inertial sensors
into several sub-problems for clarity. First, the signal processing unit needs the placement configuration of the
wrist-worn device. Therefore, data needs to be transformed into the wrist coordinate system before further
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wrist positions and orientations. The marginal distributions, at the top for perpendicular axis and at the right for the lateral
axis, show the distribution of different measurements of the accelerometer sensor over a day (using д = 9.8ms−2).

processing. Second, our goal is to detect rare OHB events from a continuous stream of sensor data. To significantly
reduce the amount of sensor data that the final machine-learning model is applied on, we identify candidate
windows that are most likely to contain OHB events. Third, after locating the candidate windows, we need to
identify, select, and compute features to train a classifier. Finally, the utility of detecting these events depends
on correctly identifying the start and end of each event. Therefore, we need to identify the boundaries of the
detected OHB event.

4.4 Virtual Orientation
As described in Section 4.1, in the free-living natural environment, and due to diversity in devices, mounting and
wearing, configurations are unknown and can even dynamically change each time the device is taken off and
put back on. Hence, we need to determine the orientation of the three axes with respect to the wrist using only
sensor data, i.e., accelerometer and gyroscope traces.

The inertial sensor itself can be mounted in the device in 3! × 23 = 6 × 8 = 48 possible configurations. This is
because each of the axes can be matched to one of the three real-world dimensions (in 3! = 6 ways). Next, any
axis can be pointing upwards or downwards (in 2× 2× 2 = 8 ways). But, for any wrist-worn device, the mounting
of the inertial sensors is set at the time of design itself. Subsequently, the device can be worn in four different
configurations (see Figure 3b). We can use a configuration file to denote this mounting, reducing the number of
dynamic changes in orientation to four. Therefore, the problem of virtual orientation is about determining which
of these four configurations best represents the data being collected. Further, we note that as gyroscopes and
accelerometers are on the same chipset, usually the orientation of accelerometers also determines the orientation
of the gyroscopes.
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Algorithm 1: Pseudo code for finding correct configuration of a wristband
Input: ®a = {as (t) = (ax ,ay ,az )}, D
Output: c ∈ {0, 1, 2, 3}
for each c ∈ {0, 1, 2, 3} do

®ac = ®a ∗Mc ;
Sc = d(ac ,D);

end
return c = argmin

c
{Sc }

To develop and evaluate a solution to the virtual orientation problem (to determine which of the four con-
figurations the sensor currently is in), we need labeled training data. To construct such a labeled dataset, we
use the video capture that occurred twice daily (at the time of performing OHBs). We labeled a day’s worth
of data belonging to a particular configuration by observing the sensor wearing position on the wrist from
videos. If we observed consistent configuration in both videos, then we labeled that day’s data to belong to this
particular configuration. In our data set, 77.08% (148 out of 192 days) of the data corresponds to Configuration 0
(see Figure 3). We label this as our base configuration. We create a database, D, with all the data corresponding to
Configuration 0 (from 148 person days).

We use ®a to represent a time series of data points within one window of unknown configuration. We consider
multiple window sizes (e.g., half an hour, 1 hour, 1.5 hours, 2 hours, 2.5 hours, etc.).
Our approach involves determining which of the four configurations make the data most similar to the base

configuration upon its transformation via matrix multiplication. If we know the correct wearing configuration,
c ∈ {0, 1, 2, 3}, then translating data from that configuration to the wrist coordinate system can be done via a
matrix multiplication, i.e., ac (t) = a(t) ∗Mc for all t . For the four possible configurations, corresponding matrices
(Mc ) are as follows:

M0 =
©«
1 0 0
0 1 0
0 0 1

ª®¬ ;M1 =
©«
−1 0 0
0 −1 0
0 0 1

ª®¬ ;M2 =
©«
−1 0 0
0 1 0
0 0 −1

ª®¬ ;M3 =
©«
1 0 0
0 −1 0
0 0 −1

ª®¬
For example, for any accelerometer sample, (ax ,ay ,az ), of Configuration 0, the corresponding value in the wrist
coordinate system is (al ,ap ,av ) = (ax ,ay ,az ) ∗M0 = (ax ,ay ,az ).
Now, for a given window of accelerometer sensor data ®a, if c ∈ {0, 1, 2, 3} is the correct configuration, then

®ac = ®a ∗ Mc represents data in the wrist coordinate system. We assume that similarity between ®ac and D is
greater than any other ®ac ′(c ′ , c). To find the correct c for a given ®a based on this assumption, we first create
four transformations of ®a, i.e., ®a0, ®a1, ®a2, and ®a3. We then compute the similarity index between each ®ac and D.
We need an efficient method to compute the similarity between ®ac and D as there can be millions of data points
in ®ac and D.
To explore the potential for significant data reduction, we analyze the distribution of out dataset. Figure 5c

shows the joint density of different positions and orientations of the wrist along the lateral and perpendicular
axes. The marginal distributions, at the top for the perpendicular axis, and at the right for the lateral axis, show
the distribution of different sensor measurements over a day. We observe two clusters in the joint density plot
which represent the three most common orientations of the wrist, i.e., pronation, supination, and neutral. This
guides us to develop two succinct representations of the data —probability distribution and principal components.
We consider the following two corresponding indices of distance d(®a, ®D).
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(1) Distribution Distance, ddist (®a,D): We compute probability distributions of the data points in ®a and D. Let
P be the distribution of ®a and Q be the distribution of D. We then use earth moving distance between P
and Q to find ddist (®a,D).

(2) Distance of Principal Components, dPCA(®a,D): We compute three major directions of data by computing
principal component analysis (PCA). Let ®pcaa and ®pcaD be the vector of three major components of all
data points in ®a and D respectively. Then, we use the Euclidean distance between ®pcaa and ®pcaD to find
dPCA(®a,D).

We compute distances using each of these two methods for all values of ®a and D for each configuration c . The
window of data ®a is assigned to Configuration c that results in the minimum distance. Algorithm 1 describes the
entire process.

4.5 Candidate Identification
Our goal is to have a passive detection model that mines the continuous stream of sensor data to identify brushing
and flossing events automatically. Each day, the sensor may be worn for an average of 16 hours (the awake
portion of the day), but the events of interest (brushing or flossing), i.e., the positive class, may last only 4minutes.
Hence, almost all data represents the negative class. It is desirable to have a highly efficient model that can run on
streaming data in real-time and rule out the majority of the data that do not contain the events of interest. This
will reduce the amount of data on which a more complex model will need to be applied. We refer to these data
segments as candidate segments. This staged detection approach can also help to reduce the false positive rate.

We explore two approaches for candidate identification—window-based and event-based. In the fixed window-
based approach, we segment the time series into equal-sized windows and then compute some features to quickly
detect whether they should be considered candidates. In the event-based approaches, we identify markers in
the time series that may indicate a potential start of the event of interest. We observe that during brushing
and flossing, the wrist position is usually higher than the elbow (see Figure 5b). We detect upward-based and
downward-based wrist movements to identify and isolate segments of data that become candidates.

4.5.1 Toothbrushing Candidate Identification Based on Fixed Windows. In the fixed window-based approach,
we vary window sizes from 2 seconds to 60 seconds to find the most appropriate window size. For each window,
we compute the time domain and frequency domain features to identify the most informative feature(s). Figure 6a
shows the percentage of filtered windows per feature and per window size. We select the mean value of the lateral
axis of the accelerometer as our primary filtering criteria because it produces the highest rejection rate. The next
best feature is the standard deviation of accelerometer magnitude. We observe that both of these features are
stable across all window sizes and consistently provide a rejection rate of higher than 60%. For window sizes of
15 seconds or higher, most of the features have a stable rejection rate. A smaller window size is preferred so as to
more accurately isolate pause events within brushing episodes. Hence, we use 15 seconds as our window size.
We also consider using two features together to see if they provide a substantial gain in the rejection rate. After
fixing the window size (to 15 seconds), using the top two features increases the rejection rate from below 70%
(for the top feature) to 75.6% for a window size of 15 seconds.

4.5.2 Toothbrushing Candidate Identification Based on Events. We observe that the wrist position is usually
higher than the elbow during brushing and flossing. In PuffMarker [44], hand-to-mouth gestures were detected as
the candidate segments to detect smoking puffs. While taking a smoking puff, the wrist usually stays stationary
when close to the mouth. Therefore, the magnitude of the gyroscope was used to locate stationary periods in the
time series that includes hand-at-mouth events. But, during brushing, the hand moves continuously. Hence, this
method cannot be directly used to find candidates for OHBs.
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Fig. 6. Rejection rate obtained when using different features as window size is varied for (a) manual brushing and (b) flossing
with string

We use detected upward- and downward-based wrist movements to generate segments, depicted in Figure 5b.
First, we find a thresholdTHl for the lateral axis of accelerometer that filters all samples below this threshold. We
optimize threshold THl such that the amount of filtered data is maximized while ensuring that all data from the
positive class are preserved. We find the optimal value to be 0.24 д (using д = 9.8ms2). This method filters 81%
of the data. It, however, creates some temporal clusters in the data. If the time difference between consecutive
clusters of retained samples is less than 1 second, then they are merged to create candidate segments. These small
gaps can be created due to jerks or spikes. This process creates several small candidate segments because of the
yawn or upper body touch or other frequent transient behaviors. To prune such segments, we apply another
filtering based on the time duration of the candidate segments. We find values ofmindur andmaxdur such that it
includes all the positive events but filters as many false candidates as possible. We find thatmindur = 11 seconds
andmaxdur = 2.5 minutes work best for our dataset. It filters out 10% of the additional data. Altogether, this
method rejects 91% of the data and results in an average of 100 candidate segments per day. Comparatively, the
window-based approach with a 75% rejection rate can produce approximately 1,000 candidate segments in 16
hours of sensor wearing.

4.5.3 Flossing Candidate Identification Based on Fixed Size Window. Similar to our candidate identification
approach for brushing, as shown in Figure 6b, we vary window sizes from 2 seconds to 60 seconds. For each
window, we compute various correlation-based features as the orientations of both wrists remain similar during
flossing with string. Figure 6b represents the percentage of filtered windows per feature and per window size. We
observe that for the top feature (mean value of lateral axis of the accelerometer), there is an increase of 10% in the
rejection rate, but for the second and third performing features, the increase is only marginal. As flossing events
can last less than a minute and involve pauses, we use 15 seconds as the window size. We combine the top two
features in our filtering criteria that together provide a rejection rate of 62.3% (for a 15-second window size).

4.5.4 Flossing Candidate Identification Based on Event. Figure 1b shows several images during flossing with
string. We observe that during flossing, both wrists are in the upward direction. Hence, an approach similar to
brushing candidate identification can work for flossing candidate identification. We can achieve further pruning
for flossing because flossing usually involves both wrists. We use the same filtering method that is used for
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Table 2. Summary of features extracted from each segment of the data

Time-domain Frequency-domain Multi-sensor fusion Cross-wrist
(td) (fd) orientation (ori) (only for flossing)
mean Maxima Roll corr(roll-left, roll-right)
median Energy Pitch corr(pitch-left, pitch-right)
standard deviation Spectral centroid Yaw corr(yaw-left, yaw-right)
quartile deviation Spectral Flux root Mean Square Error (rMSE)
skewness Spectral roll-off
kurtosis
zero-crossing
power

brushing to identify candidate segments for flossing, but here we compute two sets of candidates from each of
the wrists. We retain only those segments that have overlap in data from both wrists. Using the same duration
threshold as in brushing candidate identification, we filter out any candidate segment whose overlapped duration
is outside of the range. This method rejects 95% of the data and results in an average of 70 candidate segments per
day. This represents a significant (32%) increase in rejection rate compared to the fixed window-based approach.

4.6 Feature Computation and Selection for Candidate Classification
After identifying the candidates, we compute several time domain, frequency domain, multi-sensor fusion,
and cross-wrist features from accelerometer and gyroscope data in each window. Table 2 summarizes all the
computed features. For time domain features, we compute the mean, median, standard deviation, quartile deviation,
skew, kurtosis, and zero crossing rate of three axes of accelerometer and gyroscope. For frequency domain
features, Fourier transformation is applied on the window of data before calculating common frequency-domain
features [13]. For wrist orientation features, we compute roll, pitch, and yaw that provide information about the
orientation of the wrist with respect to gravity.

To obtain robust measurement of orientation features from noisy inertial sensor data, we perform the following
processing steps [27, 36]. Accelerometer, a(t), gives a good indication of orientation in static conditions. Gyroscope,
ω(t), provides a good indication of tilt in dynamic conditions, but drifts in the long term. The value of a(t) is
noisy, but over longer intervals is useful, as it is more robust to drift [27, 36]. By passing the accelerometer signals
through a low-pass filter, passing the gyroscope signals through a high-pass filter, and combining the resultant
signals, we compute a final rate function. The idea behind complementary filter is to take slow moving signals
from a(t), fast moving signals from ω(t), and combine them. This method combines the strengths of both sensor
signal streams. From Figure 4, we observe that change in the orientation of both wrists is similar, so we compute
correlation and root mean square error of orientation of left wrist and orientation of right wrist. We compute
these cross-wrist features only for flossing because flossing with string requires both wrists.
In total, we obtain more than 100 features. But, to avoid overfitting (as there are only 160 brushing and 137

flossing events), we use selected features for modeling. The idea behind feature selection is to remove non-
informative features. Our goal is to find a subset of features that are a) mutually not correlated but b) highly
correlated to the OHBs. In this work, we used the Correlation-based Feature Selection (CFS) [21] to select a subset
of the features (25) as in other detection based works [42, 45]. CFS selects features that are mutually uncorrelated
but highly indicative of the OHB classes. We describe feature selection further in Section 6.3.
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4.7 Model Selection and Training
We consider the following models for both toothbrushing and flossing classification. We use grid search to
optimize the hyper-parameters in each model.

• Naive Bayes Classifier (NB): Naive Bayesian networks are very simple Bayesian networks which are
composed of directed acyclic graphs with only one parent (representing the unobserved node) and several
children (corresponding to observed nodes) with a strong assumption of independence among child nodes
in the context of their parent [31].

• Random forest Classifier (RF): Random forests are a combination of tree predictors such that each tree
depends on the values of a random vector sampled independently and with the same distribution for all
trees in the forest. The generalization error for forests converges to a limit as the number of trees in the
forest becomes large. The generalization error of a forest of tree classifier depends on the strength of the
individual trees in the forest and the correlation between them [3]. We use Random forests with 100 trees
and 1,000 trees.

• Ensemble Method (Ens): Ensemble classifiers [14, 43] consist of a set of many individual classifiers (called
base-learners) where those decisions are combined to output a single class label. Ensemble learning helps
improve machine learning results by combining several models. This approach allows for the production
of better predictive performance compared to a single model. Several different methods are proposed to
address data imbalance issues by using ensemble methods [16, 22]. Ensemble models also tend to generalize
better, which makes this approach easy to handle. In our experiments, we use a combination of Decision
tree, K-nearest neighbors (KNN), and Naive Bayes [7].

• Ada-Boosting (AB): AdaBoost, short for Adaptive Boosting, is the first practical boosting algorithm
proposed by [17]. It focuses on classification problems and aims to convert a set of weak classifiers into a
strong one. This is also an ensemble method that learns models on subsets of the training data and boosts
the weights of misclassified instances, which allows models to focus on those for improving classification
performance.

5 IMPLEMENTATION
Figure 7 presents an overview of all the data processing steps that include screening, cleaning, finding window
size, selecting candidates, computing the features, and training the machine learning models to detect oral health
behaviors, including their start/end times.
Briefly stated, we first determine the sensor mounting on the wrist. Second, we remove data segments when

the sensor was not worn by the participant. Third, we impute intermittent data when the gap is less than 0.25
seconds using methods presented in [41, 44]. Fourth, we use complementary filter to compute roll, pitch and
yaw by combining accelerometer and gyroscope data. Fifth, we locate and mark candidate windows. Finally, we
compute features from those candidates. For classification, Ada-boost produces the best results.

6 MODEL EVALUATION
We now present results from our evaluation. We start by comparing the performance of distribution-based
and PCA-based methods for identifying the correct configuration of the wrist sensors. Then, we observe the
performance of the selected feature set for detecting OHB events. We use the selected feature set for further
experiments. We compare the performance of different models choices for detecting brushing and flossing events.
We evaluate the impact of using window-based or event-based approaches to candidate identification, as they
impact which segments of data the machine learning models are applied to. Finally, we analyze the error in
duration and start/end times of the detected brushing and flossing events.
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Fig. 8. Prevalence of sensor configurations among participants and the frequency of configuration changes.

6.1 Performance of Virtual Orientation
To identify the virtual orientation, we determine the window size and the method that provides the best perfor-
mance (see Section 4.4). We consider three methods for virtual orientation — always use a default configuration,
use PCA, and use distribution similarity. We create a labeled data for this experiment by dividing the entire
dataset in specific window sizes. All data for a specific day are labeled as belonging to the configuration that was
observed from two video recordings for that day. Each of the three methods are applied to each window of data
and the resulting configuration is compared with the label assigned to that window.

We use 192 days of sensor data from 25 participants. Figure 8a presents the percentage of wristband wearing
in different configurations. We observe that 15 (out of 25) participants always wear the sensor in Configuration
0 (see Figure 8b). Nine participants switch configurations across days, and one participant always wears it in
Configuration 2. Observing this pattern, we make Configuration 0 as the default configuration.
We consider window sizes of half an hour, 1 hour, 1.5 hours, 2 hours, and 2.5 hours. From Figure 9a, we

observe that the performance saturates after a window size of 2 hours. Therefore, we select our window size as 2
hours. As expected, the choice of window size has no effect on the performance of the default configuration. The
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detecting brushing and flossing events using the selected features

distribution-based method produces better results (an accuracy of 86% and F1-score of 93%) than both the default
(an accuracy of 79% and F1-score of 88%) and PCA-based method (an accuracy of 58% and F1-score of 71%). For
real-life deployment, one can start with the default configuration and then use the distribution based method
after two hours of data has been collected to personalize the virtual orientation to each user.

6.2 Metric for Evaluating Performance of Classifiers
For classifaction performance evaluation, we use a leave-one-subject-out cross-validation (LOSOCV) experiment
where we exclude a single user’s data for testing and use the remaining data for training. We repeat this procedure
for all the users. We present results in box plots [47] and report median values. We note that in our dataset (similar
to real-life usage), only 0.1% of the data are positive instances and rest 99.9% of the data are negative instances. If
accuracy alone is used to measure the classification performance, then a simple model that classifies all testing
samples into the negative class, will produce an excellent accuracy of 99.9%. But, its recall and precision will be
zero and F1-score (for detecting the positive class) will be undefined. Since our interest is in reliably detecting the
positive class, we use recall, precision, and F1-score to measure the performance of our classifiers. In addition, we
report false positives detected per day to provide a sense of the model’s performance in daylong wearing.

6.3 Feature Selection
We evaluate the discriminatory power of different feature sets. Figure 5 shows different feature sets and their
discriminatory power. We create a set of time-domain features, a set of frequency-domain features, and finally
a set of both time-domain and frequency-domain features from the accelerometer data. We perform the same
selection from the gyroscope data. Next, we create a set of orientation related features. We create another set
by combining both accelerometer and gyroscope features. We also create another set using cross-wrist features
that is used only for flossing detection. Finally, one feature set is generated using the feature selection algorithm
described in 4.6. To detect OHBs, the selected feature set (consisting of 25 features) performs almost the same
as using all the features. To understand the performance of the proposed model, independent of the error in
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(a) Performance of brushing detection with a (15 seconds)
window-based approach for candidate identification.

(b) Performance of brushing detection with an event-based
approach for candidate identification.

Fig. 10. Box-plots of leave-one-subject-out cross validation results for brushing detection. NB: Gaussian Naive Bayes, RF-100:
Random Forest with 100 trees, RF-1000: Random Forest with 1000 trees, Ens: Ensemble method, and AB: Ada-Boosting

detecting correct orientation, this evaluation and the rest of the experiments are done after virtual orientation of
the wristband.

6.4 Performance of Brushing Detection
We evaluate both window-based and event-based approaches to candidate identification (see Section 4.5) for
their impact on classification performance. For both experiments, Gaussian Naive Bayes, Random Forest with
100 trees and 1000 trees, Ensemble methods, and Ada-boost classifiers are applied to detect brushing behaviors.
For this experiment, we include only those participants for whom we have usable sensor data for at least three
manual brushing episodes (i.e., 142 manual brushing events from 21 participants over 157 days).

6.4.1 Window-based Approach. As described in Section 4.5, we use a window size of 15 seconds. Recall,
precision, and F1 scores appear in Figure 10a. For the Naive Bayes model, median precision rates are lower than
other models, but the recall rate is the highest. Ensemble method, Random Forest with 100 trees and 1000 trees
produce a high median precision rate of 100%, but recall rates of only 64.74%, 67.15%, and 68.27% respectively.
Ada-boost’s median recall rate is 70.44%, and a precision rate of 85.15%. The Ensemble method and Random forest
with 1000 trees produce a median F1 scores of respectively 71.43% and 71.86%, but the highest median F1-score of
75.58% is produced by Ada-boost.

6.4.2 Event-based Approach: Recall, precision, and F1 scores when using event-based approach for candidate
generation are shown in Figure 10b. The performance of all the models are higher than that for a window-based
approach. The Ada-boost model provides the best recall and precision. It has a median recall of 100%, a precision
of 100%, and an F1 score of 95%, which is 19.42% higher than that for the window-based approach. With the
Ada-boost model, we get about one false positive every ten days (i.e., 16 false positives on 157 person days of
data).
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Fig. 11. Boxplot of leave-one-subject-out cross validation results for flossing detection. NB: Gaussian Naive Bayes, RF-100:
Random Forest with 100 trees, RF-1000: Random Forest with 1000 trees, Ens: Ensemble method, and AB: Ada-Boosting

6.5 Performance of Flossing Detection
We follow a similar approach for evaluating the detection of flossing as for brushing detection. For this experiment,
we include data from only those participants for whom we have usable sensor data for at-least three string
flossing episodes (i.e., 95 string flossing events from 16 participants over 125 days).

6.5.1 Window-based approach: Recall, precision, and F1 scores appear in Figure 11a. We obtain the best median
F1 score of 55.02% for Ada-boost. It has a median precision of 65.30%, and a median recall rate of 44.50%.

6.5.2 Event-based Approach: Recall, precision, and F1 scores are shown in Figure 11b. Similar to brushing, we
obtain the best median F1 score with the Ada-boost model. Its median recall is 75%, precision is 100%, and the F1
score is 82.65%, which is 27.63% higher than that for a window-based approach. With the Ada-boost model, we
obtain about one false positive every twenty-five days (i.e., 5 false positives on 125 person days of data).
We observe that our detection accuracy for flossing is lower than that for brushing. One reason for a lower

recall rate in detecting flossing is due to low and infrequent movement of hands (captured in inertial sensor data)
during flossing. Improving the recall rate for flossing detection remains a future work.

6.6 Performance on Detecting Duration and Start/End Times
In addition to reliably detecting brushing and flossing events, it is also desirable to accurately detect the duration
of these events (due to their predictive nature in dental disease outcomes). Further, as these events are detected
from a continuous time series of sensor data, a single event can be split into multiple windows due to pauses.
Portions of the actual event can also be missed or overestimated. We would like the detected event to closely
match the actual event in both the start and end times. For this experiment, we use the data for brushing and
flossing as described in Sections 6.4 and 6.5. We first develop some metrics to measure the accuracy of detecting
start/end times and duration before reporting the performance of our models.

Event: An event consists of a start time and an end time. We define a pause event as a tuple of start time and end
time (Ep = (ts , te )). Pause events can be either inter-event pause or intra-event pause. Since we are not dealing
with inter-event pauses, we use pauses to refer to intra-event pauses. Each oral hygiene event consists of a start
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time, an end time, and a list of pause events. For example, (Eb = (ts , te ,Ep )) is a brushing event with a list of pause
events, where ts < e .ts and e .te < te , for all e ∈ Ep , and (Ef = (ts , te ,Ep )) is a similarly defined flossing event.

Duration of an Event: The duration of an event E = (ts , te ,Ep ) (after removing pauses) is defined as follows.

d(E) = (E.te − E.ts ) −
∑

Ep ∈E .Ep

(Ep .te − Ep .ts )

0 10 20 30 40 50 60 70 80 90

Time 
in seconds

Actual event

Detected event

Overlapped Over-estimatedUnder-estimated

Fig. 12. An example of duration error (errdur =
|70−75 |

70 = 5
70 ) and Localization error (errboundary =

|10+15 |
70 = 25

70 )

Error in Event Localization: We divide the error by the duration of the actual event for normalization. Let
Eactual be the actual event. For a detected event, Edetected , we use two error measurements:

• Duration Error is defined as the difference between actual duration and detected duration, i.e.,

errdur =
|d(Eactual ) − d(Edetected )|

d(Eactual )

• Average Localization Error of the event measures error in locating the boundary. Error can happen in both
boundaries due to either over-estimation or under-estimation. We define average localization error as

errboundary =
AVG{|Eactual .ts − Edetected .ts | + |Eactual .te − Edetected .te |}

d(Eactual )

Figure 12 shows a scenario where duration error is low but localization error is high.
For each brushing and flossing event detected by the best model, we evaluate the error in the duration of the

detected event with that of the corresponding actual event (from video data). If a detected event does not have
any temporal overlap with the actual event, it is not considered to be a true recall and is excluded from this
analysis. We use regression analyses to analyze the errors in duration.
Figure 13a depicts regression analyses between the actual duration and the corresponding duration of the

detected events (for both brushing and flossing). The Pearson correlation coefficient value r is 0.95 for brushing
and 0.98 for flossing. Mean square error for brushing is 11.07 seconds and for flossing, it is 8.9 seconds. As a
percentage of the actual event duration, these represent duration errors of 7.2% and 6.5% respectively.
Next, we analyze the temporal alignment of the detected event with the actual event. Figure 13b shows the

results for brushing and flossing respectively. We observe that the error in alignment is small for both events.
The error in accurately locating the start and end times are 4.1% for brushing and 3.5% for flossing.

7 LIMITATIONS AND FUTURE WORKS
The presented mORAL model achieves a median recall rate of 100% with one false positive every nine days.
For flossing, the median recall rate is lower at 75%, but the false positive rate is also lower at one every 25
days. In addition to low recall rate for flossing, this work has several other limitations that open up numerous
opportunities for future works.

First, our model does not include oral rinsing behavior detection, which is an important oral health behavior.
Especially when combined with a model for detecting eating, it can present interesting intervention opportunities.
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Fig. 13. Performance for detecting the duration and start/end times for brushing and flossing.

Modeling the transition in the sequence of brushing, rinsing, and flossing behavior can potentially be used to
improve the detection of each of these activities. Second, our model can detect flossing with string, but not with
picks. Using deep learning models, especially with a larger labeled dataset, can potentially improve detection
performance further.

Third, a significant limitation in this work is the use of two wristbands. We used two wristbands to understand
the value of having the wristbands in both hands. We note that detection of brushing uses data from only the
dominant hand. Therefore, detection of brushing from one wristband is feasible as long as the sensor is on the
brushing hand. But, the model needs to be adapted to detect flossing from sensor data collected on only one wrist.
Fourth, detecting brushing with the SmartBrush from wristband is another future research direction. Even

though smart toothbrushes detect the brushing event due to the user pressing a button to start/stop the device, a
wrist-based model can be used to assign the brushing event to a specific user, e.g., when a brush handle is shared
in a family.

Fifth, even though significant work has been done in detecting the brushing pressure and detecting the tooth
surface or quadrant being brushed, using smart or instrumented toothbrushes, our work opens up opportunities
to develop these capabilities for brushing with manual toothbrushes, especially due to low boundary location
error with our model. Doing so will benefit a large population that still uses manual toothbrushes.

Finally, additional work is needed to adapt our model for detecting the brushing and flossing events in real-time.
Although our model is computationally efficient, the virtual orientation process may require a couple hours of
data. Developing a quicker method for virtual orientation can help not only with our model, but also in models
developed for detecting other behaviors such as eating and smoking that involve hand-to-mouth gestures.
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8 CONCLUSIONS
mHealth research is rapidly growing to incorporate detection, prediction, and just-in-time intervention for a
diversity of markers of health and well-being. Our work extends this paradigm into the oral health domain,
an oft-underserved realm of biomedicine and public health. It opens doors for extending several benefits only
available to those with access to smart toothbrushes to a broader population still using manual toothbrushes. It
also opens up new opportunities for designing sensor-triggered interventions for improving oral health behaviors.
For example, incorporating the passive detection of OHB’s into a context-based approach can enhance our
understanding of how OHB biomarkers are associated with other biomarkers such as stress, semantic location,
tobacco, alcohol, or other substance use, and may provide substantial future insight to these behaviors and lead
to new supporting protective interventions.

In addition to providing a solution for monitoring oral health behaviors, our work also provides a direction for
the computing community when developing models to reliably detect rare daily events from dense time series of
data collected in everyday life. For example, it shows the promise of the event-based approach for identifying
candidate windows before applying the machine learning models. It further indicates that identifying discerning
characteristics of the target event and translating them into efficient data models results into a more accurate
overall model.
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A APPENDIX

Table 3. Video annotation protocol for identifying OHB events and labeling their start and end times

Label Meaning Description and event characteristics
bn_st brushing start time

with manual brush
The first video frame when the participant’s hand is close to the
mouth and brushing begins

bn_ed brushing end time
with manual brush

When the participant stops brushing and wrist holding the manual
brush is going down from the mouth

bo_st brushing start time
with SmartBrush

Similar to the bn_st event, but for SmartBrush

bo_ed brushing end time
with SmartBrush

Similar to the bn_ed event, but for SmartBrush

f s_st flossing start time
with string

When the participant actively starts flossing with string (prepara-
tion time before flossing such as string winding around fingers) is
excluded

f s_ed flossing end timewith
string

When both of the participant’s wrists move down from the mouth
with string floss without subsequent resumption of flossing

f p_st flossing start time
with picks

When the participant flosses with a pick, and one wrist with pick
moves up to the mouth and flossing begins

f p_ed flossing end timewith
picks

When participant ends flossing with pick, and wrist moves down
from the mouth

p_st pause start For brushing, pause begins when the participant temporarily stops
brushing (e.g., to spit out the accumulated toothpaste or to rinse) and
moves the wrist away from the mouth. For string flossing, pause be-
gins when both wrists move away from the mouth. For pick flossing,
pause begins when the wrist holding the pick moves away from the
mouth

p_ed pause end Following p_st , pause ends for brushing when the brushing wrist
goes up to the mouth. For string flossing, pause ends when both
wrists go up to resume flossing. For pick flossing, pause ends when
the wrist holding the pick moves back up to the mouth to resume
flossing

pv video pause time A few participants paused the video when they paused brushing
or flossing (e.g., to spit out the accumulated toothpaste or saliva
from mouth), or sometimes between the brushing and flossing events.
During these times, we missed all ground truth video. We annotate
those events as video pause time.

ori_le f t orientation of left
wrist

We observe the device orientation on the left wrist in video and label
the configuration as one of {1, 2, 3, 4}

ori_riдht orientation of right
wrist

We observe the device orientation on the right wrist in video and
label the configuration as one of {1, 2, 3, 4}

bn_wt brushing wrist The brushing wrist is marked as left or right
f l_wt flossing wrist If flossing with pick, we mark the flossing wrist as left or right –

otherwise mark it as both wrists
f l_tp flossing type Flossing type is marked as string or pick
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