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Abstract

Self-adjustment of parameters can significantly improve the perfor-
mance of evolutionary algorithms. A notable example is the (1+(λ, λ))
genetic algorithm, where the adaptation of the population size helps
to achieve the linear runtime on the OneMax problem. However,
on problems which interfere with the assumptions behind the self-
adjustment procedure, its usage can lead to performance degradation
compared to static parameter choices. In particular, the one fifth rule,
which guides the adaptation in the example above, is able to raise the
population size too fast on problems which are too far away from the
perfect fitness-distance correlation.

We propose a modification of the one fifth rule in order to have
less negative impact on the performance in scenarios when the original
rule reduces the performance. Our modification, while still having a
good performance on OneMax, both theoretically and in practice,
also shows better results on linear functions with random weights and
on random satisfiable MAX-SAT instances.

1 Introduction

The (1 + (λ, λ)) genetic algorithm, proposed in [6], is a bright example of
a successful application of self-adjustment of parameters. Not only it is the
first example of an evolutionary algorithm with linear runtime on a simple

∗An extended two-page abstract of this work will appear in proceedings of the Genetic
and Evolutionary Computation Conference, GECCO’19.
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benchmarking function OneMax, as all previously known algorithms were
Ω(n log n), it is also the first example that self-adjustment of a parameter can
be asymptotically better than any fixed parameter choice, possibly depending
on the problem’s characteristics.

However, despite first successes on optimizing problems other than One-
Max — notably, good enough running times on linear functions with random
weights taken from [1; 2] or royal road functions reported in [6], or a supris-
ingly good performance in practice when optimizing MAX-SAT problems [9],
which was subsequently supported theoretically [1] — this algorithm is quite
slow to conquer other territories. A possible explanation of this fact is that
the method of parameter adjustment can behave badly on problems not very
similar to OneMax, that is, those with low fitness-distance correlation. This
is partially supported by the analysis in [1], where it was necessary to bound
the parameter from the above to ensure good performance.

This paper aims at investigating this problem in more detail. After de-
scribing the algorithm and the analysed problems in Section 2, we perform
a little landscape analysis for a few problems in Section 3 and discuss the
possible reasons for why the (1+(λ, λ)) GA is not so good and how it relates
to its self-adjustment. In Section 4 we propose a slight modification to the
one fifth rule, which is in the core of the self-adjustment strategy, in order
to slow down the speed of (dis)adaptation. We then conduct experiments on
our set of benchmark problems in Section 5 and confirm that the negative
consequences of the misguidance imposed by the one fifth rule are somewhat
damped. While this seems to retain the existence of the problems, it does
improve the performance by at least a constant factor. To prove that we
did not break the goodness of the algorithm, we prove in Section 6 that the
runtime on OneMax is still linear. In Section 7, we investigate what would
be the performance of the (1 + (λ, λ)) GA if it always chose the best values
for λ, which we have experimentally observed in Section 3, and the result is
that there is still a room for improvement even in the hardest cases. Finally,
Section 8 concludes the paper.

2 Preliminaries

We denote as [1..n] the set of integer numbers {1, 2, . . . , n}. The rest of the
section is dedicated to the definitions of the analyzed problems and evolu-
tionary algorithms.
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2.1 Analyzed Problems

Among other problems, we will consider OneMax, which is a classic test
problem used in evolutionary computation. The problem instances are func-
tions OneMaxn,z, z ∈ {0, 1}n, defined on bit strings of size n as

OneMaxn,z : {0, 1}n → R;x 7→ |{i ∈ [1..n] | xi = zi}|,

that is, OneMaxn,z counts the number of bit positions in which x and z
agree. For a fixed n, all functions OneMaxn,z constitute the OneMax
problem of size n.

OneMax can be represented as a pseudo-Boolean polynomial function
with the maximum degree of a monomial equal to 1, so it is a linear function.
Along with OneMax we will consider a wider family of linear functions,
defined as follows:

Linearn,z,w : {0, 1}n → R;x 7→
∑

i∈[1..n]

wi · [xi = zi],

where w is the vector of positive weights associated with bit positions. We
consider the cases when the elements of w are integer and are chosen uni-
formly at random from the set [1..W ], and call the corresponding problem
LinIntW . Note that OneMax = LinInt1.

We will also consider the special case of the MAX-3SAT problem [8],
which aims at finding an assignment of n Boolean variables that maximizes
the number of satisfied clauses in a Boolean formula written in the conjunc-
tive normal form with at most three variables (or their inversions) in each of
m clauses. While in general this problem is very hard, some of the formula-
tions are easier [10]. We will use randomly generated formulas following the
so-called planted solution model. In this model, there is a target assignment
x∗ and the formula is chosen uniformly at random among all formulas on n
variables and with m clauses which are satisfied by x∗. This problem was
studied in the context of theory of evolutionary computation [1, 7, 13] and
found to be similar to OneMax when the formula is dense, that is m ≥ n2,
and less similar but still tractable on average when m ≥ n log n.

2.2 The (1 + (λ, λ)) GA

The (1 + (λ, λ)) Genetic Algorithm, or the (1 + (λ, λ)) GA for short, was
proposed in [6]. Its main working principles are (i) to use mutation with a
higher-than-usual mutation rate to speed up exploration and (ii) crossover
with the parent to diminish the destructive effects of this mutation.
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Algorithm 1 (1 + (λ, λ)) GA with self-adjusting λ ≤ λ

1: F ← constant ∈ (1; 2) . Update strength
2: U ← 5 . The 5 from the “1/5-th rule”
3: x← UniformRandom({0, 1}n)
4: for t← 1, 2, 3, . . . do
5: p← λ/n, c← 1/λ, λ′ ← [λ], ` ∼ B(n, p)
6: for i ∈ [1..λ′] do . Phase 1: Mutation
7: x(i) ←Mutate(x, `)
8: end for
9: x′ ← UniformRandom({x(j) | f(x(j)) = max{f(x(i))}})

10: for i ∈ [1..λ′] do . Phase 2: Crossover
11: y(i) ← Crossover(x, x′, c)
12: end for
13: y ← UniformRandom({y(j) | f(y(j)) = max{f(y(i))}})
14: if f(y) > f(x) then . Selection and Adaptation
15: x← y, λ← max{λ/F, 1}
16: else if f(y) = f(x) then
17: x← y, λ← min{λF 1/(U−1), λ}
18: else
19: λ← min{λF 1/(U−1), λ}
20: end if
21: end for

The original paper [6] mostly analyzed the version with the fixed param-
eter λ, and it was proved that choosing a certain value for λ as a function of
problem size n brings an o(n log n) runtime on OneMax, which is asymp-
totically faster than any other evolutionary algorithms at that time. This
was subsequently refined in [4, 5], where these bounds were further refined.

In the same time, [6] proved that setting λ dynamically as a function not
only of the problem size n, but also of the current fitness, yields an O(n)
runtime on OneMax and showed experimentally that a simple one fifth rule
is able to keep λ in the vicinity of the right value. The fact that the runtime
is also linear in this case was proven in [3, 5]. The linear runtime was also
proven for MAX-SAT with large enough density of clauses [1], although it
was found that, in order to be successful, the parameter λ shall be kept hard
under a sublinear bound (the value of λ = 2 log n was used in that paper).

The adaptive version of the (1 + (λ, λ)) GA, already with the bound on
λ, is presented on Algorithm 1. This algorithm uses the following operators
to work on the bit-string individuals:
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• An `-bit mutation: The unary mutation operator Mutate(x, `) creates
from x ∈ {0, 1}n a new bit string y by flipping exactly ` bits chosen
randomly without replacement.

• A “biased” uniform crossover: The binary operator Crossover(x, x′, c)
with the crossover bias c ∈ [0, 1] constructs a new bit string y from two
given bit strings x and x′ by choosing for each i ∈ [1..n] the second
argument’s value (yi = x′i) with probability c and setting yi = xi oth-
erwise.

We fix the mutation rate to be p = λ/n and the crossover bias to be
c = 1/λ as and justified in [2,6]. After randomly initializing the one-element
parent population {x}, in each iteration the following steps are performed:

• In the mutation phase, λ offspring are sampled from the parent x by
applying the mutation for λ times where the step size ` is the same for
all the offspring and is chosen at random from the binomial distribu-
tion B(n, p). Following the recently popularized “more practice-aware”
paradigm [12], which has already given some remarkable results [11],
we resample ` if it was found to be zero.

• In an intermediate selection step, the mutation offspring with maximal
fitness, called the mutation winner and denoted by x′, is determined.

• In the crossover phase, λ offspring are created from x and x′ us-
ing the crossover operator. To be “practice-aware” when performing
crossovers, if a particular crossover requires borrowing none bits from
x′, we repeat the sampling process again, and if it requires all bits to be
sampled from x′, we do not perform fitness evaluation of the crossover’s
result.

• Elitist selection. The best of the crossover offspring (breaking ties ran-
domly and ignoring individuals identical to x) replaces x if its fitness
is at least as large as the one of x.

The self-adjustment procedure of the (1 + (λ, λ)) GA is as follows. If
the fitness is increased after an iteration, then the value of λ is reduced by a
constant factor F > 1. If an iteration did not produce a fitness improvement,
then λ is increased by a factor of F 1/4. As a result, after a series of iterations
with an average success rate of 1/5, the algorithm ends up with the initial
value of λ. We bound λ from below by one and from the above by some
threshold λ, which typically depends on n and is at most n.
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3 On Evaluations Until Improvement

In Fig. 1a–1e we measured experimentally the impact of choosing particular
values for λ, depending on the Hamming distance to the optimum, for prob-
lems LinInt2, LinInt5, LinIntn and MAX-SAT with logarithmic clause
density. We also repeat it for OneMax. For a single problem size n = 103,
and for all λ0 ∈ [1..50] we ran the (1 + (λ, λ)) GA with the fixed λ = λ0, for
103 times for each λ0 and for each problem. During every run, we recorded,
for all Hamming distances to the optimum 1 ≤ d ≤ 500, the total number
of evaluations E(d, λ) spent in this location, and the total number of events
I(d, λ) that the algorithm leaves this location towards a smaller Hamming
distance.

The top surfaces of the figures display an approximation of the expected
number of evaluations until improvement, computed as E(d, λ)/I(d, λ). To
visualize the near-optimal choices of λ, we collected for every d the values of
λ which lie within 2% of the experimentally determined optimal choice and
displayed them as red cubes on the bottom surface of each plot. The blue
bottom planes are drawn in order to deliver a better impression on where
the cubes are actually located regarding the coordinate axes.

The resulting look of Fig. 1a supports the already known facts about the
behaviour of the (1+(λ, λ)) GA on OneMax. Apart from the discretization
issues at larger distances from the optimum, good values for λ are laid out
along the line (in the logarithmic axes) originated at d = 500, λ = 1 and
targeting towards d = 1, λ ≈ 30 . . . 40. By this it generally confirms once
again that λ ≈

√
n/(n− f(x)) is a near-optimal choice for OneMax.

The results for LinInt2 (Fig. 1b) and LinInt5 (Fig. 1c), chosen for a
reason that they ideally shall not deviate from OneMax by too much, show
that the picture is a little bit different. While the behaviour at distance of at
most d ≈ 50 seems generally similar to the one on OneMax, it changes on
getting closer to the optimum. It appears visually that the trend is probably
still linear in logarithmic axes, but the quotient is different and at d ≈ 1 the
best choices of λ for LinInt2 are slightly above 10, and for LinInt5 they
are slightly below 10. The top surfaces are even more different: the best
observed expected progress is around 103 for LinInt2 and comes closer to
2 · 103 for LinInt5, as opposed to ≈ 200 for OneMax. This might mean
that the progress is too slow for the one fifth rule to keep λ in a good shape.

The extreme example of LinIntn (Fig. 1d) shows that when this correla-
tion finally breaks, the sole structure of the (1 + (λ, λ)) GA is not sufficient
in its current form to optimize this problem well. The optimal values of λ
are concentrated around λ = 1, and the entire landscape is “too hill-climber-
friendly” from the perspective of the (1 + (λ, λ)) GA.
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(a) OneMax, n = 103
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(b) LinInt2, n = 103
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(c) LinInt5, n = 103
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(d) LinIntn, n = 103
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(e) MAX-SAT, n = 103, m = 4n log n

Figure 1: Performance plots for different problems. Red cubes are choices
for λ(d) within 2% of the best.
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An interesting behaviour is demonstrated on the MAX-SAT problem with
logarithmic density of clauses (Fig. 1e). The landscape seems to be some-
where between the ones for OneMax and for LinInt2, while the curve of
optimal λ appears to be bent, as if for large distances to the optimum the
problem is just like OneMax, but gets disproportionally more complicated
towards the optimum. The positive effect from bounding λ ≤ 2 log n, as
in [1], maps well to this picture.

4 Proposed Modification

The proposed modification to the self-adjustment rule of the (1 + (λ, λ)) GA
is outlined on Algorithm 2.

The main idea is to prohibit the immediate growth of λ on long unsuc-
cessful runs, while allowing raising it arbitrarily high in more steps if really
needed. On a successful iteration, the modified value of λ is additionally
saved in a variable λ0. Any sequence of unsuccessful iterations is now split
in spans of linearly increasing lengths, starting with 10 to be more like the
original (1 + (λ, λ)) GA in the case the adaptation works well. The length is
incremented by 1 once the entire span is used up, and the next span starts
again with λ0. By this strategy, we limit the speed with which the maximum
value of λ grows, and in the same time we retain the chances to perform
iteration with rather small λ, which may be of use when small λ are better.

This modification roughly squares the number of iterations, needed by
the (1 + (λ, λ)) GA to reach a certain distant value of λ. As a result, when
the maximal λ overshoots the optimal value for the current distance, the
algorithm still has some iterations to spend around the optimal values even
if there is no fitness improvement yet, unlike the original (1 + (λ, λ)) GA.

We still reserve the right to bound λ from above by a given λ. In our
experiments, we consider both cases, λ = n and λ = 2 log n, to assess the
impact of the proposed strategy even in the constrained case, while keeping
track of what happens when the strategy works on its own.

5 Experimental Evaluation

We have evaluated the original (1 + (λ, λ)) GA in two variations (λ = n and
λ = 2 log n), the same algorithm with the modified adaptation (again in these
two variations), as well as the (1 + 1) EA with the standard bit mutation
(using resampling when zero bits appear to be flipped) and the randomized
local search. The same five problems are used in experiments (OneMax,
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Algorithm 2 (1 + (λ, λ)) GA, modified self-adjustment of λ ≤ λ

1: F ← constant ∈ (1; 2) . Update strength
2: U ← 5 . The 5 from the “1/5-th rule”
3: B ← 0 . Bad iterations in a row
4: ∆← 10 . Span for growing λ
5: λ+ ← 1 . The base for λ
6: x← UniformRandom({0, 1}n)
7: for t← 1, 2, 3, . . . do
8: p← λ/n, c← 1/λ, λ′ ← [λ], ` ∼ B(n, p)
9: for i ∈ [1..λ′] do . Phase 1: Mutation

10: x(i) ←Mutate(x, `)
11: end for
12: x′ ← UniformRandom({x(j) | f(x(j)) = max{f(x(i))}})
13: for i ∈ [1..λ′] do . Phase 2: Crossover
14: y(i) ← Crossover(x, x′, c)
15: end for
16: y ← UniformRandom({y(j) | f(y(j)) = max{f(y(i))}})
17: if f(y) > f(x) then . Selection and Adaptation
18: x← y, λ← max{λ/F, 1}, λ0 ← λ, B ← 0, ∆← 10
19: else
20: if f(y) = f(x) then
21: x← y
22: end if
23: B ← B + 1
24: if B = ∆ then
25: B ← 0, ∆← ∆ + 1
26: end if
27: λ← min{λ0FB/(U−1), λ}
28: end if
29: end for

LinInt2, LinInt5, LinIntn, MAX-SAT). We ran each algorithm for 100
times on each problem with n ∈ {100, 200, 400, 800, 1600, 3200, 6400, 12800}.

The results are presented in Fig. 2a–2e. On OneMax, all variants of (1+
(λ, λ)) GA behave well as expected (Fig. 2a). In particular, the logarithmic
versions are slightly inferior to the unlimited versions, which is also expected
as the former use suboptimal λ values at the final iterations. The proposed
algorithm is also slightly inferior to the original one, when the matching
versions are compared, but the difference is small. It appears that it has a
constant-multiple overhead of some 10%, however, the dynamic is still linear.
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(d) LinIntn
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(e) MAX-SAT

Figure 2: Runtimes on different functions

10



On LinInt2 (Fig. 2b) the logarithmically constrained versions still behave
quite well, although not linearly. They are faster than the (1 + 1) EA, and
slightly slower than RLS, and the general trend looks as if they will eventually
hit and overcome RLS. The unconstrained versions, on the contrary, already
behave noticeably worse. The original unconstrained (1 + (λ, λ)) GA slows
down as a trend already at n = 1600 and gets worse than the (1 + 1) EA
at n = 6400. While at the latter problem size the modified unconstrained
(1 + (λ, λ)) GA also starts to slow down, it is still below the (1 + 1) EA, so
at least the constant factor is smaller.

The situation is similar in Fig. 2c with LinInt5 and in Fig. 2d with
LinIntn. The general trend of the unconstrained algorithms is to rise above
the runtime of the (1 + 1) EA, but the one with the modified self-adjustment
strategy is always better. The slopes of these plots allows conjecturing that
the runtime scales as Θ(n(log n)2), however, a proof or a more elaborate
experiment is desirable.

The situation with the MAX-SAT problem (Fig. 2e) looks a little bit
different, as the original unconstrained version seems to climb the plot at
much higher rates than the modified one. Whether this is an artifact of the
scale, or the asymptotics of the runtime of these versions are really different,
is impossible to completely derive from the plots. Unfortunately, MAX-SAT
is slower than linear functions to either compute the fitness or to recompute
it incrementally when a small number of bits change, and also is harder to
reason about from the theoretic point of view, so getting this part of the
picture in order will take more time and resources.

6 Runtime Analysis on OneMax

In this section we show that the suggested modification of the self-adjustment
strategy for λ retains the linear runtime on OneMax. The proof of this
result is based on theorems and claims from [3]. In particular, we retain
the parameter tuning of p = λ/n and c = 1/λ. We also retain the original
adaptation speed factor F of 1.5, which meets the proof restrictions in [3].

Theorem 1. The optimization time of the self-adjusting (1 + (λ, λ)) GA
with a capability of resetting λ to the last successful value and parameters
p = λ/n and c = 1/λ on every OneMax function is O(n) for sufficiently
small update strength F ∈ (1, 2).

Proof. The strategy of the proof does not change compared to [3, Theorem
5]. We show that the population size λ still does not usually differ much
from the optimal choice λ∗ = d

√
n/n− f(x)e analyzed in [3, Theorem 2].
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Let x ∈ {0, 1}n, λ ≥ C0d
√
n/n− f(x)e, and q = q(λ) be the probability

that one iteration of the GA starting with x is successful. By [3, Lemma 6],
q > 1/5 for all C0 > C. Thus, for cases when λ is much larger than λ∗, such
a reasonably high probability gives an ability to assume that on one of the
next iterations λ value is reduced and tends to λ∗.

We divide the optimization process into phases as suggested in [3]. The
first type of phases is called the short phase. By definition, this is a phase
such that, during all GA iterations which constitute the phase, an inequality
λ ≤ C0λ

∗ stays true. Let λ̃ be the initial λ value and let t be the number
of iterations in the phase. There are 2λ fitness evaluations on single GA
iteration with parameter λ, thus the total number of fitness evaluations for
the modified algorithm at this phase is as follows. If t ≤ d̃:

t−1∑
i=0

2λ̃F i/4 = 2λ̃
F t/4 − 1

F 1/4 − 1
= O(λ∗), (1)

otherwise:

k−1∑
d=d̃

d−1∑
i=0

2λ̃F i/4 +
c−1∑
j=0

2λ̃F j/4 ≤
t−1∑
i=0

2λ̃F i/4 = 2λ̃
F t/4 − 1

F 1/4 − 1
= O(λ∗) (2)

k−1∑
d=d̃

d−1∑
i=0

2λ̃F i/4 +
c−1∑
j=0

2λ̃F j/4 = 2λ̃

∑k−1
d=d̃

(F d/4 − 1) + F c/4 − 1

F 1/4 − 1

≥ O(C0λ
∗) = O(λ∗), (3)

where (k − d̃) denotes the number of resets of λ to the last successful value,
c is the number of iterations after the last λ reset,

∑k
i=0(d̃ + k) + c = t and

d̃ = 10.
The second type of optimization phases is the long phase. In these phases,

λ is equal or exceeds C0λ
∗ for at least one iteration. In turn, the long phase

splits into an opening sub-phase, which ends when the last iteration with
λ < C0λ

∗ occurs, and the main sub-phase, which starts with population size
of C0λ

∗ ≤ λ < C0λ
∗F 1/4.

For an opening sub-phase, the number of fitness evaluations can be cal-
culated similar to (1), (2) and (3). Making a correction that the number of
iterations t = m, where m = max(k) : λF k/4 < C0λ

∗, we show that the sum
of fitness evaluations is O(λ∗). In a same manner, the cost of the main phase
can be evaluated, having the initial λ at most C0λ

∗F 1/4.
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Consider case when t > d̃, which is different from original one fifth success
rule adjustment:

C0λ
∗F 1/4

k−1∑
d=d̃

d∑
i=0

F i/4 +
c∑

j=0

F j/4

 ≤ C0λ
∗F 1/4

t∑
i=1

F i/4

≤ D′C0λ
∗F (t+1)/4 (4)

for D′ ≥ 1/(F 1/4− 1) where (k− d̃) denotes the number of resets of λ to the
last successful value, c equals to the iterations number after the last λ reset,∑k

i=0(d̃+ k) + c = t and d̃ = 10.
Equation (4) proves the equivalent of [3, Claim 2.1]: E[T | I = t] ≤

Dλ∗F t/4 for large enough constant D, where T is the number of fitness eval-
uations during the long phase, and I is the number of iterations in the main
sub-phase.

The statement [3, Claim 2.2], which provides the value of probability that
the main sub-phase requires t iterations Pr[I = t] = e−ct, c > 0, is still valid
for the modified algorithm, because, generally, the drift of λ never stops, and
the expected decrease of population size is still available when λ exceeds the
C0λ

∗.
Summarizing, the overall cost of a long phase is

∞∑
t=1

E[T | I = t] Pr[I = t] ≤ Dλ∗
∞∑
t=1

F t/4e−ct,

which, having F 1/4 < ec, is O(λ∗).

7 Approximation of Performance Assuming

Optimal Parameter Choices

Our experiments conducted for understanding the performance landscape of
the (1 + (λ, λ)) GA in Section 3 could be used to derive the best values of λ
as a function of the Hamming distance to the optimum. Using these values
of λ, we may estimate what the performance of the (1 + (λ, λ)) GA will be
assuming the optimal choice of λ throughout the entire run. While this has
been previously done on OneMax in [6], there was no similar analysis, either
theoretical or experimental, for other use cases considered in this paper.

We ran, for n = 1000 and all the problems (OneMax, LinInt2, LinInt5,
LinIntn, MAX-SAT), all the algorithms tested in Section 5, as well as the
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(1 + (λ, λ)) GA that chooses λ based on the Hamming distance to the opti-
mum according to the experimental results presented in Section 3. The latter
is termed the optimally extrapolated (1 + (λ, λ)) GA.

The results are presented in Table 1. One can see that, unlike the self-
adjusting versions of the (1 + (λ, λ)) GA, including the one proposed in this
paper, are outperformed by the optimally extrapolated one. In particular, the
latter also outperforms the (1+1) EA on all the problems, including the hard
LinIntn. This observation, although being not very surprising, demonstrates
that there is some room for improvement even in the unchanged framework
of the (1 + (λ, λ)) GA.

8 Conclusion

We proposed a modification of the one fifth rule, that is used for self-
adjustment of the parameter λ in the (1 + (λ, λ)) genetic algorithm. It is
aimed at reducing the unwanted effects, resulting in the decreased perfor-
mance on problems with either imperfect fitness-distance correlation (linear
functions with random integer weights limited by a constant), low to none
fitness-distance correlation (linear functions with linear random weights), or
more tricky cases (random MAX-SAT problems with planted solutions and
logarithmic clause densities). Its main idea is to slow down the growth of λ on
long series of unsuccessful iterations, which, in terms of iterations, happens
at roughly the square root of its original speed.

While definitely not being a silver bullet, and without a strict evidence
of asymptotic speedups in cases pathological to the original self-adjustment
scheme, we still were able to see stable improvements over the classic (1 +
(λ, λ)) GA on all problematic functions. While on OneMax the proposed
strategy works by maybe 10% worse, the runtime is still linear not only in
practice, but also in theory, which we proved mostly along the lines of the
proof for the original self-adjustment scheme.

We also investigated how the (1+(λ, λ)) GA would have performed when,
roughly speaking, the strategy of self-adjustment for λ is optimal. For that
we derived the optimal values of λ, as a function of the Hamming distance to
the optimum, from the previous experimental results, and used them in the
subsequent runs of the (1+(λ, λ)) GA. Although this does not form a realistic
evolutionary algorithm, these results show that better self-adjustment strate-
gies can still, in theory, bring the runtimes below the level of the (1 + 1) EA.

Acknowledgment: This research was supported by the Russian Scien-
tific Foundation, agreement No. 17-71-20178.
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Table 1: Comparison between the existing algorithms and the optimally
extrapolated (1 + (λ, λ)) GA on various problems, problem size n = 1000

Problem Algorithm Fitness Evaluations
RLS 6569.05± 1220.90
(1+1)EA 10878.39± 2436.27
(1 + (λ, λ)), n 6411.01± 414.87

OneMax (1 + (λ, λ)), log n 6605.57± 590.99
(1 + (λ, λ)), n∗ 9257.98± 2201.33
(1 + (λ, λ)), log n∗ 9746.43± 2631.36
(1 + (λ, λ)), extra 5651.37± 413.71
RLS 6669.93± 1126.18
(1+1)EA 10909.74± 1982.30
(1 + (λ, λ)), n 9183.77± 2266.10

LinInt2 (1 + (λ, λ)), log n 8066.27± 1093.61
(1 + (λ, λ)), n∗ 9906.53± 2295.75
(1 + (λ, λ)), log n∗ 9923.59± 1907.57
(1 + (λ, λ)), extra 7531.25± 1186.80
RLS 6864.09± 1328.93
(1+1)EA 10688.14± 2347.31
(1 + (λ, λ)), n 12624.72± 3266.02

LinInt5 (1 + (λ, λ)), log n 10403.99± 1696.30
(1 + (λ, λ)), n∗ 11144.12± 2145.53
(1 + (λ, λ)), log n∗ 11027.08± 1996.54
(1 + (λ, λ)), extra 9502.26± 1632.21
RLS 6773.77± 1379.30
(1+1)EA 11216.71± 2414.28
(1 + (λ, λ)), n 15420.16± 4281.11

LinInt1000 (1 + (λ, λ)), log n 12756.18± 2703.10
(1 + (λ, λ)), n∗ 12358.61± 2631.16
(1 + (λ, λ)), log n∗ 12280.56± 2367.41
(1 + (λ, λ)), extra 10994.36± 2330.01
RLS 7458.58± 1392.33
(1+1)EA 11087.48± 2094.26
(1 + (λ, λ)), n 9821.03± 3086.19

MAX-SAT (1 + (λ, λ)), log n 8442.38± 1044.57
(1 + (λ, λ)), n∗ 10337.16± 2018.62
(1 + (λ, λ)), log n∗ 10558.63± 2140.69
(1 + (λ, λ)), extra 7805.58± 946.41
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