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ABSTRACT
People with autism often exhibit different visual behaviours from
neurotypical users. To explore how these differences are exhibited
on the Web, we model visual behaviour by combining pupillary
response, which is an unobtrusive measure of physiological arousal,
with eye-tracking scan paths that indicate visual attention. We
evaluated our approach with two populations: 19 neurotypical users
and 19 users with autism. We observe differences in their visual
behaviours as, in certain instances, individuals with autism exhibit a
lower arousal response to affective contents.While this is consistent
with the literature on autism, we confirm this phenomenon on the
Web. We discuss how our modelling method can be used to identify
possible UX issues such as the presence of stress, cognitive load
and differences in the perception of Web elements in relation to
physiological arousal.

CCS CONCEPTS
• Human-centered computing → User studies; HCI theory,
concepts and models; Empirical studies in HCI; • Applied
computing → Psychology;
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1 INTRODUCTION
We present a novel methodology that can be used to generate a
descriptive user model based on users’ visual behaviour and their af-
fective response. This can be used to better understand user interac-
tion, and is therefore applicable in adaptive systems and intelligent
user interfaces. We have used the case of individuals with autism
vs. neurotypical users on the web to suggest that our approach can
be used to uncover differences in interest, affective response and
visual behaviour.
Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder
characterized by differences in communication and social interac-
tion [2]. The overall prevalence of autism is estimated to be between
1.1 and 1.2% of the UK populace [9]. The presence of autism relates
to different experiences when interacting with the web and can
elicit different affection responses [16, 17]. For example, people
with autism often exhibit idiosyncratic visual attention patterns,
which have been shown to affect their processing of web pages [27].
Also, the strong preference for structure and familiarity that many
individuals on the spectrum have, may be challenged by changes
in the structure or the interface of many applications [49]. Fur-
thermore, there are well-documented differences in the way some
people on the spectrum interpret affective states, and the presence
of common facial expressions on web pages may yield inconsistent
outcomes by people with autism [22].

There are manymethods of investigating UX problems from both
qualitative and quantitative paradigms, including questionnaires,
eye-tracking and physiological computing. Qualitative methods
of investigating UX problems often require participants to com-
municate their experience. This may be inaccurate due to many
reasons such as lack of self-reflection with regards to one’s own
difficulties, as well as difficulties with communication in general,
which is also one of the diagnostic criteria for ASD [32]. An al-
ternative approach which requires less verbalisation is using self-
reported scales to elicit feedback from users. However, recollecting
experiences requires cognitive processing and self-reflection and,
because of these reasons, it may be highly subjective and inaccurate.
Also, some people with autism, ADHD (Attention Deficit Hyperac-
tivity Disorder) and similar developmental disorders may exhibit
cognitive impairment [43], thereby limiting the accuracy of their
reported scores. Due to these limitations, we argue that methods
that require eliciting intentional feedback from individuals with
autism are less reliable for understanding the UX challenges that
people with autism face. Usability metrics such as error rates and
completion times can be used to detect common problems that
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users experience on the web. Predominantly, these metrics answer
the question - “Is there a problem?” but, discovering problems is
only the first step to improving UX. Analysis of gaze behaviour
with metrics like fixation location/duration and saccades (visual
transitions) can be used to answer the more advanced question -
“Where is the problem?” but, this is also limited because knowing
where the problem lies may not always lead to a solution. Trying
a different approach may alleviate the problem for one user, but,
without knowing why the problem exists, we may not have an
understanding of which group of users the problem affects. People
with autism are not the only atypical groups of users on the web. In
addition to the idiosyncracies of typical users, people with learning,
developmental, obsessive-compulsive (OCD), and other types of
disorders may also require special considerations when carrying
out studies to identify UX issues specific to these user groups. The
answer to the question - “Why is there a problem there?” provides
more context so that researchers can offer recommendations to
overcome the existing UX issue(s).

Affective computing is one that relates to, arises from or influ-
ences emotions [34]. This is useful notably when the physiological
state of users can be detected and related to their interaction pat-
terns. We show that the combination of visual behaviour and phys-
iological computing presents a rich methodology for identifying
and understanding UX issues. Data collected through physiological
means are often noisy and may also lack required sample sizes
and data distributions to make finding generalizable. Our approach
provides a descriptive method that aids hypothesis genesis about
UX issues which can then be followed up by qualitative feedback
from users or further inferential statistical analysis.

For our methodology, we combine two different algorithms: 1.
The Scanpath Trend Analysis (STA) algorithm, which provides
the trending scan path followed by a group of users [18] and 2.
Arousal detection through the analysis of pupillary response to
identify moments of increased arousal. Gaze analysis is then used
to identify the user’s visual attention on the screen (i.e., visual
element) during moments of increased arousal [25]. The individual
arousal scores for each participant are averaged for each visual
element. The sequence of each visual element of the trending scan
path and the corresponding arousal score is combined to produce
a visualisation. The output of our approach is an aggregate of a
group of users’ scan paths over a visual stimulus, and their arousal
response to each element of the scan path. Based on this approach,
our research questions are as follows:

RQ1. Does the combination of scan path analysis and level of
arousal reveal differences between people with autism and
neurotypical people in web browsing tasks?

RQ2. Does the combination of scan path analysis and arousal
reveal where the differences in arousal occur between people
with autism and neurotypical people in web browsing tasks?

To investigate our research questions, we use the dataset from
an eye-tracking study with 38 participants (19 with ASD and 19
neurotypical users) on a browsing task. We observed a difference
in the trending scan paths between both groups and a difference
in the arousal score for some of the visual elements that made up
those trending scan paths. Our contributions are as follows:

(1) A methodology that combines visual scan path analysis with
arousal scores to provide a more holistic understanding of
the users’ experience.

(2) The analysis and visualisation of differences in individuals
with autism vs neurotypical users in web browsing tasks
using our methodology.

Our approach and findings present a novel research methodology
to identify and improve understanding of user interaction problems
of user groups with varied interaction patterns and experiences.

2 BACKGROUND
Eye-trackers are devices that capture the user’s gaze at high fre-
quency, usually > 50Hz. They are used to observe gaze behaviours
to aid in understanding responses pertaining to temporal aspects of
the interaction, or locations mapped to the stimulus by researchers
for semantic representation of areas that can be interrogated for
analysis known as areas of interest (AOIs). Boraston et al. discussed
the applications of eye tracking in the study of autism [8]. Some of
the metrics used in eye-tracking studies include the user’s saccades
(visual transitions), scan paths (sequential path of fixations) and fix-
ation duration on an AOI [29]. Studies have also shown that fixation
duration can be used as a proxy measure of attention [35]. These
eye-tracking metrics have been used in usability [36], accessibility
[37] and UX testing [7] to improve the quality of human-computer
interaction (HCI).

2.1 Physiological arousal
Arousal is a dimension in the Pleasure-Arousal-Dominance (PAD)
scale proposed by Russell et al. that defines the strength and inten-
sity of an emotion [39]. There are many arousal detection mecha-
nisms including Galvanic Skin Response (GSR), Electrocardiogram
(ECG), Electroencephalogram (EEG), Electromyography (EMG),
Heart Rate (HR) and Skin Temperature [1, 3, 10, 14, 40, 56]. Phys-
iological sensors are capable of generating rich, highly granular
data. However, they are easily distorted by noise and confounding
factors. For example, GSR is sensitive to temperature [26], motion
[44], and has known issues with latency [28]. Encephalograms are
commonly used in to capture data in control settings due to its
complexity and skills to set up while the data is analysed posthoc
because the EEG signals are sensitive to cognitive and motor activ-
ities, making it complex to analyse. Electrocardiography and heart
rates are known for sensing low intensity and long-term changes.

Multi-modal approaches (using multiple sensors) have become
a popular approach to sensing arousal [12, 13]. They have been
used in lab settings to reduce the effect of confounding variables.
Multiple sources are more costly, require more skills to set up, and
are likely to be more intrusive, which means that such solutions are
not always practical [24]. This implies that they are less suitable
in naturalistic settings. Additionally, the majority are not suitable
for ubiquitous use due to the cost and skills required to set them
up, and they may be of limited use for identifying the context or
cause of a change in arousal. For these reasons, pupillary response
and gaze detection were given further consideration for use in our
methodology.



2.2 Pupillary response
In the context of this study, pupillary response refers to changes
in pupil diameter that are related to affect. The primary function
of the pupil is to regulate the amount of light from the cornea
directed towards the retina. In a controlled experiment where the
amount of light could be regulated, the pupillary response is a useful
affect discriminator for arousal [31]. When an affective stimulus
is perceived, the pupil dilates until it reaches a peak point where
the effect begins to decay until it returns to baseline. This cycle of
pupillary response takes between two to six seconds to complete
[15]. This duration depends on several factors, including the initial
state of the pupil (normal, dilated or contracted), the nature of the
previous and current stimulus (light qualities, cognitive, affective),
individual biological differences etc.

2.3 Potential applications of measuring arousal
As early as 1908, psychologists Yerkes and Dodson established an
empirical relationship between arousal andmental performance [54].
The law states that performance increases along with physiological
arousal but only up to a point where performance begins to de-
cline as arousal increases. During interaction with visual contents,
several cognitive states are of key importance such as, attention,
alertness, boredom, calmness, etc. all of which can be plotted on
the arousal scale. Additionally, with a level of control over the con-
tent and the interaction, it is possible to increase the likelihood
of desirable states or ameliorate undesirable ones by altering the
stimulus that induces them. Affect detection (especially arousal) has
been applied to several domains including, affective gaming [21],
psychological interventions [55], group sensing [23], intelligent
tutoring systems [41], user interfaces [6], recommender systems
[42] and accessibility and usability [30].
To the best of our knowledge, this is the first paper that combines
pupillary response, gaze behaviour and scan path analysis to un-
derstand users’ visual and affective behaviour.

2.4 Autism and the web
Previous work showed evidence that atypical visual attention in
individuals with autism may result in unconventional information-
searching strategies on the web [17]. Such differences revealed
through eye-tracking have also been used to classify users into autis-
tic and neurotypical groups [49]. A more thoroughly researched
factor on the web known to affect the two groups differently is
textual content. While not specifically presented on web pages,
deficits in reading comprehension among people with autism have
been widely researched [11, 38], including by means of eye-tracking
experiments [46, 47, 52, 53] and in combination with images [51].
This issue has been addressed in readability research by attempting
to measure the difficulty of text for readers with autism specifically
based on the difficulties they encounter [48, 50]. To the best of our
knowledge, the effects of emotive facial expressions on arousal
while processing web pages have not yet been studied for this
population.

3 METHODOLOGY
In this section we explain the methodology employed to address
our research questions.

3.1 Participants
A total of 38 participants, 19 with a formal diagnosis of autism
and 19 control-group participants were recruited for this study1.
None of them had any diagnosed degree of intellectual disability,
nor any reading disorders. The mean age for the ASD group was
m = 41.05 with SD = 14.04, and m = 32.15, SD = 9.93 for the con-
trol group. All participants with ASD were recruited through a UK
autism charity, and the student enabling centre at the University
of Wolverhampton. All control-group participants were recruited
through snowball sampling. To ensure that none of the control
group participants had a high incidence of autism-related features,
they were required to fill in the Autism Quotient test [5], formally
used to screen people at risk before referral for a diagnosis by
an expert. Both the participants with ASD and the control-group
participants were highly able adults, all of whom were living inde-
pendently and without relying on a caregiver. From the ASD group,
11 people had completed a higher education degree, six people had
a UK equivalent of a high-school degree (GCSE or A-levels), and
two people preferred not to answer. From the control group, 15
people had completed a higher education degree, and three people
had completed A-levels (equivalent to high school). All participants
were native speakers of English except for four control-group par-
ticipants, who were highly fluent, having lived in the UK for many
years. All participants reported that they use the web daily, with
only one ASD participant reporting web usage “less than once a
month”. All participants identified as having normal or corrected
to normal vision.

3.2 Apparatus
A Gazepoint GP3 video-based eye-tracker was used to capture
pupillary response, fixation location, and fixation duration of the
participants at a frequency of 60Hz. All questions and answers were
exchanged verbally, hence no mouse or keyboard were used. The
stimuli were presented on a 17" LCD monitor. The experiment was
run using the Gazepoint experimental environment and the laptop
used for the experiments had a Windows 10 operating system.

3.3 Materials and Method
Eight web pages were selected by first exploring the home pages of
the top 100 websites listed by Alexa.com, excluding those that were
repeated more than once. Pages that were not in English and were
mainly designed for authentication and/or as search pages were
also excluded. We then selected the final eight pages in such a way,
as to have a balanced representation of factors such as complexity
and space between elements. The complexity values were obtained
using the VICRAM algorithm [45]. In our final selection, an equal
number of pages had a high complexity (YouTube, Amazon, Adobe
and BBC) and low complexity (WordPress, WhatsApp, Outlook and
Netflix), as well as small (Outlook, Netflix, Adobe and BBC) and
large space (WordPress, WhatsApp, YouTube and Amazon) between
their elements. Participants were presented with screenshots of the
pages to ensure consistency in the look and feel of the web pages.
For images of each page, see Figure 1.

1This experiment was approved by the University of Wolverhampton, UK committee
on ethics.



There were two types of tasks: browsing and synthesis, presented
in a counterbalanced order for each participant. For the browsing
task, the participants were free to explore each page for 30 seconds.
For the synthesis task, each participant had up to 120 seconds to
answer two questions per page, with the possibility move forward
earlier if they had answered the questions. In this paper, we selected
the browsing task so that the analysis is based on a single web page
per website.

All experiments were conducted in a quiet room. First, the con-
sent form and the demographic questionnaire were filled in by
the participants. After that, the eye tracker was calibrated using a
nine-point calibration, and the experiment commenced. All ques-
tions and answers were given verbally, and the participants were all
given a break between the tasks. After completing the experiment,
all participants were debriefed.

3.4 Analysis
The analysis is carried out in two main stages and the algorithms
facilitated are explained below: (1) Scan path analysis using the
STA algorithm and (2) Generating arousal scores for the trending
scan paths of each group of users (individuals with autism and
neurotypical).

3.4.1 Scanpath Trend Analysis (STA). .
The Scanpath Trend Analysis (STA) algorithm identifies the trend-
ing path of multiple users on a web page in terms of its AOIs. The
STA algorithm is a multi-pass algorithm which is comprised of
three core stages: (1) Preliminary Stage, (2) First Pass and (3) Sec-
ond Pass.

(1) Preliminary Stage: This stage firstly takes a series of fixations
for each user on a particular web page and the details of
the AOIs of the page. It then matches each fixation with its
corresponding AOI to generate the individual scan paths in
terms of the AOIs of the web page.

(2) First Pass: Once the individual scan paths are ready for fur-
ther processing, the First Pass start analysing them to identify
trending AOIs by selecting the AOIs which are shared by
all the users or catch at least the same attention as the fully
shared AOIs based on their total fixation durations and total
fixation counts.

(3) Second Pass: After identifying trending AOIs, the Second
Pass calculates an overall sequential priority value for each
trending AOI based on their positions in the individual scan
paths. It then combines these AOIs based their priority values
to discover the trending path where the trending AOI with
the highest priority will be the first one in the trending path

The detailed description of the STA algorithm can be found in [18].
The STA algorithm was evaluated by comparing its resultant paths
with the resultant paths of other similar algorithms by using dif-
ferent AOI detection approaches [18, 19]. The evaluation shows
that the resultant path of the STA algorithm is the most similar one
to individual scan paths, thus it discovers the most representative
path. The detailed results of the evaluation can be found in [18, 19].

3.4.2 Arousal sensing and detection of focal attention. .
This algorithm is used to sense changes in arousal through the
analysis of pupillary response data from an eye tracker, as described
in the following five steps:

(1) Pupillary response for each participant is collected from
an eye-tracker and aggregated into fixed, non-overlapping
windows. The most fixated area on the screen (a) for this
window is also identified.

(2) The aggregated data is transformed into a vector of values
that models each participant considering their range and
central tendency (median).

(3) The model above is fed into a peak detection algorithm to
detect local maxima (peaks). The peak indicates point where
there is an increase in arousal level. The magnitude of in-
crease from the lowest point before the increase is measured
as (V).

(4) The area of the screen that was mostly fixated upon before
the peak (a) extracted from step 1, as the cause of the peak.

(5) The total fixation duration for (a) is denoted as (t).
The arousal (A) due to the AOI (a), is given by Equation 1 where (V)
is the magnitude of increase, and (t) is the total fixation duration.
For a more detailed description of the algorithm, refer to [25].

Aa =

(∑
Va

)
ta (1)

Equation 1: Arousal score per AOI

We merge the two algorithms by computing the average and stan-
dard deviations of the arousal scores for each of the visual segments
(AOIs) that make up the trending scan paths from STA algorithm.

3.4.3 Visualizing our visual behaviour model. .
To help us to determine where the primary differences are located,
a visualisation was utilised for data exploration (Figure 1). The
circles that are superimposed on the AOIs that elicited the arousal
contain a letter and number. The letter indicates the sequential
order of visualisation that occurred on viewing the web page. The
corresponding number represents the arousal levels (AL) for each
AOI and is rounded to the nearest whole number so that the size
of each circle indicates the ordinal level of arousal for each group.
The arousal levels on this visualisation can be treated as ordinal
measures where 1 to 3 indicate low arousal, 4-6 medium and 7-
9 high levels of arousal. This visualisation was used to generate
hypotheses that may explain the general behaviour of participants
in each group.

4 RESULTS
In relation to RQ1, which concerns detecting differences in arousal
between both groups for each task, we computed the mean arousal
score per participant for each website. Results from Table 1 indicate
that only the YouTube website shows a significant difference in
arousal between the trending scan paths of the individuals with
autism and the neurotypical group.

The mean arousal for the neurotypical group (M=4.00, SD=2.80)
for the YouTube website was also higher than that of the ASD group



Table 1: Results of MannWhitney U test comparing arousal
between each group (autistc and neurotypical) with Bonfer-
roni correction α = 0.00625

Website U p-value
WhatsApp 44.0 0.077
Amazon 792.5 0.380
WordPress 755.5 0.233
Netflix 2132.0 0.438
BBC 341.5 0.208
YouTube 388.5 0.002*
Adobe 1118.0 0.211
Outlook 405.0 0.231
Note: * = p < 0.00625

(M=2.41, SD=2.24). This is contrary to our hypothesis that people
with autism would find browsing tasks more stressful.

With regards to RQ2, about identifying differences in AOIs be-
tween groups, further exploration shows that both groups experi-
ence arousal in different degrees from different elements in their
respective scan paths.

The average and standard deviations of the arousal scores that
make up the trending scan paths for each group is given in Table
2. For example in the first row, 13 participants (out of 19 in the
controlled group) experienced amean arousal score,M=3.3, SD=2.98
while looking at ‘AOI 160’ of the Whatsapp website whereas, no
participant from the ASD group experienced an increase in arousal
caused by the same AOI. From our visualisation in Figure 1a, there
was a longer trending scan path for the control group, compared to
theASD group, which had only one element, AOI 156 (theWhatsApp
search bar). The control group experienced a level 5 measure of
arousal, whereas the ASD group was level 1. In Figure 1d, the
controlled group experienced a more varied range of arousal from
level 1 to level 6 over nine different elements compared to the ASD
group that ranged from level 3 to 5 over five elements. Similarly,
on figure 1f, we can observe that the controlled group has a longer
scan path and more common visual coverage over the website
whereas, the ASD group have a linear, horizontal scan path across
the YouTube web page. The arousal response due to AOI 200, from
the controlled group (AL=6) was more than the ASD group (AL=2).
Interestingly, AOI 200 pertains to a video about Stephen Hawking
and his death. Overall, the ASD group exhibited lower levels of
arousal (AL=4 vs AL=5 by the control group) when looking at the UI
element (AOI 199). The image displayed on this AOI was a picture
of people laughing in excitement. This difference may potentially
be due to differences in the processing of emotive facial expressions
between people with and without autism, as previously suggested
by other studies [20].
Results show that the fusion of the STA algorithm and the arousal
sensing algorithm can be used to summarise behaviours between
groups of users. The observations made using our approach can
be analysed further using either inferential statistics or qualitative
methods to provide additional supporting evidence for research
findings.

Table 2: Scan path Sequence (Seq), participants (n) with
change in arousal level per AOI, mean arousal (M) for the
participants and standard deviation (SD) for the controlled
and the individuals with autism (ASD).

Controlled ASD
Website Seq AOI n M SD AOI n M SD
WhatsApp A 160 13 3.3 2.98 156 4 1.28 0.33

B 159 10 3.68 3.09
C 156 5 5.37 3.61
D 157 3 2.02 1.28
E 161 8 2.8 2.7

Amazon A 263 8 3.82 2.76 263 8 2.95 2.58
B 265 6 5.19 3.59 264 12 6.27 3.22
C 264 9 3.32 3.35 265 11 3.67 3.02
D 266 10 4.11 3.83 266 5 2.36 2.62
E 260 7 3.47 3.31
F 251 7 1.61 0.96

WordPress A 178 14 5.67 3.38 179 10 4.48 3.03
B 179 16 2.96 2.83 178 12 4.74 3.45
C 180 7 2.68 2.93 180 13 3.6 3.27
D 179 10 4.48 3.03

Netflix A 126 6 1.67 1.03 277 6 5.31 4.1
B 125 11 2.8 2.57 279 12 3.97 3.11
C 277 7 4.77 2.86 280 11 2.99 2.53
D 280 4 6.44 3.78 279 12 3.97 3.11
E 279 12 3.83 3.48 126 6 3.25 2.99
F 277 7 4.77 2.86 281 10 2.71 3.01
G 280 4 6.44 3.78
H 118 1 1 -
I 279 12 3.83 3.48
J 283 6 1.33 0.82
K 281 6 4.17 3.82

BBC A 109 17 5.48 3.89 109 17 5.71 3.37
B 110 9 3.09 3.42 110 13 4.19 3.35

YouTube A 198 5 5.16 2.83 199 8 3.93 3.64
B 199 6 5.29 3.11 200 6 2.35 1.31
C 200 7 6.24 3.15 202 9 1.67 1.33
D 203 5 3.5 3.21 203 6 1.54 0.67
E 202 8 3.15 1.88
F 210 3 2.47 2.54
G 206 7 3.57 2.51
H 207 3 1.32 0.33

Adobe A 16 7 3.55 1.54 15 6 4.11 3.45
B 15 6 3.6 2.9 18 8 3.27 2.2
C 18 11 3.38 2.76 16 8 2.52 2.35
D 19 7 3.02 2.88 19 9 3.69 2.49
E 21 13 3.78 3.08 20 5 4.02 3.73
F 22 5 3.8 3.35 21 8 4.55 3.97
G 225 7 6.1 3.69

Outlook A 137 10 4.21 3.42 137 8 2.56 2.01
B 138 16 3.53 3.26 138 16 5.42 3.44
C 136 11 3.47 2.18



(a) WhatsApp (b) Amazon

(c) WordPress (d) Netflix

(e) BBC (f) YouTube



(g) Adobe (h) Outlook

Figure 1: Levels of arousal from each group’s trending scan path, overlaid on the AOI’s of each website.

5 DISCUSSION
Regarding RQ1, that pertains to determining if there is a difference
in arousal between both groups in browsing tasks, we hypothesised
that the ASD group would experience more arousal compared to
the neurotypical users. However, this was not the case. This could
be because an increase in arousal could be caused by diverse rea-
sons. Moreover, a more direct approach would be to test each UI
element based on this hypothesis. This was not however possible
due to the small and uneven sample size making statistical group
comparisons inappropriate. With regards to RQ2, about identifying
differences in AOIs between groups, we were able to observe differ-
ences in visual and physiological patterns between both groups in
our descriptive approach. Take for example our observation that
the individuals with autism showed less arousal compared to the
neurotypical group for several UI elements on the YouTube page.
One element shows people in a happy state, while the other con-
tains the thumbnail for a video regarding the death of physicist,
Stephen Hawking. A UX researcher may relate this to symptoms
where people with autism interpret affective expressions differently
from neurotypical people [33]. In research by Baron-Cohen et al.,
they observed that individuals with autism do not recognise bod-
ily expressions of affect as well as the neurotypical populace [4].
Therefore, an implication could be that, if a UI element contains
a link that is a functionally significant aspect of the website, they

must present it in a manner that does not rely primarily on facial
expressions or affective cues. This is one such usability issue that
can be identified using this methodology. Another behaviour that
our methodology can help to uncover is that of understanding the
affective states of users before leaving a web page. It may be the
case that the initial UI elements that the users engage with eliciting
higher arousal than the final ones, as is the case with the BBC and
YouTube web page, or that participants experience an increase in
arousal in the middle of their interaction compared to the beginning
and end, as the case with the Amazon website or they experience
lower arousal levels at the final UI elements as with the Adobe
web page. Arousal could indicate positive states such as attraction,
neutral ones (i.e. cognitive load), or negative affective states like
frustration and stress. When participants experience an increase in
arousal towards the end of an interaction, this could imply that they
found what they were looking for, i.e., excitement in completing a
task/goal, or that they were frustrated. Both of these cases could
benefit from optimising the user interface. In the first instance, if
users take a long time to find the item of interest on a page, it
means that the user experience may be improved by re-positioning
the element to a more visually accessible location, or by using a
more attractive design to draw the attention of users towards that
particular content. When users experience frustration with a UI
element before leaving a web page, it could be an indication that



the UI element has a usability problem. This type of diagnosis is
mainly possible because we combined users visual scan path with a
measure of their arousal levels. The implications for design include
aggregation of different user groups of users, and potential mod-
elling of their behaviour. For example, on an e-learning website,
people with autism can have a different profile that takes account
of and adapts to their unique traits and requirements. Eye-tracking
is becoming more accessible, and we anticipate that webcameras
and mobile phone cameras will one day have eye-tracking capabili-
ties. Our methodology could then be used within social media and
mobile applications. Posts and feeds can be treated as atomic UI
elements so that the characteristics of different posts (sentiment,
object classification, colour etc.) can be investigated against the
visual scan sequence and the corresponding affective states that
are elicited.

Our work is not without limitations. Due to the limited accuracy
of eye-tracking technology, our analysis has been based on group
behaviour as opposed to individual behaviour. Another limitation is
that our methodology can currently only be used in laboratory set-
tings. Ambient light, inter-colour differences between (and within)
stimuli and other environmental variables may introduce confound-
ing factors which may yield different results in the wild. Therefore,
our methodology needs to be optimised to handle these factors
dynamically in naturalistic settings.

6 CONCLUSIONS AND FUTUREWORK
Traditional metrics for usability evaluations like error rates, com-
pletion rates are useful in identifying the efficiency and perfor-
mance issues of a website. However, of equal importance to UX
researchers, is determining the user’s affective state during the
interaction. Recognising the user’s affective state is important be-
cause it reveals a richer understanding of why users behave in
certain ways in the presence of certain content and tasks. We have
demonstrated through our study that it is possible to combine meth-
ods that answer both of these questions, ‘how do users interact
with websites’ and ‘how do they feel when they interact with web
pages. The former was achieved by summarising the users’ visual
scan paths into a trending scan path using the STA algorithm, while
the later was achieved by generating arousal scores that each UI
element elicits for each group of users. Furthermore, we created
a novel visualisation that can aid researchers in assimilating and
generating research questions that can be investigated further us-
ing more established statistical or qualitative methods. We have
utilised changes in arousal as our affective metric in this study, in
future, we recommend an approach that also identifies the valence
of the users’ affective state. We anticipate that this methodology
could be deployed on web cameras with integrated eye-tracking
and pupillometry capabilities. In domains such as e-learning and
gaming, users often drop out due to undesired affective and cog-
nitive states during their interaction. Our methodology provides
context (users’ affective state, and visual attention) which can be
fed back into the system. Real-time adaptation of user interfaces
and contents can then be carried out to improve the quality of their
user experience.
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