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ABSTRACT
Embedding entities and relations into continuous vector spaces has
attracted a surge of interest in recent years. Most embedding meth-
ods assume that all test entities are available during training, which
makes it time-consuming to retrain embeddings for newly emerg-
ing entities. To address this issue, recent works apply the graph
neural network on the existing neighbors of the unseen entities. In
this paper, we propose a novel framework, namely Virtual Neighbor
(VN) network, to address three key challenges. Firstly, to reduce the
neighbor sparsity problem, we introduce the concept of the vir-
tual neighbors inferred by rules. And we assign soft labels to these
neighbors by solving a rule-constrained problem, rather than sim-
ply regarding them as unquestionably true. Secondly, many existing
methods only use one-hop or two-hop neighbors for aggregation
and ignore the distant information that may be helpful. Instead, we
identify both logic and symmetric path rules to capture complex
patterns. Finally, instead of one-time injection of rules, we employ
an iterative learning scheme between the embedding method and
virtual neighbor prediction to capture the interactions within.
Experimental results on two knowledge graph completion tasks
demonstrate that our VN network significantly outperforms state-
of-the-art baselines. Furthermore, results on Subject/Object-R show
that our proposed VN network is highly robust to the neighbor
sparsity problem.
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1 INTRODUCTION
Recently, knowledge graphs (KGs) such as Freebase [1] andGoogle’s
Knowledge Vault [4] have proven to be extremely useful resources
for many natural language processing(NLP) relevant applications
[17, 31]. A typical KG can be considered as a multi-relational graph,
where nodes and various types of edges reflect entities and relations,
respectively. Each edge is presented as a triple of the form (head
entity, relation, tail entity), e.g., (John, bornedIn, Athens). Although
effective in representing structured data, the symbolic nature of
triples often makes KGs hard to manipulate, and most of the KGs
are far from complete compared to existing facts in the real world.
To tackle this issue, KG embedding methods have been proposed,
aiming to embed entities (nodes) and relations (edges) into the
continuous vector spaces. In that way, such kind of methods can
encode the structure of the KGs and simplify the manipulation.
And KG embeddings contain rich semantic information and can
facilitate KG completion and inference [3, 6, 15, 25].

Despite the success of embedding methods, previous approaches
still can not handle newly emerging entities as all the entities need
to be seen in the training process. In that case, newly emerging
entities are unknown to the original system. Without retraining
on the whole KG, the original system is difficult to predict missing
facts about new entities. As knowledge graphs evolve dynamically,
new entities appear along with emerging events or new products
[8, 19]. Therefore, an inductive learning framework is needed for
avoiding a time-consuming retraining process. The key idea of an
inductive learning framework is to generalize the original system
to the newly observed subgraph, which requires the recognition
of the neighborhood structural properties of the unseen nodes [9].
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MEAN [8] applies the graph neural network (GNN) on both the
observed and unseen entities, mapping the newly emerging entities
into embeddings by aggregating their known neighbors. However,
it neglects the different edge types (relations) and adopts the sim-
ple mean pooling aggregator. Based on that, logic attention based
neighborhood aggregation network (LAN) [23] is proposed, which
employs both logic rules and neural network attention mechanisms
to capture the redundancy information and concentrate on the
query relevant facts.

Figure 1: The average ratio of neighbors to predicted facts
with and without virtual neighbors.

Although the abovemethods can solve the unseen entity problem
to some extent, there are still several problems not fully addressed.

Neighbor Sparsity Problem: In fact, compared to observed
entities, we generally do not have enough information to learn
good representations for newly emerging entities. As shown in
Figure 1, in the subject-{20, 25} and object-{20, 25} datasets [23]
which obtained by selecting 20% or 25% triples from FB15K [2]
test set, to sample the candidate unseen entities. And then use
these candidate unseen entities to split the original training set, to
ensure that these unseen entities are not observed during training
process. We can see that the average ratio of the known neighbors
to the predicted triples for the unseen entities is lower than the
observed entities by at least 11 in the current graph, which makes
the knowledge representation learning much more difficult when
collecting neighborhood information. For example, in the subject-
20, we only know average 29.19 triples of facts about the unseen
entity, but for the observed entities is 43.32. Both methods above
suffer this sparsity problem.

Complex Pattern: The previous methods mainly focus on the
1 or 2 hops of the connecting structures, or the 1 hop rules about
the relation dependence, while there are many other long-distance
dependencies that are helpful for the knowledge base completion.
As Figure 2 describes, at test time, we receive new triples containing
the entity "Alec Guiness", which is not observed in the original KG.
From the first path (green) we can find the entity "Tom", which has
similar semantic about actors’ roles. We know the fact that "Tom"
was in the science fiction "The Infinite Worlds", and such fact can
help complete the missing edge "starredIn", which means an actor
played a character who belongs to a science fiction, he must be
in that science fiction. And the second path (blue) hints that they

were born in different cities in the same country. We can analogy
that "Alec" had lived in England by finding the pattern about "Tom",
meaning that a person was born in a city of a country, he must
have lived in that country. So we can obtain more information and
capture long dependencies between entities through these long-
distance paths to assist with short logic rules.

Interactions Between the Rule Inference and Embedding
Learning: LAN regards the confidence level of the logic rules as
the constant weights for the aggregator, while embeddings encoded
with rich semantics can tune the results inferred by rules. As RUGE
[6] and IterE [33] mentioned, rules can infer new facts more accu-
rately with the refined embeddings, and newly inferred facts can
also help to learn the embeddings of higher quality.

Figure 2: The example of the unseen entities problem about
original KG.

In this work, we propose a novel inductive learning framework,
VN network, to embed newly emerging entities. The VN network
consists of three main components, including the virtual neighbor
prediction, encoder, and decoder. To reduce the sparsity problem,
we introduce the concept of the virtual neighbors and employ the
rule-based virtual neighbor prediction algorithm. Meanwhile, to
capture more information in the KGs, we adopt the logic rules and
identify the long-distance symmetric path rules. In that case, the
soft labels of triples inferred by rules are computed by solving a
convex rule-constrained problem over the current KG embeddings.
Then, the KG with the predicted virtual neighbors is inputted to the
GNN-based encoder composed of several structure aware layers
and one query aware layer. Finally, we output the embeddings from
the encoder to the decoder for predicting the missing facts. At each
iteration, to combine with rules in an iterative manner, we first
refine the soft labels using the current embeddings and then obtain
the optimal current KG embeddings by minimizing the global loss
over both the hard labeled and soft labeled triples.

Our contributions are summarized as follows: 1)We propose a
novel inductive learning framework to handle the unseen entities.
2)We develop a virtual neighbor prediction method to reduce the
sparsity problem, identify the logic and symmetric path rules to
capture more information and establish an iterative refinement



scheme over the soft labels and KG embeddings. 3)We conduct two
types of the knowledge graph completion tasks on WordNet11,
FB15K and YAGO37 to demonstrate the effectiveness of the VN
network, and show about a significant improvement over the state-
of-the-art LAN.

2 RELATEDWORK
In recent years, we have witnessed increasing interests in embed-
ding methods for KGs. Such methods have become one of the most
important techniques on knowledge base completion (KBC), aim-
ing to map the entities and relations into continuous vector space.
Recent works can be mainly classified into two categories: some
of them proposed more complicated scoring functions and deeper
frameworks, such as TransE extensions [10, 26], RESCAL exten-
sions [22, 32], and combining with deep neural network [18, 25].
Others tried to further incorporate other information available, in-
cluding relation paths [14, 28, 35], typing information [34], visual
information [29] and logic rules [3, 6, 33]. More detailed reviews
can be found in [11] and [24].

Although proving the success in the KBC task, traditional KG
embedding methods still fall short on the newly emerging enti-
ties issue. Previous embedding frameworks require all the entities
should be seen during the training process. However, KG evolves
frequently, and a large number of new entities emerge almost on a
daily basis, especially between late 2015 and early 2016 [19]. Mean-
while, retraining on the whole KG to obtain embeddings of the
new entities is extremely time-consuming. To address the newly
emerging entities problem, several works utilize other types of in-
formation, such as text descriptions and image [19, 29], to predict
new facts. These methods are still limited when text and image
information are not sufficient or provided. Moreover, we also need
knowledge which are usually graph-specific under domain expert
guidance to use these information. Compared with above informa-
tion, rules are easier to obtain, and there are many efficient rule
mining methods for knowledge graph, such as AMIE+ [5] or RLvLR
[16]. And rules are inherently inductive since they are independent
of node identities, which can assist embedding learning as useful
information for reasoning. The efficiency of learning embedding
and rules in an iterative way has proved [6, 33]. But most general
rule-based methods only focus on one-hop and two-hop relations.
In this paper, through introducing the symmetric path rules, we
can capture long-distance dependencies between entities.

There are some other works such as DKGE [27] aiming at solv-
ing the emerging facts about KGs, but the most relevant works to
ours are LAN [8] and MEAN [23], which focus on the represen-
tation learning of the unseen entities by aggregating neighbors.
MEAN [8] applies a simple mean pooling on the neighborhood
structures of the emerging entities without distinguishing the edge
types. To obtain a more effective neighborhood aggregator, LAN
[23] employs two kinds of attention mechanisms, and the attention
weights are estimated by either logic rules or a neural network.
These methods above still face the neighbor-sparseness problem
when few neighbors of unseen entities are known. They also ignore
the meaningful complex patterns in the KGs which only focuses on
one-hop neighbors and fail to recognize the interactions between

rules and embeddings. In contrast, our method, VN network, pro-
poses the concepts of the virtual neighbors to handle the sparseness
problem, identify logic and symmetric path rules to capture more
information, and optimize the KG embeddings and rule inference
in an iterative manner.

3 METHOD
This section introduces the proposed Virtual Neighbor network (VN
network). As Figure 3 shows, the model has three main components:
the rule-based virtual neighbor prediction, a GNN-based encoder
and an embedding-based decoder. In the following sections, we
describe the definitions and notations used in this paper firstly. And
then we give an overview of the model architecture and detail the
three components.

3.1 Definitions
This section introduces the definitions and notations for the knowl-
edge graph (KG) under the setting of unseen entities and rules used
in this paper.

3.1.1 Knowledge Graph (KG). A knowledge graph can be consid-
ered as a multi-relational graph, consisting of a set of the observed
edges (fact triples), i.e., O = {𝑥𝑜 }, where 𝑥𝑜 = (𝑒𝑖 , 𝑟𝑘 , 𝑒 𝑗 ). Each
edge (triple) consists of two nodes (entities) 𝑒𝑖 , 𝑒 𝑗 ∈ E𝑜 , and the
edge (relation) 𝑟𝑘 ∈ R, where E𝑜 and R are the entity and relation
sets respectively. And for an entity 𝑒 , we define its neighborhood in
O as 𝑁𝑜 (𝑒), where 𝑁𝑜 (𝑒) = {(𝑒

′
, 𝑟 ) | (𝑒 ′ , 𝑟 , 𝑒) ∈ O ∨ (𝑒, 𝑟, 𝑒 ′ ) ∈ O}.

In addition to the observed triples and entities, we collect the
newly emerging entities and auxiliary triples. Newly emerging
entities are unseen during the training process but appear in the test
set. And auxiliary triples are newly added facts for the original KG,
which connect the unseen entities with the original graph, to learn
the embeddings for unseen entities during the aggregating process.
For example, as Figure 2 shows, (𝐿𝑜𝑛𝑑𝑜𝑛, 𝑖𝑠𝐶𝑖𝑡𝑦𝑂 𝑓 , 𝐸𝑛𝑔𝑙𝑎𝑛𝑑) ∈ O
is an observed triple, where 𝐿𝑜𝑛𝑑𝑜𝑛, 𝐸𝑛𝑔𝑙𝑎𝑛𝑑 ∈ EO and 𝑖𝑠𝐶𝑖𝑡𝑦𝑂 𝑓 ∈
R. (𝐴𝑙𝑒𝑐, 𝑏𝑜𝑟𝑛𝑒𝑑𝐼𝑛, 𝐿𝑜𝑛𝑑𝑜𝑛) ∈ AUX is an auxiliary triple, com-
posed of one unseen entity𝐴𝑙𝑒𝑐 ∈ E𝑢 , one observed entity𝐿𝑜𝑛𝑑𝑜𝑛 ∈
E𝑜 , and their relation 𝑏𝑜𝑟𝑛𝑒𝑑𝐼𝑛 ∈ R, where AUX is the auxiliary
triple set, and E𝑢 is the unseen entity set.

In the VN network, to address the sparseness problem of AUX
as mentioned above, we introduce the concept of the virtual neigh-
bor, which were obtained by using rules on O andAUX (detailed
in §3.3). To be more specific, a triple (𝑒𝑖 , 𝑟𝑘 , 𝑒 𝑗 ) is not in O and
AUX, where 𝑒𝑖 ∈ E𝑜 , 𝑒 𝑗 ∈ E𝑢 and 𝑟𝑘 ∈ R, we define the head
entity 𝑒𝑖 as the virtual neighbor of the tail entity 𝑒 𝑗 under re-
lation 𝑟𝑘 . We denote the set containing such kind of triples as
VN = {𝑥VN}. And as in Figure 2, (𝐴𝑙𝑒𝑐, 𝑏𝑜𝑟𝑛𝑒𝑑𝐼𝑛, 𝐿𝑜𝑛𝑑𝑜𝑛) is
newly added fact containing unseen entity "Alec", so it belongs to
AUX. (𝐴𝑙𝑒𝑐, 𝑠𝑡𝑎𝑟𝑟𝑒𝑑𝐼𝑛, 𝑆𝑡𝑎𝑟𝑊𝑎𝑟𝑠) can be inferred by rules, and
it is not in O and AUX, so (𝑆𝑡𝑎𝑟𝑊𝑎𝑟𝑠 , 𝑠𝑡𝑎𝑟𝑟𝑒𝑑𝐼𝑛) is the virtual
neighbor of "Alec".

3.1.2 Rule. A set of rules with different confidence levels are de-
noted as F = {𝑓𝑝 , 𝜆𝑝 }, where 𝑓𝑝 is the 𝑝-th logic rule defined over
the given KG. For example, (𝑖, 𝑟1, 𝑗) ⇒ (𝑖, 𝑟2, 𝑗) : 𝑖, 𝑗 ∈ E and
𝑟1, 𝑟2 ∈ R, which indicates that any two entities connected by 𝑟1
should also be connected by 𝑟2. The left-hand side of the implication



Figure 3: The framework of the VN network. VN network contains three components: the rule-based virtual neighbor prediction,
the GNN-based encoder to capture structure information and embed entities, the decoder to calculate the probability of edges
and then refine the model with soft labels.

⇒ is called the premise, and the right-hand side is conclusion. 𝜆𝑝
represents the confidence level of rule 𝑓𝑝 , where 𝜆𝑝 ∈ [0,1]. The
higher the confidence level of rule, the more likely it is.

3.1.3 Symmetric Path. Although logic rules can be mined through
AMIE+, RLvLR or other useful rule mining methods, which can
help us find the missing facts, but they still have limitations. As
they mainly concentrate on one-hop or two-hop relations while
there may be some long-distance dependencies helpful. Moreover,
due to the sparsity problem mentioned above, we may lack neigh-
bors to mine sufficient rules or obtain the grounding rules. Under
such circumstance, the symmetric paths can help us find some
entities that have similar contextual semantics, which contain two
subpaths with the same relation order but the opposite direction.
As shown in Figure 2, we start with the unseen entity "Alec", we
can find two symmetric paths, namely, the blue one and the green
one, and the end node at the other end of the path is "Tom" samely,
but the two paths hint "Alec" is an actor and a resident of England
respectively. Taking an example in meta-path learning [21], A-P-A
(representing co-authorship relationship) and A-P-V-P-A (repre-
senting two papers published by two authors in the same venue)
as meta-paths for a bibliographic graph, we can sample such node
pairs and incorporate them in embeddings. But above method is
usually graph-specific and highly rely on knowledge from domain
experts, which requires empirical results from previous works on
the same graph. Our proposed symmetric path do not have to learn
such meta-path explicitly, and semantically similar entities can be
found to help enrich the neighbors for unseen entities.

3.2 Model Architecture
This section briefly introduces the model architecture with three
components: the rule-based virtual neighbor prediction, a GNN-
based encoder, and an embedding-based decoder. In the VNnetwork,
as Figure 3 indicates, given a knowledge graph, we extract the logic

and symmetric path rules to make the virtual neighbor predic-
tion. We predict a soft label 𝑠 (𝑥𝑣𝑛) ∈ [0, 1] to every unobserved
triple containing virtual neighbors. To do so, we solve a convex
optimization problem constrained by rules and calculate the soft
labels using the current KG embeddings. As a result, the original KG
becomes denser, which extremely facilitates embedding learning
and predicting.

Then, the knowledge graph with virtual neighbors is inputted to
the GNN-based encoder. The key idea of the GNN-based encoder
is to collect information from the neighbors and project nodes
(entities) to the continuous spaces. As mentioned in [30], modern
GNNs follow the neighbor aggregation strategy, which is to update
the representation of a node by aggregating representations of its
neighbors repeatedly. For a multi-relational knowledge graph, we
can formulate the 𝑙 th layer of a GNN as:

𝑎
(𝑙 )
𝑖

= AGGREGATE(𝑙 ) (ℎ (𝑙−1)
𝑟,𝑗

: (𝑖, 𝑟 , 𝑗) ∈ O),

ℎ
(𝑙 )
𝑖

= COMBINE(𝑙 ) (ℎ (𝑙−1)
𝑟0,𝑖

, 𝑎
(𝑙 )
𝑖
),

(1)

where 𝑎𝑖 is the neighborhood aggregating information for the node
𝑖 .ℎ (𝑙 )

𝑟,𝑗
denotes the message passing from the neighbor entity 𝑗 under

relation 𝑟 at 𝑙 th layer, ℎ (𝑙 )
𝑟0,𝑖

denotes the self-connection message at
𝑙 th layer, and 𝑟0 means the self-connection relation. In this work,
the encoder is composed of several structure aware layers and
one query aware layer.

Since knowledge base completion task aims to predict new facts
when given an incomplete knowledge graph, this task requires to
determine how likely the unseen facts are true. To handle this task,
the decoder should assign scores to the fact triples with the entity
embedding 𝑒𝑖 from the GNN-based encoder, where 𝑒𝑖 = ℎ𝐿

𝑖
: 𝑖 ∈ E𝑜 .

As the choice of the decoder is independent of the encoder, various
methods can be used here. In this work, we mainly adopt DistMult



Table 1: An Example of KG Containing Two Types of Sym-
metric Path Starting from "Bob"

Node pair 𝑠𝑝𝑖 𝑠𝑝 𝑗

(Bob, Zurich)
√ √

(Bob, Sam)
√ ×

(Bob, Rome)
√ √

(Bob, Amy)
√ √

(Bob, Adam)
√ √

[32] as our decoder, and we also consider TransE [2] and ComplEX
[22] decoders.

Finally, we optimize a global loss over observed facts and virtual
neighbors to refine embeddings. In that way, we can obtain un-
seen entities’ embeddings fitting the ground truths while satisfying
the extracted rules. Note that, in the testing process, we only apply
the rule-based virtual neighbor prediction and the GNN-based en-
coder on the auxiliary triple set AUX, and then use the obtained
embeddings to predict missing facts about newly emerging enti-
ties without refining the soft labels since the testing process is not
iterative.

3.3 Virtual Neighbor Prediction
In this section, we describe how to predict the soft label 𝑠 (𝑥𝑣𝑛)
for each triple 𝑥𝑣𝑛 inVN inferred by the logic or symmetric path
rules.

3.3.1 Logic and Symmetric Path Rules. For the logic rules obtained
by the KG rule mining tool, we instantiate them with concrete
entities to obtain the ground rules. For example, given a rule (𝑖 ,
𝑝𝑙𝑎𝑦𝑠𝐹𝑜𝑟 , 𝑗 )⇒ (𝑖 , 𝑖𝑠𝐴𝑓 𝑓 𝑖𝑙𝑖𝑎𝑡𝑒𝑑𝑇𝑜 , 𝑗 ), we can instantiate this rule
as (𝑆𝑎𝑖𝑑𝑢, 𝑝𝑙𝑎𝑦𝑠𝐹𝑜𝑟, 𝐶ℎ𝑖𝑎𝑠𝑠𝑜) ⇒ (𝑆𝑎𝑖𝑑𝑢, 𝑖𝑠𝐴𝑓 𝑓 𝑖𝑙𝑖𝑎𝑡𝑒𝑑𝑇𝑜,𝐶ℎ𝑖𝑎𝑠𝑠𝑜).
As there could be a huge number of groundings and our goal is to
reduce the sparsity problem for unseen entities, we take as valid
groundings only those where premise triples are observed in O ∪
AUX and conclusion triples that including the unseen entities in
E𝑢 . Moreover, we only use the rule whose confidence is not less
than our threshold, and the confidences of the rules are calculated
directly by the AMIE+.

To get the symmetric path rule (SP rule) and its grounding, we
do the following operations. Firstly, starting from one unseen entity
𝑒𝑖 , we search all the symmetric paths 𝑆𝑃 (𝑒𝑖 ) by random walks. And
if we find that the path is not symmetric, we terminate the search
of this path early. Then we consider the pairwise combinations of
symmetric paths, and the confidence level of them is calculated
by the head coverage value [5], which mainly focus on the co-
occurrence frequency of the premise and conclusion. As shown in
Table 1, the confidence of the 𝑠𝑝 rule 𝑠𝑝𝑖 ⇒ 𝑠𝑝 𝑗 about "Bob" is 0.8,
and we limit the number of 𝑠𝑝𝑖 to no less than 5.

For each symmetric path in the form of 𝑠𝑝𝑖 , we search from the
other end of it. And if we can obtain the symmetric path in the form
of 𝑠𝑝 𝑗 by connecting the last edges with the unseen entity 𝑒𝑖 , we
get the grounding rule of 𝑠𝑝𝑖 ⇒ 𝑠𝑝 𝑗 . In Figure 4, we add the edge
"starredIn" to obtain the 𝑠𝑝 𝑗 path which share the same ends of 𝑠𝑝𝑖 .
To model the dependency between the two end entities and for

brevity, we express the grounding rule of it as (𝑥 𝑓 𝑖𝑟𝑠𝑡1) ∧ (𝑥𝑙𝑎𝑠𝑡1) ∧
(𝑥𝑙𝑎𝑠𝑡2) ⇒ (𝑥 𝑓 𝑖𝑟𝑠𝑡2), where 𝑥 𝑓 𝑖𝑟𝑠𝑡1 and 𝑥𝑙𝑎𝑠𝑡1 are the first triple
and last triple in 𝑠𝑝𝑖 , 𝑥𝑙𝑎𝑠𝑡2 is the triple connect the other end of
𝑠𝑝 𝑗 , and 𝑥 𝑓 𝑖𝑟𝑠𝑡2 is the triple inferred as Figure 4 in 𝑠𝑝 𝑗 . In this way,
we can focus on specific entities and capture more information
from long-distance nodes, to assist with logic rules to enrich the
neighbors for unseen entities. Wewill demonstrate the effectiveness
of SP rules through the experimental results.

Figure 4: The example of the the symmetric path rule. P
is person. R is role. F is film. And T is type. Note that for
symmetric paths, we only care about the type and direction
of the edges, and the letters of the nodes in the graph are just
to illustrate the underlying meaning of them.

3.3.2 Soft Label Prediction. To model rules, we adopt t-norm fuzzy
logics [7]. Following [6], the logical conjunction (∧), disjunction(∨),
and negation(¬) are defined as follow:

𝜋 (𝑓1 ∧ 𝑓2) = 𝜋 (𝑓1) · 𝜋 (𝑓2),
𝜋 (𝑓1 ∨ 𝑓2) = 𝜋 (𝑓1) + 𝜋 (𝑓2) − 𝜋 (𝑓1) · 𝜋 (𝑓2),

𝜋 (¬𝑓1) = 1 − 𝜋 (𝑓1),
(2)

Here, 𝑓1 and 𝑓2 are two logical expressions, which can either be
single triples or be constructed by combining triples with logical
connectives. 𝜋 (·) assigns a truth value to each expression, indicating
to what degree the logical expression is true. For triples, 𝜋 (·) is the
score function (DistMult) used in the decoder. For a conjunction
of several triples, the truth value can be calculated recursively
through Eq. 2. For example, for the rule 𝑓𝑖 ⇒ 𝑓𝑗 , the truth value
can be computed as follows:

𝜋 (𝑓𝑖 ⇒ 𝑓𝑗 ) = 𝜋 (¬𝑓𝑖 ∨ 𝑓𝑗 ) = 𝜋 (𝑓𝑖 ) · 𝜋 (𝑓𝑗 ) − 𝜋 (𝑓𝑖 ) + 1. (3)

To this end, our goal is to find a soft label 𝑠 (𝑥𝑣𝑛) ∈ 𝑆 for each
triple 𝑥𝑣𝑛 ∈ VN , using the current KG embeddings Θ and the
ground rules F𝑟𝑢𝑙𝑒 . The optimal soft label 𝑠 (𝑥𝑣𝑛) should keep close
to truth value 𝜋 (𝑥𝑣𝑛), while constrained by the ground rules. To
do so, we introduce the conditional truth value 𝜋 (𝑓𝑟𝑢𝑙𝑒 |𝑆) for the
ground rule 𝑓𝑟𝑢𝑙𝑒 ∈ F𝑟𝑢𝑙𝑒 . For example, for the ground rule 𝑓𝑟𝑢𝑙𝑒 :
(𝑒𝑖 , 𝑟𝑠 , 𝑒𝑢 ) ⇒ (𝑒 𝑗 , 𝑟𝑘 , 𝑒𝑢 ), where premise (𝑒𝑖 , 𝑟𝑠 , 𝑒𝑢 ) is an known
triple with unseen entity 𝑒𝑢 , and conclusion is an unknown triple



(𝑒 𝑗 , 𝑟𝑘 , 𝑒𝑢 ) ∈ VN with unseen entity 𝑒𝑢 . Then, we can calculate
𝜋 (𝑓𝑟𝑢𝑙𝑒 |𝑆) as:

𝜋 (𝑓𝑟𝑢𝑙𝑒 |𝑆) = 𝐼 (𝑒𝑖 , 𝑟𝑠 , 𝑒𝑢 ) · 𝑠 (𝑒 𝑗 , 𝑟𝑘 , 𝑒𝑢 ) − 𝐼 (𝑒𝑖 , 𝑟𝑠 , 𝑒𝑢 ) + 1, (4)

where 𝐼 (𝑒𝑖 , 𝑟𝑠 , 𝑒𝑢 ) is a truth value defined by the score function
with the current embeddings, and 𝑠 (𝑒 𝑗 , 𝑟𝑘 , 𝑒𝑢 ) (can also be written
as 𝑠 (𝑥𝑣𝑛)) is a soft label to be predicted for the triple containing
the virtual neighbor. To get the optimal soft labels, we introduce
the slack variables 𝜉 𝑓 for the rule 𝑓 , and establish the following
optimization problem:

min
𝑆,𝜉

1
2

∑︁
𝑥𝑣𝑛∈VN

(𝑠 (𝑥𝑣𝑛) − 𝐼 (𝑥𝑣𝑛))2 +𝐶
∑︁

𝑓 ∈𝐹𝑟𝑢𝑙𝑒
𝜉 𝑓 ,

𝑠 .𝑡 .𝜆𝑓 (1 − 𝜋 (𝑓 |𝑆)) ≤ 𝜉 𝑓 , 𝜉 𝑓 ≥ 0, 0 ≤ 𝑠 (𝑥𝑣𝑛) ≤ 1,
(5)

This kind of the optimization problem is convex [6]. Therefore, we
can obtain the closed form solution:

𝑠 (𝑥𝑣𝑛) =
𝐼 (𝑥𝑣𝑛) +𝐶

∑︁
𝑓 ∈𝐹𝑟𝑢𝑙𝑒

𝜆𝑓 ∇𝑠 (𝑥𝑣𝑛 )𝜋 (𝑓 |𝑆)

1

0

(6)

where𝐶 is the constant penalty parameter, and 𝜆𝑓 is the confidence
value for the rule 𝑓 , determined by the extracted algorithm. [·]10 =
min(max(𝑥, 0), 1) is a truncation function. Through using currently
learned embeddings and rules to predict soft labels for virtual triples,
we consider the influence of embeddings on the rule-inference
results rather than regarding them as necessarily true.

3.4 Encoder and Decoder
This section details the encoder and decoder in our framework.

3.4.1 Structure and Query Aware Layers. As mentioned above, our
encoder consists of several structure aware layers and one query
aware layer. In the first place, we adopt multiple GNN layers to
map the connectivity structures of the KG into continuous spaces.
To be specific, we use the weighted graph convolutional network
(WGCN) [18] in the local aggregation process. Each structure aware
layer assigns the different attention weights for each relation type,
and the output embedding of the 𝑙 th layer for the entity 𝑖 can be
formulated as follow:

𝑎
(𝑙 )
𝑖

=𝑊 (𝑙 ) (
∑︁

(𝑖,𝑟 , 𝑗 ) ∈O
𝛼
(𝑙 )
𝑟 ℎ

(𝑙−1)
𝑗
),

ℎ
(𝑙 )
𝑖

= tanh(𝑎 (𝑙 )
𝑖
+ ℎ (𝑙−1)

𝑖
𝑊 (𝑙 ) ),

(7)

where 𝛼𝑟 is the attention weight for relation 𝑟 connected with the
head entity 𝑖 and tail entity 𝑗 .ℎ (𝑙 )

𝑖
∈ 𝑅𝑑 (𝑙 ) is the embedding of entity

𝑖 at the 𝑙 th layer.𝑊 (𝑙 ) ∈ 𝑅𝑑 (𝑙−1)×𝑑 (𝑙 ) is the connection matrix for
the 𝑙 th layer, transforming ℎ (𝑙−1)

𝑖
to ℎ (𝑙 )

𝑖
. We randomly initialize

the input entity embeddingℎ (0)
𝑖

, and stack multiple structure aware
layers before the query aware layer.

Besides the common structure information in the KG, given the
query relation (relation of the inputted triple), an ideal aggregator
is able to focus on the relevant facts in the neighborhood [23]. To
exploit the query-relevant information, we construct a query aware
layer based on the neural network mechanism [23]. Specifically,

given a query relation 𝑞 ∈ R, the importance of the neighbor 𝑗 to
entity 𝑖 is calculated as follow:

𝛼NN
𝑗 |𝑖,𝑞 = softmax(𝛽 𝑗 |𝑖,𝑞) =

exp(𝛽 𝑗 |𝑖,𝑞)∑
(𝑖,𝑟, 𝑗 ′ ) ∈O exp(𝛽 𝑗 ′ |𝑖,𝑞)

, (8)

where the unnormalized attention weight 𝛽 𝑗 |𝑖,𝑞 can be computed
by the following neural network:

𝛽 𝑗 |𝑖,𝑞 = LeakyReLU(𝑢 · [𝑊𝑒ℎ𝑖 ;𝑊𝑞𝑧𝑞 ;𝑊𝑒ℎ 𝑗 ]), (9)

where 𝑢 ∈ 𝑅3𝑑 ,𝑊𝑒 and𝑊𝑞 ∈ 𝑅𝑑×𝑑 are the global attention parame-
ters, while 𝑧𝑞 ∈ 𝑅𝑑 is a relation-specific attention parameter. Then,
given the query relation 𝑞, the whole query aware layer can be
defined as:

ℎ𝑂𝑖 =
∑︁

(𝑖,𝑟, 𝑗 ) ∈O
𝛼NN
𝑗 |𝑖,𝑞 · ℎ

𝐼
𝑗 , (10)

where ℎ𝐼
𝑗
= ℎ
(𝐿)
𝑗

is the embedding of the entity 𝑗 from the last
structure aware layer. ℎ𝑂

𝑖
= 𝑒𝑖 is the output embedding of the entity

𝑖 to the decoder. When obtaining embeddings for unseen entities,
we apply the encoder on auxiliary and virtual triples by simply
replacing all the observed triples (𝑖, 𝑟 , 𝑗) ∈ O in Eq. 7, 8 and 10 with
the triples (𝑖′, 𝑟 ′, 𝑗 ′) ∈ AUX ∪VN .

3.4.2 DistMult Decoder. Then we use DistMult as our decoder to
assign scores for the fact triples with the entity embedding ℎ𝑂

𝑖
output from the GNN-based encoder:

𝐼 (𝑒𝑖 , 𝑟𝑘 , 𝑒 𝑗 ) = 𝑒𝑇𝑖 𝑅𝑘𝑒 𝑗 , (11)

where 𝐼 (·) is the score function. 𝑒𝑖 , 𝑒 𝑗 ∈ Θ are the entity embeddings,
and 𝑅𝑘 is a diagonal matrix for the relation 𝑟𝑘 ∈ R.

Algorithm 1 Procedure of VN Network
Require:

The positive triples and negative triples L = {(𝑥𝑙 , 𝑦𝑙 )};
The triples inferred by rules that containing virtual neighbors
VN = {𝑥VN};
The trained encoder and decoder on the original KG;
The iteration number 𝑁 ;

1: repeat
2: for each mini-batch L𝑏 ,VN𝑏 do
3: Compute the soft labels forVN𝑏 using Eq. 6;
4: Input L𝑏 ,VN𝑏 into encoder;
5: Get the scores for L𝑏 andVN𝑏 from decoder;
6: Minimize the global loss using Eq. 12;
7: 𝑛 ← 𝑛 + 1
8: end for
9: until 𝑛 < 𝑁

Ensure: Θ𝑁

3.5 Training Objective
Algorithm 1 summarizes the learning procedure of our method. We
randomly corrupt the head or tail entity of a positive triple to form
negative triples. We are given a hard labeled setL = {(𝑥𝑙 , 𝑦𝑙 )}, each
positive or negative triple in it has a hard label 𝑦𝑙 ∈ {0, 1}. We also
collect the set of virtual triples with soft labels, i.e.,VN = {𝑥VN}.
Our goal is to learn the optimal KG embeddings Θ𝑁 with both



Table 2: The Statistics of Three Datasets

Dataset Entities Relations Training Validation Test

WordNet11 38,696 11 112,581 5,218 21,088
FB15k 14,951 1,345 483,142 50,000 59,071
YAGO37 123,189 37 989,132 50,000 50,000

hard labeled and soft labeled triples. To do so, we establish a loss
function over L andVN as follow:

min
Θ

1
|L|

∑︁
L

𝑙 (𝐼 (𝑥𝑙 ), 𝑦𝑙 ) +
1
|VN |

∑︁
VN

𝑙 (𝐼 (𝑥𝑣𝑛), 𝑠 (𝑥𝑣𝑛)), (12)

where we adopt the cross entropy 𝑙 (𝑥,𝑦) = −𝑦 log𝑥 − (1 −
𝑦) log (1 − 𝑥). 𝐼 (·) is the score function defined in Eq.11. We use
the ADAM algorithm [12] to minimize the global loss function. In
this way, the resultant embeddings of unseen entities fit the newly
emerging facts while constrained by rules.

4 EXPERIMENTS
In this section, we evaluate our proposed framework, VN network,
in twoKBC tasks: triple classification and link prediction.Wemainly
compare our model with three baselines, LSTM and LAN in [23],
and MEAN in [8]. And we mainly evaluated our method from
the following perspectives, 1)whether our model can learn bet-
ter embeddings for unseen entities than the above methods with
the neighbor sparsity problem, 2)whether each component of our
framework is useful for the learning of embeddings.

Since the link prediction is a common task for knowledge graph
completion which considers the ranks of all entities, we do further
analysis on the link prediction task.

4.1 Datasets
We evaluate VN network on three datasets: WordNet11 [20], FB15k
[2] and YAGO37 [6]. WordNet11 is a subset of WordNet, which is
a database of lexical relations between words. FB15K is a subset
of the multi-relational knowledge base Freebase. And YAGO37 is
extracted from the core facts of YAGO3 where entities appearing
less than 10 times are discarded. Table 2 summarizes the detail
statistics of the above datasets.

For the triple classification task, we directly use the datasets
released in [8] based on WordNet11, including Subject-{1000, 3000,
5000}, Object-{1000, 3000, 5000} and Both-{1000, 3000, 5000}. For the
link prediction task, the published data sets of FB15K differ from
what is written in [23], and there is no public dataset available on
YAGO37 under the unseen entities setting. So we use the datasets on
FB15K that they publish, and construct the datasets on YAGO37 by
following the similar protocol mentioned in [23], including Subject-
{5, 10, 15, 20, 25} and Object-{5, 10, 15, 20, 25}. The basic idea of the
dataset construction is to randomly sample triples from test set, and
select entities from these triples as candidate unseen entities. Then
using these entities to split the training set. The specific process is
as follows:

Sampling unseen entities. Firstly, 𝑅 = 5%, 10%, 15%, 20%, 25%
triples are randomly sampled from the original FB15K(YAGO37) test
set as candidate test set. As for WordNet11, 𝑁 = {1000, 3000, 5000}

testing triples are sampled. And Subject is the strategy that used to
construct the candidate unseen entities sets E𝑢 , where only entities
appearing as the head entities in the candidate test set are added
to E𝑢 . The same goes for Both and Tail, where tail entities or both
the head and tail entities are added to E𝑢 . Then entities in E𝑢 that
do not have any neighbors in the original training set are filtered.
For a triple (𝑒𝑖 , 𝑟𝑘 , 𝑒 𝑗 ) in the candidate test set, if 𝑒𝑖 ∉ E𝑢 ∧ 𝑒 𝑗 ∉ E𝑢 ,
it is removed from the candidate test set. The new test sets T are
obtained after filtering.

Filtering and splitting data sets. The second step is to ensure
that unseen entities would not appear in the final training set or val-
idation set. The original training set are split into two data sets, the
new training set O and auxiliary set AUX. For a triple (𝑒𝑖 , 𝑟𝑘 , 𝑒 𝑗 )
in original training set, if 𝑒𝑖 ∈ E𝑜 ∧ 𝑒 𝑗 ∈ E𝑜 , it is added to the new
training set O. If 𝑒𝑖 ∈ E𝑜 ∧𝑒 𝑗 ∈ E𝑢 or 𝑒𝑖 ∈ E𝑢 ∧𝑒 𝑗 ∈ E𝑜 , it is added
to the auxiliary set AUX, which serves as existing neighbors for
unseen entities in the aggregating process. For the new validation
set, we keep only triples that have no unseen entities.

We employ AMIE+ [5] to extract the logic rules on all the datasets.
We only keep the logic rules with the length not longer than 2
and the confidence not less than 0.8. Besides, through the use of
randomwalks and drool rule engine tool [13], we extract symmetric
paths with length 2, 4 and 6, and also keep the symmetric path
rules with the confidence not less than 0.8. Then we enrich the
neighbors for unseen entities with these rules. We omit the virtual
neighbors that overlap with the existing neighbors, and take the
one with the highest confidence when the virtual neighbors conflict
with themselves. The detail statistics of WordNet11 can be found
in [8]. And Table 3 summarize the detail statistics of FB15K and
YAGO37. Since most of the tail entities of YAGO37 are locations or
organizations which have many connected edges, so the subject-
𝑅 and object-𝑅 are not balanced as FB15K. We can see that the
average ratio of neighbors to predicted facts of unseen entities has
increased by at least five after the supplement, which helps to solve
the sparsity problem.

4.2 Triple Classification Task
This task is to classify every test triple as true or false. To tackle this
task, we need to set a threshold 𝛿𝑟 for each relation 𝑟 . The triple
𝑥 = (𝑒𝑖 , 𝑟 , 𝑒 𝑗 ) is predicted to be true when 𝐼 (𝑥) ≥ 𝛿𝑟 , otherwise
the triple is false. We determine the optimal 𝛿𝑟 by maximizing
classification accuracy on the validation set.

4.2.1 Experimental Setup. We randomly sample 64 negative triples
for each triple in O ∪ AUX. For all the datasets, we create 100
mini-batches on each dataset, and we conduct a grid search to
find hyperparameters that maximize accuracy on the validation
sets in at most 100 iterations. The embedding dimensions for the
encoder and decoder are all set to 200. The learning rate is 0.002.
The dropout rate during training is 0.3. The regularization penalty
coefficient on KG embeddings is 0.001. The constant penalty 𝐶 is
0.01. We employ three structure aware layers and one query aware
layer in the encoder, and DistMult in the decoder. Our models are
implemented by PyTorch and run on NVIDIA TITAN RTX Graphics
Processing Units.



Table 3: Statistics of Processed FB15K and YAGO37 Dataset

FB15K YAGO37
Dataset O AUX E𝑢 Valid Test 𝑎𝑣𝑔 − R𝑏𝑒 𝑓 𝑜𝑟𝑒 𝑎𝑣𝑔 − R𝑎𝑓 𝑡𝑒𝑟 O AUX E𝑢 Valid Test 𝑎𝑣𝑔 − R𝑏𝑒 𝑓 𝑜𝑟𝑒 𝑎𝑣𝑔 − R𝑎𝑓 𝑡𝑒𝑟
Subject-5 188,238 235,746 1,465 19,454 1,834 85.54 125.89 929,037 59,453 2,408 49,972 2,458 23.79 35.04
Object-5 170,672 254,454 1,344 17,712 1,896 88.66 129.51 568,900 269,988 1,774 49,933 2,484 140.22 146.71

Subject-10 108,854 249,798 2,102 11,339 2,811 52.33 73.31 899,110 87,868 4,707 49,861 4,925 17.26 27.92
Object-10 99,783 261,341 1,947 10,190 2,987 53.63 74.58 441,916 382,082 3,188 49,815 4,926 92.58 99.61

Subject-15 71,407 228,484 2,358 7,310 3,250 37.14 50.36 848,034 137,255 6,846 49,752 7,299 17.43 22.49
Object-15 67,651 243,316 2,228 6,878 3,703 39.00 52.65 380,053 440,759 4,499 49,699 7,379 67.56 75.31

Subject-20 49,456 205,242 2,571 5,048 3,586 29.19 38.37 812,019 170,536 8,838 49,614 9,601 15.93 26.36
Object-20 46,982 222,200 2,388 4,843 4,132 30.92 40.59 332,204 488,332 5,884 49,556 9,745 55.25 63.71

Subject-25 37,986 179,656 2,704 3,908 3,889 22.53 29.12 781,209 200,073 10,897 49,526 12,048 15.76 26.18
Object-25 34,126 195,627 2,470 3,498 4,283 24.92 32.01 297,655 523,251 7,234 49,452 12,193 45.69 51.37

Table 4: Evaluation Accuracy on Triple Classfication(%)

Subject Object Both
Model 1000 3000 5000 1000 3000 5000 1000 3000 5000

MEAN 87.3 84.3 83.3 84.0 75.2 69.2 83.0 73.3 68.2
LSTM 87.0 83.5 81.8 82.9 71.4 63.1 78.5 71.6 65.8
LAN 88.8 85.2 84.2 84.7 78.8 74.3 83.3 76.9 70.6

VN network 89.1 85.9 85.4 85.5 80.6 76.8 84.1 78.5 73.1

4.2.2 Results. The detailed results are shown in Table 4.We can see
that VN network achieves the best performance over all the datasets,
and most of the improvements over other baselines are significant.
The results demonstrate that embedding newly emerging entities
with virtual neighbors indeedly improves the quality of KG embed-
dings. Note that the improvements on Subject-{1000,3000,5000} are
not considerable as the other two groups. It may be because the
Subject-𝑅 datasets are much easier to classify than the other two
groups, the performances are more difficult to improve. Interest-
ingly, with the number of unseen entities increase, the improvement
is more obvious, which proves that our method is more effective in
dealing with more unseen entities.

4.3 Link Prediction Task
Link prediction task aims at completing every test triple with sub-
ject or object missing. For example, in Subject-𝑅(Object-𝑅) data sets,
we firstly hide the object(subject) of each testing triple to produce
a missing part. Then we replace the missing part with all entities
to construct candidate triples. We compute the scoring function de-
fined in Eq. 11 for all candidate triples, and rank them in descending
order. Finally, we evaluate whether the ground-truth entities are
ranked ahead of other entities. We use three widely used metrics:
mean rank (MR), mean reciprocal rank (MRR), Hits at n (Hits@n).
And for this ranking process, we remove corrupted triples which is
called "filtered” setting. We report filtered MRR and Hits at 1, 3 and
10.

4.3.1 Experimental Setup. In this task, we finetune the embedding
dimension 𝑑 in {100, 150, 200, 250, 300}, the dropout rate 𝛼 in {0.1,
0.15, 0.2, 0.25, 0.3, 0.4}, the learning rate 𝛽 in {0.001, 0.002, 0.005,
0.01, 0.1} with a grid search. The optimal configurations are 𝑑

= 100, 𝛼 = 0.25 and 𝛽 = 0.002 for FB15K. And for YAGO37, the

optimal configurations are 𝑑 = 200, 𝛼 = 0.2 and 𝛽 = 0.002. Other
hyperparameters are set the same as those in the triple classification
task.

4.3.2 Results. As Table 5 shows, VN network outperforms all the
baselines. Compared to the best performing baseline LAN, our
model achieves an improvement of 13.5% in HITS@10 on FB15K,
and an improvement of 21.4% on YAGO37 under the setting of Sub-
ject. And our model achieves an improvement of 14.5% in HITS@10
on FB15K, and an improvement oft 13.9% on YAGO37 under the
setting of Object. The link prediction results demonstrate the supe-
riority of our proposed framework again. To explore whether each
component is useful in our VN network and generalizes to other
configurations, we will do further analysis on the link prediction
task in the following.

Ablation Study: To investigate the effectiveness of the compo-
nents in our framework. We conduct the link prediction task on
several variants of our method, as Table 6 describes. First, we only
employ structure aware layers, which weighs the different types
of relations differently. Then, without the soft label prediction pro-
cess, we directly inject the hard rules which always hold with no
exception. Next, to ensure the necessity of the soft label prediction,
we adopt the soft logic rules setting. Besides, we add the symmetric
path rules for the logic and SP rules setting, to ensure whether
using long-distance dependencies between entities can be helpful.
Finally, we evaluate our method with the query aware layer.

As Table 6 shows, even if we only use the structure aware layers,
our method still outperforms the simple MEAN aggregator in most
cases, which indicates that the structure aware layers are able to
effectively encode the connectivity structure information.

Meanwhile, We can see two significant improvements, that is
due to the use of hard labeled neighbors inferred by hard rules
and iteratively soft labeled virtual neighbors. The first significant
improvement strongly demonstrates the sparsity problem of unseen
entities, and we can learn more expressive embeddings for the
unseen entities by enriching the neighbors. The second significant
improvement shows the importance of adding soft labeled virtual
neighbors in an iterative manner. Because when we add virtual
neighbors for unseen entities, we also introduce noise. Therefore,
through considering the interactions between KG embeddings and
rules, we can obtain embeddings that are more accurate and adapt
to the rules.



Table 5: The Link Prediction Results

FB15K YAGO37
Subject-10 Object-10 Subject-10 Object-10

Model MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

MEAN 293 31.0 48.0 34.8 22.2 353 25.1 41.0 28.0 17.1 2393 21.5 42.0 24.2 17.8 4763 17.8 35.2 17.5 12.1
LSTM 353 25.4 42.9 29.6 16.2 504 21.9 37.3 24.6 14.3 3148 19.4 37.9 20.3 15.9 5031 14.2 30.9 16.1 11.8
LAN 263 39.4 56.6 44.6 30.2 461 31.4 48.2 35.7 22.7 1929 24.7 45.4 26.2 19.4 4372 19.7 36.2 19.3 13.2

VN network 175 46.3 70.1 52.6 34.5 212 42.3 62.7 44.6 28.2 1757 46.5 66.8 53.8 35.7 3145 27.4 50.1 36.4 19.5

Table 6: Effectiveness of Each Component on Subject-10

Model MR MRR Hits@10 Hits@3 Hits@1

Structure aware 291 34.2 56.7 40.3 24.8
Hard rules 237 40.6 64.2 46.5 30.3
Logic rules 218 43.9 66.2 50.6 32.3

Logic and SP rules 185 45.9 69.8 51.9 33.6

VN network 175 46.3 70.1 52.6 34.5

Table 7: Different Decoders on Subject-10

Encoder Decoder MRR Hits@10 Hits@3 Hits@1

MEAN ComplEx 28.6 44.7 32.2 20.4
MEAN TransE 31.0 48.0 34.8 22.2
MEAN DisMult 29.7 45.8 33.5 21.2

LAN ComplEx 37.1 53.1 42.2 28.7
LAN TransE 39.4 56.6 44.6 30.2
LAN DisMult 37.8 53.4 43.2 29.3

VN ComplEx 39.6 60.1 45.4 29.7
VN TransE 43.5 66.7 49.4 31.6
VN DisMult 46.3 70.1 52.6 34.5

Although the use of symmetric path rules does not improve
as the two components above, the improvement proves that the
representational power of the original embeddings can be improved
by introducing the long-distance dependencies between entities.
Our proposed framework achieves the best result by the use of
the query aware layer, and the main improvements are Hits@1
and Hits@3, because it can exploit the query-relevant information
which helps to focus on more relevant facts in the neighborhood.

Impact of Other Decoders: To find out the influence of the
different decoders, we consider three typical embedding methods
here: DistMult, TransE and ComplEx. The LSTM is still inferior to
MEAN as described in [23], so we also omit the results of LSTM.
The results are reported in Table 7. We can see that our method
outperforms MEAN consistently by a large margin on all the eval-
uation metrics. And as for the LAN, VN network performs better
on most metrics. VN network with the ComplEx decoder results
in the worst performance, due to the high parameter complexity.
In contrast, VN network with the DistMult or TransE decoder can
achieve the state-of-the-art results, while the DistMult leads to the
best result. The experiment results show that the superiority of our

(a) FB15K-Subject-R. (b) FB15K-Object-R.

(c) YAGO37-Subject-R. (d) YAGO37-Object-R.

Figure 5: Link prediction results on Subject/Object-R.

model to the baselines can generalize to other scoring functions
and learn more expressive embeddings for unseen entities.

Impact of the Percentage of Unseen Entities: In order to
investigate the impact of the percentage of unseen entities, we
conduct experiment under the setting of the Subject-𝑅 and Object-
𝑅 on the FB15K and YAGO37 datasets. And it seems reasonable
that with the ratio of the unseen entities over the training entities
increases (namely the observed knowledge graph becomes sparser),
the accuracy would decline.

As Figure 5 shows, our method and LAN are much better than
MEAN and LSTM. And with the percentage of the unseen entities
increasing and the KG becoming spaser, VN network still achieves
better results than other baselines on all data sets. We observe
that the increasing proportion of unseen entities certainly has a
negative impact on all models because of the sparsity problem
as mentioned above, especially MEAN and LSTM can not learn
effective embeddings as LAN and VN network when the proportion
of unseen entities is high. But the improvements of our model are
relatively stable. And on the YAGO37 data sets, there only drops of
less than 2% from 5 percent to 25 percent in our model, while LAN
drops more obvious. We can conclude that when unseen entities
appear, with the iterative guidance from virtual neighbors, our
framework can reduce the sparsity problem and accurately predict
the missing facts of the unseen entities to learn more expressive
embeddings.



5 CONCLUSIONS
In this paper, we discuss the problems of the KG embedding task
under the setting of unseen entities. And we propose a novel frame-
work, VN network, to address the unseen entity problems. To han-
dle the sparsity problem, we introduce the short logic rules and
symmetric path rules to capture more information and enrich the
neighbors for unseen entities. We also use three structure aware
layers and one query aware layer, which can adapt the amount
of information from neighbors used in local aggregation and con-
centrate on more relevant information, leading to more accurate
embeddings of unseen entities. And through introducing the con-
cept of the virtual neighbor and employ a rule-based prediction
algorithm to assign soft labels using the current KG embeddings,
we consider the interactions between the rule predictions and KG
embedding learning rather than making a one-time injection of
logic rules. Experimental results show that VN network achieves
improvements over state-of-the-art baselines.
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