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ABSTRACT

Social media have given the opportunity to users to express their
opinions online in a fast and easy way. The ease of generating
content online and the anonymity that social media provide have
increased the amount of harmful content that is published. This
tutorial will focus on the topic of online harmful information. First,
we will analyse and explain the different types of online harmful
information with a particular focus on fake news and hate speech.
In addition, we will explain the different computational approaches
proposed in the literature for the detection of fake news and hate
speech. Next, we will present details regarding the evaluation pro-
cess, datasets and shared tasks and finally, we will discuss future
directions in the field of online harmful information detection.
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1 INTRODUCTION

Sacial media have given the oppertunity to users to publish con-
tent and express their opinicns online in a fast and easy way. The
ease of generating content online and the anonymity that social
media provide have increased the amount of harmful content that
is published. There are three different types of information that can
intentionally or unintentionally harm aceording to the Council of
Europe’s Information Disorder Report of November 2017, as shown
in Figure 1. Misinformation (e.g., satire) is false information but it
is not created with the intention to harm. Disinformation {e.g., fake
news) is deliberately created to deceive other users, whersas malin-
formation has the intention to cause harm {e.g., hateful comments).

A great amount of fake news, hoaxes, hurtful comments, inac-
curate reviews and offensive content is published and propagated
every day in social media which can lead to a lot of negative conse-
quences for the society. For example, in the political domain fake
news stories have been criticised as having an impact on the results
of elections and referendums, whereas the propagation of inaccu-
rate information about vaccines has caused a measles outhreak, a
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Figure 1: Types of information disorder according to the
Council of Europe’s Information Disorder Report of No-
vember 2017. Image source: htips://rm.coe.int/information-
disorder-toward-an-interdisciplinary-framework-for-
researc/168076277¢c

disease that was almost eradicated. In addition, according to UN
experts “hate speech has exacerbated societal and racial tensions,
inciting attacks with deadly consequences around the world'®.
This tutorial wiil start with an introduction to the topic of online
harmful information. Then, we will analyse and explain the different
types of online harmful information with a particular focus on fake
news and hate speech. Next, we plan to introduce and explain
the different computationaf approaches proposed in the literature,
including our own work, for the detection of fake news and hate
speech. In the third part of the tutorial, we will present details
regarding the evaluation process, datasets and shared tasks. The
tutorial will conclude with a discussion on open issues and future
directions in the fleld of online harmful information detection.

2 ORGANISATION
This tutorial is divided in the following sections:
{1y Introduction and Background {30 min)



a particular focus on fake news and hate speech. This part in-
cludes preliminaries, motivations, definitions and challenges.
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Approaches for Harmful Information Detection (120 min)

This part will cover different approaches that have been
proposed in the feld of harmful information detection and
more particular in fake news and hate speech detection. We
will cover the following aspects:

(a) Writing style: The writing style of harmful content has
several differences compared to the non-harmful content.
Therefore, several approaches have employed a range of
linguistic patterns and emotions to detect fake news [7, 8,
12, 20] and hate speech [1, 2].

(b) The role of users: Modeling the profile and behavior of
users plays a critical role in the online propagation of harmful
information since they intentionally or unintentionally share
harmful content. In this section, we will present approaches
that have explored the role of users on fake news [6, 14, 16]
and hate speech detection [18].

(c) Multimodal approaches: Multimodal information that can
be extracted from images and videos can be very useful for
the detection of harmful content. There are several multi-
modal approaches proposed for fake news [11, 17] and hate
speech [10, 19] detection that we will present in this part.
Evaluation Methodolegies, Evaluation Tasks and Open Chal-
lenges (30 min)
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In this part, we will present the methodologies that have
been used for the evaluation of the systems, the available
datasets [4, 13, 13, 18] and the proposed tasks {3, 5, 9]. This
session will also cover the different open problems of the
area with discussions on intention detection, cross-domain
and interdisciplinary research.

3 INSTRUCTORS

* Anastasia Giachanou is a Research Fellow at the Pattern
Recognition and Human Language Technologies (PRHLT)
Research Center at the Universitat Politécnica de Valéncia
working under the SNF early post-doc grant on the project
“Early Detection of Fake News on Social Media”. She received
her PhD from the Faculty of Informatics at the University
of Lugano, in Switzerland working on the topic of “Track-
ing Opinion Evolution cn Social Media”. She was a keynote
speaker at the Sixth IEEE International Conference on So-
cial Networks Analysis, Management and Security (SNAMS-
2019) on the topic of “Misinformation Detection in Online
Social Networks using Content Information®.

Paolo Rosso is full professor at the Universitat Politécnica
de Valéncia, Spain. His research interests focus mainly on
author profiling, irony detection, fake reviews detection, hate
speach and fake news detection. Since 2009 he was involved
in the organisation of PAN benchmark activities at CLEF
and at FIRE evaiuation forums, mainly on plagiarism/text
reuse detection and author profiling {in 2020 the task is on
Profiling fake news spreaders on Twitter), At SemEval he
was co-organiser of tasks on sentiment analysis of figurative
language in Twitter (2015), and on multilingual detection of

hate speech against immigrants and women in Twitter (2019).
He is co-ordinator of the activities of the IberEval evaluation
forum. He serves as deputy steering committee chair for the
CLEF conference and as associate editor for the Information
Processing & Management journal. He was chair of "SEM-
2015, and organisation chair of CERI-2012, CLEF-2013 and
EACL-2017. He is the author of 400+ papers. He gave several
tutorials on plagiarism detection at ICON {2010), on author
profiling and plagiarism detection at RuSSIR {(2014), and
on author profiling in social media at RANLP (2015), FIRE
(2016) and CLiC-it {2018) addressing mainly age, gender,
personality, and native language and variety identification.
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