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Abstract—Understanding how much users disclose personal
information in Online Social Networks (OSN) has served various
scenarios such as maintaining social relationships and customer
segmentation. Prior studies on self-disclosure have relied on
surveys or users’ direct social networks. These approaches,
however, cannot represent the whole population nor consider
user dynamics at the community level.

In this paper, we conduct a quantitative study at different
granularities of networks (ego networks and user communities)
to understand users’ self-disclosing behaviors better. As our
first contribution, we characterize users into three types (open,
closed, and moderate) based on the Communication Privacy
Management theory and extend the analysis of the self-disclosure
of users to a large-scale OSN dataset which could represent
the entire network structure. As our second contribution, we
show that our proposed features of ego networks and positional
and structural properties of communities significantly affect self-
disclosing behavior. Based on these insights, we present the
possible relation between the propensity of the self-disclosure of
users and the sociological theory of structural holes, i.e., users at
a bridge position can leverage advantages among distinct groups.
To the best of our knowledge, our study provides the first attempt
to shed light on the self-disclosure of users using the whole
network structure, which paves the way to a better understanding
of users’ self-disclosing behaviors and their relations with overall
network structures.

I. INTRODUCTION

Online Social Networks (OSNs) play an essential role as

social platforms for millions of users who seek benefits, e.g.,

people can maintain social relationships [1], [2], improve

satisfaction [3], and enjoy more services [4] by disclosing

personal information about themselves online. In the literature,

self-disclosure means ‘the act of revealing personal information

to others’ [5]. Furthermore, personal information on OSNs

published by users benefits various parties. For instance,

voluntarily updated and highly identifiable user profiles offer

many opportunities for customer segmentation and micro-

segmented online advertising [6]. Thus, understanding what

factors affect and how much those factors contribute to users’

self-disclosure is very important for both users and business

intelligence agents.

Several survey-based studies focus on examining why users

disclose their personal information online concerning personal-

ity traits and contexts of sites [6]–[8]. However, these studies

are limited by a small sample size of the survey participants.

Some studies applied a semi-supervised or supervised approach

to extend the analysis of self-disclosure of users to large-scale

data by training their machine learning models on manually-

annotated data [9]–[11]. However, previous studies only capture

a sampled subgraph where the analysis on the subgraphs may be

biased and may not precisely represent all the critical features

of the networks [12] as well as neglect user dynamics at the

community level which may have a considerable influence on

user behaviors [13], [14].

In this paper, we overcome the limitations of the prior works

by conducting a quantitative study to better understand users’

self-disclosing behaviors in an OSN using a large-scale dataset.

We employ the dataset in [15] which consists of 462 million

edges among 30 million users. More than 70% of all Google+

users publicly known were collected when the dataset was

crawled [15], providing a unique opportunity to capture the

comprehensive and unbiased view of network structures on

a large scale. We then perform a two-layer network analysis

which considers the ego network and user communities (defined

in Section III) to analyze the influence of users’ direct social

networks and communities, respectively. In this work, we seek

to answer the following research questions:

RQ1. What ego network properties can be derived and how

much do those features influence the self-disclosure of users?

RQ2. What community properties can be derived and how

much do those features influence the self-disclosure of users?

RQ3. To what extent is the self-disclosure of users affected

by network properties at the individual and community

levels?

Highlights of this work. We are inspired by the Com-

munication Privacy Management theory (known as CPM) to

characterize our Google+ users into three types which are

open, closed, and moderate [16] (Section III). Open users

disclose all their personal information whereas the closed users

disclose none; we name the rest of users who lie between as the
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moderate users. We aim to answer RQ1 and RQ2 with extensive

analysis on millions of users to differentiate open, moderate,

and closed users in their ego networks and communities. To

address RQ3, we examine to what extent we can infer the

self-disclosure of users by distinguishing their types.
To answer RQ1, we analyze ego networks based on

user types to study the propensity of users’ self-disclosure

(Section IV). In contrast to the prior work [11], our results

indicate that the tendency of users to reveal more information

positively correlates with their number of friends. Interestingly,

moderate users tend to have more dense ego networks than

open users (19.7% median increase). This result means that the

users with many friends who are not densely connected among

them tend to disclose more information. Also, the effective

network size which can measure the importance of a user as a

bridge [17] is significantly higher for open and moderate users

than for closed users. It seems that users are more likely to

reveal information when they are in bridge positions where

they can utilize positional advantages. Hence, we present the

potential relations between the propensity of self-disclosure of

users and the sociological theory of structural holes (i.e., users

in a bridge position can leverage the advantages by connecting

distinct groups from the networks) [17]).
To answer RQ2, we investigate users’ self-disclosure in the

contexts of communities with the intuition that a community

can influence its users’ behaviors [13], [14] (Section V).

We discover that users’ self-disclosing behaviors manifest

themselves differently based on the positional and structural

properties of communities. For example, users located in a

critical position (i.e., bridge position) within a community

tend to disclose more personal information, which can also be

explained by the structural holes theory. Besides, the average

amount of personal information revealed in a community

significantly differs according to the structural properties of

communities such as the average density of community and

community size.
For answering RQ3, we formulate a classification task to

distinguish user types using all network properties we study

given only a network structure (Section VI). We then identify

the importance of the proposed features from the learned

models using our features. This result further validates our

insight that structural holes may justify high levels of the self-

disclosure of users whose position is at the bridge in a network.

In summary, the main contributions of this work are:

1) We extend the analysis of users’ self-disclosing behaviors

to the large-scale dataset by characterizing them into three

user types based on the online privacy theory, CPM.

2) We study self-disclosure of users concerning two different

levels of granularity, ego networks and user communities,

and present the possible explanation for users’ self-

disclosing behaviors using the sociological theory of

structural holes.

3) We explore the possibility of inferring the self-disclosure

levels of users given that we can only access the structural

information of an OSN as well as confirm the importance

of the features relevant to the structural holes theory.

The rest of the paper is organized as follows. Section II

summarizes the related work and Section VII concludes the

paper and presents future directions.

II. RELATED WORK

To begin, we review the literature on network properties and

self-disclosure.

Network properties. Many works have focused on studying

the network properties of communities in OSNs to understand

and model user behavior, user engagement in communities,

and community evolution [18], [19]. Network properties like

clustering coefficients show the network evolution [20], [21].

Graph centrality and the betweenness property are used along

with closeness to predict influential users. Many studies have

used network properties to understand user behaviors [22]–

[26], however, no prominent work has related such network

properties to users’ self-disclosing behaviors.

Self-disclosure. Researchers have investigated self-

disclosing behaviors of users using survey data [6]–[8] or

manually-annotated datasets [9]–[11], [27]. With survey

datasets, Krasnova et al. found users are motivated to disclose

their personal information by the convenience of developing

and maintaining social relationships through OSNs [6]. Users’

behaviors when disclosing personal information were studied

in terms of their personalities [8] and demographics with

different contexts such as private and business OSNs [7]. With

manually-annotated datasets, past works largely focused on

linguistic features. Bak et al. developed a topic model to

classify users on Twitter according to three self-disclosure

levels: High, Low, and No disclosure [9]. Wang et al. studied

self-disclosure with linguistic features and ego network

properties [11]. Several studies focused on a specific type of

self-disclosure such as depression [28], [29].

We, however, perform the analysis of users’ self-disclosing

behaviors with a large-scale dataset as well as explore novel

relations between the self-disclosure of users and two levels

of networks: ego networks and user communities.

III. PRELIMINARIES

Dataset. We employ Google+ dataset collected by Gong

et al. [15]. It spans over three months from July 6th to

October 11th, 2011 and consists of 30 million users and 462

million edges. The authors collected more than 70% of the

whole user base publicly known when the dataset was crawled

by [15], which provides a unique opportunity to capture the

comprehensive and unbiased view of network structures on

a large scale. In Google+, users are allowed to customize

their profiles. In the dataset, there are four optional attribute

types where users can choose whether to provide their personal

information as follows: City, School, Major, and Employer.

As we see in Figure 1, the dataset provides a social graph

structure and optional attributes for each user.

Ego networks, communities, and structural holes. In

contrast to a global social network, an ego network is a personal

social network which consists of two components: an ego and

alters [30]. The ego is a single user and alters are all connected
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Figure 1: Illustration of an OSN with an abstract community.

Social nodes have connections among themselves and can be

linked with attribute nodes.

neighbors to the user. For example, the ego network of user u

consists of all the users that she follows and all the users that

are following her (i.e., all the incoming and outgoing edges

of u). In the literature, connected social nodes in a network

construct communities [31]. The Structural holes [17] appear

when distinct groups of users are connected through user u

and become disconnected if user u is not included, in which

user u plays a bridge role connecting those distinct groups of

users. The structural holes allow users as bridges to leverage

positional advantages between separate groups in terms of

information benefits [32].

A. Characterization of Users

A crucial contribution in this research is to characterize

users according to the extent they are willing to disclose their

personal information in OSNs. Since the privacy concerns of

users are highly diverse and subjective, prior work has relied

mainly on running surveys or manual annotations. Although

these methods work favorably for a small number of samples,

they suffer two problems in dealing with large-scale datasets:

(1) a survey-based method is difficult to generalize to the

whole population since the number of samples is limited; (2) a

manual annotation method suffers from the lack of ground truth

and disagreement among annotators. To tackle the drawbacks

mentioned above, we use a data-driven approach on a large-

scale dataset with more than 70% of the entire user base

to study users’ privacy concerns. Furthermore, in order to

better highlight the differences, we are inspired by a well-

known online privacy theory called CPM to categorize Google+

users into three groups and track their privacy-related features

[16]. Google+ suggests its users fill in four optional personal

information fields. We name users who have filled in all four

fields of optional information as open users since they fully

disclose all their information. Conversely, we name users who

have not provided any information as closed users since they

do not reveal any non-mandatory information in their profiles.

We refer to the rest of the users as moderate users.

We use the initial stage of the dataset which can represent

the entire OSN but not too large to compute a computationally

expensive network feature (e.g., betweenness centrality). Hence,

we identify 3.78M closed users, 786K moderate users, and

123K open users. The ratios of the number of closed, moderate,

and open users are 80.6%, 16.8%, and 2.6%, respectively.

B. Notation

In a social network G, nodes are users and edges represent

relationships between users. Users and attributes in G are called

social nodes and attribute nodes, respectively. While social

nodes are denoted as set Vs, attribute nodes are denoted as

set Va. In addition, social links and attribute links indicate

links between social nodes, and links between social nodes and

attribute nodes, respectively. Set Es indicate social links and

set Ea indicate attribute links. Lastly, the set (Vs, Va, Es, Ea)
represents an OSN.

IV. SELF-DISCLOSURE IN EGO NETWORKS

The primary goal of this section is to study the self-disclosure

behaviors of users at an individual level in their ego networks

according to their user types. Prior work [11] showed that the

number of friends negatively correlates with self-disclosure

in the context of a private OSN such as Facebook since

having more friends implies that users have less control of

the revelation of their information online. However, users who

use the Google+ OSN associate their jobs while interacting on

the platform [33], which makes us conjecture that users in a

more public OSN would behave differently. To answer RQ1,

we first investigate the differences among closed, moderate,

and open users using degree and the clustering coefficient

(CC), as studied in [11], as well as effective network size.

After that, we explain our new observations based on the

sociological theory of structural holes [32]. For hypothesis tests,

we conduct a Kruskal-Wallis Test (KW Test) to statistically

validate distinctive patterns among different groups for each

feature and Mann-Whitney’s U Test (U Test) for the post-hoc

test. In particular, we hypothesize as follows:

H1.1:H1.3 There exist significant differences in ego network

properties among three user types, and open users have

significantly higher (H1.1: degrees, H1.2: CC, H1.3: effective

network sizes) than other user types.

Degree (H1.1). The number of unique connections a user

has to other nodes in a graph is called a degree. The degree

is often referred to as the network size in ego networks. As

shown in Figure 2a, the results show that user types have a

significant effect on the medians of degrees (KW Test: χ2(2) =
505K, p < 0.001). Open users have significantly higher degrees

than moderate (U Test: Z = −107.3, p < 0.001, r = 0.11) and

closed users (U Test: Z = −359.5, p < 0.001, r = 0.18); the

median degree of open users is 50.0% and 400.0% greater

than the median of moderate and closed users, respectively.

Moderate users tend to have higher degrees than closed users

(233.3% median increase) and the difference is significant (U

Test: Z = −638.6, p < 0.001, r = 0.30). In addition, as in 2b,

indegrees show similar patterns to degrees (This also holds for

outdegrees). This result is in contrast to the previous finding

that a degree is negatively associated with self-disclosure [11].

Clustering coefficient (H1.2). We examine how CC affects

a user’s propensity of self-disclosure online. CC measures how
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Figure 2: Structural differences in ego networks of closed users, moderate users, and open users. The x-axis represents feature

values based on an individual’s ego network and the y-axis represents the percentage.

much a user’s neighbors know each other. CC is also referred

to the density in ego networks. In our graph, the CC for a user

u is given by:

CC(u) =

{

{|(s,t);(s,t)∈Es|}
du(du−1) if du > 1

0 otherwise
(1)

s and t are u’s neighbors and du is u’s degree and Es covers

social links of u’s ego network. As shown in Figure 2c, the

results show that user types have a significant effect on the

medians of CC (KW Test: χ2(2) = 59K, p < 0.001). Closed

users have a significantly smaller CC than moderate users (U

Test: Z = −235.5, p < 0.001, r = 0.11); the median CC of

closed users is 41.7% smaller than the median of moderate

users. While the effect size is small, closed users have a smaller

CC than open users (U Test: Z = −82.8, p < 0.001, r = 0.04).

However, between open and moderate users, moderate users

tend to have a higher CC than open users (19.7% median

increase) (U Test: Z = 39.9, p < 0.001, r = 0.04). These

results partially follow the previous finding that CC positively

correlates with self-disclosure [11].

Effective network size (H1.3). We study the relationship

between the effective network size and the propensity of self-

disclosure. The effective network size refers to the ego network

size of distinct groups of neighbors in terms of information

benefits [17]. These distinct groups of users who connect

through user u become disconnected if user u is ignored.

Hence, the effective network size indicates how much user

u plays a bridge role in her ego network. According to the

structural holes theory, when neighbors of user u from several

groups are densely interconnected, only one neighbor from

each distinct group is considered non-redundant in terms of

information benefits. The remainders are redundant since the

one neighbor in each distinct group can still provide the same

information that other redundant neighbors provide to user

u [17]. Hence, the effective size of u’s ego network is defined

as follows:

Effective network size = du −
{|(s, t); (s, t) ∈ Es|}

du
(2)

where s and t are u’s neighbors and du is u’s degree, and Es

covers social links of u’s ego network. The effective network

size varies from 1 where all neighbors are redundant to du

where all neighbors are non-redundant. Figure 2d shows that

the larger the effective network size, the more open the users

are. The differences in user types on the median of the effective

network size are significant (KW Test: χ2(2) = 510K, p <

0.001). We show that open users have significantly greater

effective network size than moderate (U Test: Z = −113.8, p <

0.001, r = 0.11) and closed users (U Test: Z = −366.8, p <

0.001, r = 0.18); the median effective network size of open

users is 54.4% and 414.7% greater than the median of moderate

and closed users, respectively. Moderate users tend to have

a higher effective network size than closed users (233.3%

median increase) and the difference is significant (U Test:

Z = −638.7, p < 0.001, r = 0.30).

Discussion. We believe that the characteristics of the

Google+ platform and the theory of social structural holes [17]

can explain our new observations of the patterns of users’

self-disclosing behaviors. First, users who use Google+ OSN

do not dissociate from their jobs while interacting on the

platform [33]. Thus, while users have a wider audience (i.e.,

more friends), they may not be discouraged to update their

personal information from being concerned about disclosure of

personal information as in private OSN (e.g., Facebook [11]).

Second, based on our observations of the CC and effective

network size, the structural holes may play an important

role in the self-disclosure of users. For example, when most

of the neighbors of the users are densely connected, the

users may not be motivated to reveal more information to

utilize the network because their neighbors cannot provide

new information benefits [32]. Moreover, the effect of the

effective network size on user types implies the importance of

the bridging role of a user.

Overall, we confirm and extend the prior work [11] on the

large-scale dataset in the more public context of OSN, and

show that the structural holes may play an essential role in the

self-disclosure of users.

V. SELF-DISCLOSURE IN COMMUNITIES

We have observed that features in an individual level network

affect users’ propensity to disclose information in an OSN.

We now turn our attention to the community side since the

online and offline behaviors of users can be highly influenced

by various properties of communities [13], [14]. We start by

identifying communities from the dataset. After that, we explore

how community features such as a user’s positional properties
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Figure 3: Comparison of three user groups based on different positional properties in the contexts of communities.

in the context of communities and the structural identity of the

community affect users’ self-disclosure to answer RQ2.

A. Identification of Communities

Communities form with highly interconnected users. To

evaluate the network structure with communities, modularity

is a widely used metric to explain how well communities

cluster in a network structure [31]. Larger modularity means

the network can be clustered into communities effectively. The

modularity is defined as follows:

Modularity =
1

2m

∑

ij

(Aij −
kikj

2m
)δ(ci, cj) (3)

where m refers to the total number of edges, A refers to the

adjacency matrix with the values of 1 if node i and j are

connected or of 0 otherwise, ki means the degree of node i,

and δ(ci, cj) = 1 if node i and j belong to the same community

or δ(ci, cj) = 0 otherwise. To take into account properties of

a community, we use the Louvain method [34] to identify

communities and further demonstrate the community structure

of the employed dataset. The Louvain method is a bottom-up

approach which iteratively groups nodes and communities

until the gain of modularity falls below a threshold of λ.

Since the λ parameter is a vital tuning parameter for the

Louvain method [35], we verify the quality of the detected

community structure by running the Louvain method with

different threshold λ values ranging from 10−8 to 0.4 which

consistently show high modularity values of above 0.7 [36].

We adopt λ of 10−7 for our further study since it shows

high modularity of 0.77. Note that the network structure

with modularity ≥ 0.3 indicates the corresponding network

has a well-formulated community structure [37]. This result

verifies that our detected communities are well organized as a

community structure with a given network G. As a result of

community detection, we identify a total of 4055 communities

in the dataset.

B. Positional Properties in Communities

After identifying communities, we are interested in whether

the relative position of users within the community affect

users’ self-disclosing behaviors. For the positional properties

in communities that users belong to, we adopt three widely

used node centrality measures: (1) betweenness centrality (BC),

(2) PageRank centrality (PR), and (3) closeness centrality [38].

More specifically, we predict as follows:

H2.1:H2.3 Among three user types, there exist significant

differences in positional properties in communities, and open

users have significantly higher (H2.1: BC, H2.2: PR, H2.3:

closeness centrality) than other user types.

Betweenness centrality (H2.1). BC is a metric that quan-

tifies how central a node’s role is in connecting other nodes.

Hence, we use BC [39] to examine the effects of a bridging role

in a community on the self-disclosure of users. BC measures

the sum of the fraction of the all-pairs shortest paths that pass

through user u and is given by:

BC(u) =
∑

s,t∈Vs,s 6=u 6=t

σ(s, t|u)

σ(s, t)
(4)

where σ(s, t) is the number of shortest paths between user

s and user t, and σ(s, t|u) is the number of shortest paths

between user s and user t passing through user u. Figure 3a

shows that users tend to disclose more personal information

as they have a higher BC. The differences among user types

are significant (KW Test: χ2(2) = 515K, p < 0.001). The

result shows that open users have significantly higher BC than

moderate users (U Test: p < 0.001, 87.5% median increase).

PageRank centrality (H2.2). We study PR [40] which

represents a user’s importance in a given community. A

larger PR value indicates that the corresponding node is more

important and influential [36]. The PR index for a user in a

community of size N is given by:

PR(u) =
1− α

N
+ α

∑

v∈M(u)

PR(v)

doutv

(5)

where α is a damping factor set as 0.85, and M(u) is the set of

nodes that link to u, and doutv is the number of outgoing links

from node v. As in Figure 3b, the more important the user is,

the more information the other users provide. The differences

among user types are significant (KW Test: χ2(2) = 122K, p <

0.001). However, the post-hoc test reveals that the effect size

of PR is relatively small between moderate and open users (U

Test: Z = −32.0, p < 0.001, r = 0.03).

Closeness centrality (H2.3). We investigate the closeness

centrality which measures how close a user is to all other users



Table I: Statistics for structural properties of communities.

Features Min Q1 Median Q3 Max

Community size 2 3 4 6 581403

NACC 0.00 0.00 0.00 0.34 1.00

Avg. degree 1.00 2.00 2.50 3.50 45.34

Avg. SP 0.05 0.53 0.96 1.24 6.48

Diameter 1.00 1.00 2.00 3.00 41.00

in a community. In our study, we define the closeness centrality

for a user u in a community of size N as follows:

Closeness(u) =
N − 1

∑

v∈V k
s

SP (v, u)
(6)

where SP (v, u) is the shortest-path distance between a user v

and user u. V k
s denotes the set of all users in the community k.

Figure 3c indicates that the closer a user is to all other users in a

community, the more likely the user is to reveal her information.

There exist significant differences among user groups (KW Test:

χ2(2) = 192K, p < 0.001). Note that over 30% of closed users

have 0 closeness centrality because they only have outgoing

links and thus other users cannot reach them. Likewise PR,

closeness centrality has a small effect size between moderate

and open users (U Test: Z = −29.8, p < 0.001, r = 0.03).

Discussion. From the results of statistical analysis, we derive

several findings as follows: (1) overall, users who are in an

important position in a community disclose more information;

(2) in particular, being positioned as a bridge in a community

(having a high BC) is one of the major factors for the self-

disclosure of users as we use BC as a TOP 3 important feature

for building the machine learning model in Section VI; (3) we

further confirms the importance of structural holes as we have

discussed in Section IV.

C. Structural Properties of Communities

We are inspired by [35] and turn our attention to whether the

structural characteristics of the community itself affects how

much users reveal their personal information (i.e., the number

of attribute types). For that, we first derive several features that

capture the structural properties of communities as follows:

(1) community size, (2) network average clustering coefficient

(NACC), (3) average degree, and (4) distance measures. To

examine in detail how users in a community with different

structural properties behave, we further group users from

communities according to the value ranges defined for each

structural property. For community size, following [35], we

categorize community sizes into four groups and denote them

as follows. [x, y] represents communities sized between x and

y (e.g., [Min,10], [10,1K], [1K,10K], and [10K+]). For NACC,

we divide users into three groups since the percentile statistics

of NACC are 0 from the minimum to the median. Then, for

the rest of the structural properties of communities, the value

ranges are categorized according to 25th percentile, median,

and 75th percentile. Table I reports the descriptive statistics for

structural properties. In this section, we use the average number

of attribute types of a community (i.e., overall self-disclosure

levels of users in the community) as a dependent variable for

hypothesis tests. We then predict as follows:

H2.4:H2.7 There exist significant differences in the average

number of attribute types of communities among four groups

of different (H2.4: community sizes, H2.5: NACC, H2.6:

average degrees, H2.7: distance measures).

Community size (H2.4). We examine how users reveal

their personal information regarding community size. The

community size is defined as the number of all users in

a community. The result shows that users’ self-disclosing

behaviors significantly depend on the size of the community

(KW Test: χ2(3) = 127.35, p < 0.001). However, U Test

result (p = 0.775) does not show any significant effect of

community size between medium-sized communities (size

of [1K,10K]) and big communities (size of 10K+), while

medium-sized communities’ average number of attribute types

are slightly higher (Median = 0.424) than big communities

(Median = 0.416). This result is partially in accordance with

the previous finding that a relatively small platform appears to

foster a more congenial atmosphere [41], which may lead to

more self-disclosure of the personal information of users.

Network average clustering coefficient (H2.5). We study

how users reveal personal information in relation to NACC.

NACC is the average CC of all users in an OSN, i.e., the

average density of an OSN. In our study, we consider the

NACC of each community k and NACC is defined as follows:

NACC(k) =
1

|V k
s |

∑

u∈V k
s

CC(u) (7)

where |V k
s | is the total number of users in the community

k. We discover that users’ self-disclosure largely depends on

and is proportional to the NACC of the community (KW Test:

χ2(2) = 229.40, p < 0.001). Like community size, NACC

does not have a significant effect on self-disclosure between

communities with a medium NACC and communities with a

high NACC (U Test: p = 0.146).

Average degree (H2.6). We investigate the way users

disclose personal information in relation to the average degrees

of all users in a community. The result shows that users tend

to provide more personal information as the average degree

of a community gets bigger from min to max (KW Test:

χ2(3) = 360.31, p < 0.001).

Distance measures (H2.7). We finally examine how users

disclose their personal information concerning two distance-

related features. Eccentricity, i.e., the maximum distance among

the shortest path lengths from a user u to all other users in

community k, determines distance measures of a community.

Eccentricity(u) is equal to argmaxv∈V k
s
SP (u, v) where

SP (u, v) is the shortest path length from node u to node

v. The average shortest path length and diameter of community

k are defined as the average and maximum eccentricity of

community k, respectively. We find that users in a community

with higher values of the average shortest path length reveal

more information (KW Test: χ2(3) = 228.67, p < 0.001).



Table II: Performance of models learned with different features

on distinguishing user types. The results show improvements

from incrementally adding our proposed features to strong

indicators.

Feature Sets Precision Recall F1

Degree & CC [11] 0.655 0.615 0.633

+ Ego Network Properties 0.656 0.745 0.697

+ Positional Properties 0.662 0.760 0.707

+ Structural Properties (Full) 0.666 0.761 0.710

Diameter also shows a similar pattern to the average shortest

path length (KW Test: χ2(3) = 325.70, p < 0.001).

Discussion. Overall, we find that all structural properties of

communities have a significant effect on the average number

of attribute types of a community (i.e., overall self-disclosure

levels of users in the community).

VI. INFERRING SELF-DISCLOSURE

Having established the features from ego networks and

communities, we investigate to what extent the self-disclosure

of users is affected by all of the network properties examined

thus far. In this section, to answer RQ3, we formulate a

classification task. This step allows us (1) to identify the

importance of the network properties, (2) to further validate

a previously described insight, the importance of the features

relevant to the structural holes (i.e., Effective network size and

BC), and (3) to explore the possibility of inferring the self-

disclosure of users given that we can only access the structural

information of OSN.

A. Experimental Setup

Given a social network of Vs and Es, we formulate a

classification task to distinguish moderate and open users from

closed users. Since the proportions of user types are highly

imbalanced, we randomly select 3,000 users from each user

group by using a random under-sampling method [42]. To

overcome the potential bias in our sampled datasets and obtain

the generalizability of our results, we conduct the experiments

over 100 randomly sampled datasets. We determine 90% of

users as training/evaluation sets and the remaining 10% of users

as a test set. Then we use precision, recall, and the F1-score as

evaluation metrics with moderate and open users as the target

class.

Benchmark and proposed features. Prior work on self-

disclosure found network features, degree, and CC, are powerful

indicators to infer users’ self-disclosure using a regression

model [11]. We first build a strong benchmark using these

indicators 1. After that, we further propose features based

on the properties of ego networks and communities we have

studied in the previous sections. To study the effects of our

proposed features on the classification task, we build models

for inferring self-disclosure of users by using our proposed

features as follows.

1We do not include other studied features such as gender, age, number of
logins, and tie strength since these features are not available in the dataset.

0.00 0.04 0.08 0.12 0.16 0.20
Feature Importance

Community Size
NACC

CC
Closeness

PR
In degree

Degree
BC

Effective net size
Out degree

Figure 4: Feature importance for distinguishing user types.

1) Ego network properties: Degree, in/out degree, CC, and

effective network size (Section IV).

2) Positional properties in communities: BC, PR, and

closeness centrality (Section V-B).

3) Structural properties of communities: Community size,

NACC, average degree, average shortest path length, and

diameter (Section V-C).

B. Overall Performance

We first train four different classifiers such as Logistic

Regression, Multiple-Layer Perceptron, Decision Tree, and

Random Forest (RF). Among them, we use RF for further

comparison between different features since RF shows the best

performance and enables us to calculate the importance of

each feature. Note that we do not adopt deep neural network

models in our study because our primary goal is to have a

better understanding of our derived features and their relative

importance. Table II shows that the full model using all

proposed features performs the best, and significantly improves

the performance of the benchmark by 12% in the F1-score

(Wilcoxon signed-rank test: p < 0.001).

C. Understanding Feature Importance

We finally discuss the feature importance of the learned

RF with all features. Figure 4 lists the top 10 important

features. We calculate the Gini importance of each feature

in the learned RF from the classification task. It suggests that

ego network properties and features derived from the contexts

of communities are important for distinguishing user types.

The BC and effective network size are two of the top 3 most

important features, which is consistent with our finding that

the users’ roles as bridges in a community are important to

self-disclosing behaviors.

VII. CONCLUSION

In this paper, we studied the self-disclosure of users based

on their ego networks and communities. We first characterized

the self-disclosure of users into three types following online

privacy theory called CPM to extend the survey-based analysis

of self-disclosure to the large-scale dataset. After that, we

examined how users’ self-disclosing behaviors are associated

with network structures in two levels of granularity: ego

networks and user communities. Interestingly, we observed

that self-disclosing behaviors could be associated with the



sociological theory of structural holes since users are more

likely to disclose personal information when they can utilize

positional advantages by playing bridging roles from their

networks. This work established the potential to incorporate

different network structures into self-disclosure analysis.
There are several directions worthwhile investigating as

future work. First, we want to verify our results with other data

sources. Second, we plan to explore the possibility of predicting

the future status of the self-disclosure of users dynamically,

which can provide much information to various business agents.

Finally, we want to investigate the causality relation between

the self-disclosure and the user’s position in a network.
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