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ABSTRACT
Many UK higher education institutions offer software engineering
programmes, but the purpose and relevance of these programmes
within computing science departments is not always obvious. The
reality is that while advanced economies require many more skilled
software engineers, universities are not delivering them. This is at
least true in the context of the United Kingdom, where there are
high numbers of software engineering vacancies and unemployed
software engineering graduates. A possible explanation could be
that curriculum content of software engineering programmes in
universities needs to be reconsidered to meet the needs of indus-
try. However, reconsidering curriculum content alone is unlikely
to be transformative as there is little to be gained from changing
to an emerging methodology, language or framework. Instead, an
alternative direction could be to reconsider curriculum delivery
and the identity of software engineering within computing science
itself. In this paper, we contextualise the challenge by consider-
ing the history of software engineering education and some of its
key developments. We then consider some of the alternative deliv-
ery approaches, before arguing cooperative programmes provide
a opportunity for institutions to reconsider software engineering
education.
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1 INTRODUCTION
Friedrich Ludwig Bauer employed the term ‘software engineering’
over 50 years ago as both the problem and solution to the perceived
software crisis of the era [34, 51]. The specifics of the profession
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emerged from the 1968 NATO Conference and its use was delib-
erately provoking. The aim was to recognise the specific skills
required to deliver software that was both significant in complexity
and scale [10].

The provocation to traditional programmers and theorists was
arguably effective as in the ensuing years, large-scale systems
have came to represent significant assets not only for developed
economies, but emerging markets as well [7]. The continued sig-
nificance of software engineering is expected only to increase as
the governors of advanced economies identify software systems
and services as strategically important to economic growth [24].
Universities across the world are serving the perceived priority, for
example 95 of the 130 publicly funded universities in the United
Kingdom deliver computing science and/or software engineering
degrees [53].

However, while the significance and importance of software to
modern society has only increased, many of the same problems
persist. In 1955, industry perceived universities as not delivering
computing science graduates that satisfied their requirements [36].
In the current climate, at least in the United Kingdom, industry still
perceives universities as not delivering computing science gradu-
ates that satisfy their requirements [53]. The solution to the problem
is not entirely obvious. This is partly due to the fact the problem
is not clear. The problem could be curriculum content, delivery or
it could be both. Parnas argues that software engineering should
be more engineering-focused and not delivered as a formal science
[44]. However, Gibbs argues that fragmenting computing science
and software engineering is detrimental to computing as a whole,
as theorists should always be mindful of the applied environment
[22].

In this paper, we attempt to propose a solution to the challenge
of software engineering education, by considering some of its past.
The contributions of this paper are:

• to contextualise the issue by reminding readers that the
identity of software engineering education has been debated
just as long as computing science, but there is still no sign
of a resolution.

• to review some of the developments in the education of
software engineers.

• to identify of some of the different delivery models used for
software engineering education and suggest a way forward.

2 TRACING A HISTORY FOR SOFTWARE
ENGINEERING EDUCATION

In order to chart a future for software engineering education it re-
quires appreciation of the events that shaped its past. The following
section attempts to understand the current settlement by tracing
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some of the developments in the history of software engineering
education.

2.1 Magic Tricks and Moon Shots
A system is only as powerful as the mind that wields it. The chal-
lenge for early computer manufacturers was to demonstrate the
potential of their expensive systems, a situation that required man-
ufacturers to train programmers [18]. In the 1950s while a soft-
ware industry was emerging, programmers had their own personal
practices and systems had their own incantations. The immediate
concern was to get the most out of manufactured systems.

However, the Apollo Guidance and Navigation programme in the
1960s serves as a classic example of the difficulty in delivering a com-
plex software solution at scale to solve a specific challenge: space-
craft control. David Hoag, programme technical director, stated
that 1,400 person hours were applied to land on the moon alone
and that the “effort needed for the software turned out to be grossly
underestimated” [28]. Hoag stated at the peak of activity, in 1968,
350 programmers were working on software. While this figure that
may seem trivial by modern standards, it was significant for the era:
recall that computer manufacturers typically trained programmers
in the era. For context, in 1954, a manager from the computer man-
ufacturer UNIVAC, stated that the annual training capacity for all
computer manufacturers was approximately 260 programmers [18].
Consequently, the Apollo Guidance and Navigation programme
was a hugely significant software project.

Margaret Hamilton, software lead on the programme, regularly
used the term “software engineering” to emphasise that devising
software was just as much an engineering challenge as others on
the programme [40]. Hamilton was aware that minds had to shift
to appreciate that software delivery was less a hobby and more
a profession. This important shift was increasingly occurring in
industry and academia. In general, industry was becoming tired of
the lack of programmers with transferable skills and systems that
required bespoke solutions [69]. In academia there was increasing
recognition that programming had to move from a craft to a dis-
cipline [16, 68]. Consequently, there was increasing consensus for
the need for a discipline for computing generally.

2.2 Forging a Discipline
In the summer of 1960, IBM organised a conference for computing
centre directors [38]. There was, unsurprisingly, agreement among
directors that universities should fund computing centres, much
like libraries and other central resources. The directors also agreed
that computing centres should deliver more advanced computing
courses that were credit bearing and contributed to undergraduate
programmes. The conversation of advancing the discipline contin-
ued throughout the 1960s with much of the focus on defining a
suitable foundation, possibly in mathematics, systems or informa-
tion processing.

There was much debate, but European institutions were gen-
erally not convinced that information processing was a suitable
foundation as it was arguably an established discipline in itself
[26]. There was also a general consensus that mathematics would
be a suitable foundation, leading to more abstract and theoretical
course content. However, in 1964, Varga argued that “the systems

programming expert is neither a numerical analyst, a pure logician
or at the other extreme a computer coder" [63]. Varga proposed
a curriculum for computing that was more closely related to the
educating of engineers, rather than mathematicians. Neverthless,
mathematics remained the favoured foundation for the discipline
and this was reflected in “Curriculum 68” published by the ACM
[4].

The early attempts to outline curricula were formative in nature,
weaponised to guide the formation of the discipline [17]. The argu-
ment could be made that a mathematical foundation was favoured
as it may ensure the theoretical progression of the discipline. How-
ever, Atchison argued that the focus on mathemaitcs in Curriculum
68 is not particularly surprising given that many of the committee
members were mathematicians [3].

2.3 Theory versus Reality
In the 1970s, the path for the discipline was beginning to form, but
not necessarily in a direction that favoured software engineering.
Coates argued that computing science departments were concerned
more with theory and less with reality [14, 39]. Coates argued that
graduates were not immediately productive and required additional
training as they no exposure to real world systems. The situation led
to some institutions introducing more industry considerate courses.
Parnas reported one such course that delivered a project-oriented
course in software engineering methods at Carnegie-Mellon Univer-
sity [43]. Parnas delivered the course twice, one cohort had indus-
trial programming experience, while the other had completed only
programming courses. Parnas argued that when devising courses
with different cohorts, tailored versions should be favoured.

Further consideration of the optimal curriculum continued in
the 1970s. The Model Curricula Subcommittee of the IEEE Com-
puter Society Education Committee was formed to bridge the gap
between emerging computing science curricula and computing en-
gineering curricula [39]. While not specifically focused on software
engineering, Wasserman and Freeman argued the recommenda-
tions from the Model Curricula Subcommittee could act as the
strong foundation for curricula optimal for software engineering
[65]. Consequently, even in the 1970s consideration was been given
to the significance and importance of software engineering.

2.4 Economic importance
The significance of software engineering increased into the 1980s
with many advanced economies beginning to assess the importance
of software to defence and economic growth. The Software Engi-
neering Institute (SEI) was established, a key outcome of the US
Department of Defense Strategic Computing Initiative in the early
1980s. The aim of the SEI was not only to increase the production
of software, but also to increase the dependability and quality of it
[6, 19]. In the UK, there was concern the country was not leading in
software engineering and computing initiatives. Grindley reported
that the UK software industry contributed to only 2% of the world’s
software value [25]. In 1983, the Alvey Programme was launched,
primarily to improve collaboration between academia and industry
[59]. The programme considered many technological areas and
challenges, but a key concern was improving software engineering
within the United Kingdom [47].



The importance of software engineering and relevancy to em-
ployment was also beginning to be recognised by UK institutions.
In 1984, University College London (UCL) adopted an engineering
approach to their undergraduate programme, delivering graduates
that were valuable to industry [67]. Winder et al. argued this was
not about equipping students with a “bag of skills” but rather, devel-
oping intellectual skills that permit them to progress rapidly within
their chosen career. Similarly, Garratt and Edmunds reported on the
introduction of a compulsory software engineering course into the
computing science curriculum at the University of Southampton
[21]. The project-led course spanned 12 weeks and was focused
more on group interaction and less on formal lecturers and exercises.
There was growing recognition that software engineering needed
to be considered within the computing science UK curriculum.

In 1989, the British Computing Science (BCS) and the then In-
stitution of Electrical Engineers (IEE) formed a joint initiative to
consider a curriculum for undergraduate software engineering [57].
Hoyle argued this was a direct response to the outcomes of the
Alvey programme [29]. The focus of the initiative was to ensure
software engineering was perceived as more than just program-
ming. There was an increasing sense that a curriculum for software
engineering was emerging.

2.5 Threatening Split from Computing Science
In the 1990s, Ford argued that software engineering had been evolv-
ing over the past 20 years, but that despite best efforts the necessary
skills and knowledge were not present in the majority of comput-
ing science curricula [19]. Gibbs argued that computing science
and software engineering were facing an impending split, much
the same way that computing science split from mathematics [22].
Gibbs argued that software engineering in the early 1990s was in
a state of evolution similar to computing science in the 1960s and
that by the end of the century it would splinter. In 1997, Garlan et al.
reported on their postgraduate software engineering programme
that they had spent almost nine years refining and was jointly de-
livered by the Software Engineering Institute and Department of
Computing Science at Carnegie Mellon University [20].

The postgraduate programme required students to have earned
an undergraduate in computing science and have at least two years
of relevant industrial experience. An interesting aspect was that
approximately 50% of the initial cohort comprised of students em-
ployed by large corporations who paid their tuition fees. The ex-
pectation was that such leaders would return to workplace and in-
fluence existing practice and essentially represent agents of change.
However, while the programme was promising the cohort was com-
parably small, initially only educating 20 students at some expense.
In 1999, as the century closed there was still much concern that
computing science departments were not embracing software engi-
neering education. The Software Engineering Institute released a
body of knowledge for software engineering as to support develop-
ment of bespoke courses and programmes [5].

2.6 Prioritising Skills Development
In 2000, Shaw outlined a road map for software engineering educa-
tion [55]. Shaw argued while progress had been made, focus had to
move away from content and consider how the curriculum could

reflect different software engineering roles. However, concern still
persisted that computing science graduates were not aligned with
industry expectations. Begel and Simon investigated graduate soft-
ware developers experience in the workplace [8]. They reported
that while students demonstrated generally good design skills, they
lacked other important skills relevant to software engineering, such
as communication.

The trend continued in the 2010s with more research and practi-
tioners discussing the importance of skills. In 2013, Radermacher
and Walia argued that students not only lacked strong communi-
cation and collaboration skills, but were also weak in design and
development [48]. They argued that curricula changes were still
necessary to address the technical and professional skill deficien-
cies in many graduates [48]. Similarly, Radermacher et al. argued
that graduating students do not possess skills to deliver on large-
scale software engineering projects [49]. They interviewed project
managers and hiring personnel in the US and Europe and reported
that graduates lacked project experience, had poor communication
skills and had little knowledge of testing [49]. Almi et al. argued
that despite the best efforts of educators and industry, there still
existed a gap between academic curricula and the requirements of
industry [1].

The importance of skills and the lack of focus on them is ar-
guably reflected in the present day settlement, at least in the United
Kingdom. A reality confirmed by the high unemployment of com-
puting science graduates versus the high demand for such skills
[53]. Numerous reviews of such a paradox have not identified any
single clear, consistent factor [64].

3 SOFTWARE ENGINEERING AS A BRANCH
OF ENGINEERING

If graduate employment is an acceptable metric then computing
science departments still need to refine their efforts to ensure they
are producing graduates that are aligned with the requirements of
industry. The concern is that computing science departments are
not equipping graduates with the necessary skills. An alternative
perspective could be that industry are incorrectly expecting com-
puting science departments to deliver software engineers, rather
than computing scientists. Consequently, a solution to the current
challenge could be to reconsider the foundation of software engi-
neering education.

Hoyle argues one of the strongest outcomes of the BCS/IEE cur-
riculum report in 1989 was the definition of software engineering:
“Software Engineering is not simply a more organised approach
to programming than that which was prevalent in the early days
of computer science and remains widespread among amateurs or
through lack of education and training" [29, 57]. Similarly, Parnas
argues a software engineer is not simply a good programmer, but a
professional who is responsible for the solutions they deliver [44].

However, this thinking is not clearly reflected in many software
engineering programmes and courses. Tomayko argues that some
computing scientists display a general lack of respect towards en-
gineering, essentially not favouring or even believing in “messy”
solutions [61]. The assumption could be that high-quality software
solutions can be delivered by thinking about them hard. However,



perfect solutions are not always possible, as any potential solution
will represent any number of hidden assumptions.

The failure of the original Tacoma bridge demonstrates the chal-
lenge of hidden assumptions [46]. Celebrated bridge engineer Leon
Moisseiff was the leading engineer on the bridge that collapsed
shortly after opening to the public. The design of the bridge utilised
narrow and shallow girders, unusual at the time for such suspension
bridges. The narrow and shallow girders were not sufficiently rigid
and were easily swayed by the winds until the eventual collapse of
the bridge.

Othmar Ammann, leading bridge engineer investigating the
collapse, stated: "The Tacoma Narrows bridge failure has given us
invaluable information... It has shown [that] every new structure
[that] projects into new fields of magnitude involves new problems
for the solution of which neither theory nor practical experience
furnish an adequate guide. It is then that we must rely largely on
judgment and if, as a result, errors or failures occur, we must accept
them as a price for human progress" [2].

Moisseiff had never thoroughly considered the winds as they
had not been a concern in prior bridge projects. Consequently, it
does not matter how hard Moisseiff and other thought about the
solution, as Ammann suggests no prior theory or experience shed
light on the problem. Petroski argues that many projects demand
engineering judgement and that such judgement does not come
from deeper understanding of theory or strong command of compu-
tational tools, but by learning from experience and failure [45]. In
the context of software engineering, exposure to existing systems
and building messy solutions may be a stronger starting point. The
use of robust or defensive programming is one such technique that
may be valuable for software engineers to learn to deal with hidden
assumptions [9].

Therefore, adopting a more engineering perspective may be
valuable in the delivery of software engineering education. Roy
and Veraart argues such a curriculum does not need to be widely
different from existing computing science curricula, but would
include more engineering science courses and relevant skills [52].
Parnas argues software engineering does not need to be a sub-field
of computing science, but needs to consider not just content, but
delivery as well [44].

4 THE DIFFERENT APPROACHES TO
SOFTWARE ENGINEERING EDUCATION

There have been attempts to perform mappings of software engi-
neering education [12, 35]. However, while such attempts provide
insight into methods and trends, they arguably do not consider
the wider delivery strategy or approach to software engineering
education within computing science programmes.

In the UK context, computing science departments use many
different approaches to deliver software engineering education
and skills. The “approaches” discussed here are our groupings of
examples considered from literature, experience and other sources.
The listed approaches and examples are not exhaustive, and others
may favour alternative groupings and different examples.

4.1 The “icing" approach
The icing approach delivers software engineering within existing
courses or as one area within computing science. It affords institu-
tions the option to embed content within existing courses, such as
operating systems, and/or deliver bespoke courses that focus solely
on software engineering concerns, such as processes and practices.

There are many examples of the aforementioned approach dis-
cussed in §2, but there are many inventive methods to consider.
Dawson suggests “twenty dirty tricks to train software engineers”
that can introduce some of the richness of the real world back into
the sheltered and sterile environment of the computing laboratory
[15]. Dawson argues that software upgrades of workstations, down-
time of important resources, moving deadlines and fluctuating team
members are part of professional software engineering. However,
the university environment strives to perform software upgrades
and maintain resources outside semesters and have numerous poli-
cies to manage missing team members. Dawson reasons that such
disruptions should be introduced back into courses as to provide
students with sufficient experience and skills in negotiating such
challenges. The approach from Dawson seems valuable, but also
relatively inexpensive to implement. Nevertheless, care would be
required in employing such tricks, considering the current climate
within universities and concerns around student mental health.
An alternative approach would be to create an artificial real-world
environment.

Tvedt et al. proposes the Student Software Factory an organisa-
tion that is staffed and effectively managed by students [62]. The
software factory comprises of eight semester courses that students
complete sequentially. Each course represents a role within the soft-
ware engineering profession, from the junior to senior. A student
would complete an initial course on software tools and processes
in a first semester course, before starting the role of system tester
in the second semester. The conclusion in the seventh and eighth
semester is for students to act as project managers, effectively co-
ordinating and managing junior students as well as considering
risk and deadlines. A potential limitation of the proposed software
factory approach is that students are not able to reflect fully on
some roles, such as project management. The student effectively
completes the course and graduates.

Another approach is studio teaching, students typically have a
dedicated space with mentors that support reflection and critique
of the ongoing production of software [27]. Lee et al. reports on
the use of studio teaching for three software engineering courses
on a software engineering program [32]. Lee et al. states the stu-
dio comprises of a dedicated lab space with teaching staff in the
space for specific contact hours. Tomayko argues teaching software
engineering in a studio environment affords greater opportunity
for students to engage and reflect on the production of software
[60]. The concept of studio education is long since established, but
definitions in the context of software engineering and computing
science are often vague. Bull et al. argues that the lack of such a
precise definition makes such a method difficult to evaluate and to
determine its overall effectiveness [11].

Nevertheless, the icing approach has advantages in that it allows
students to focus on theory will still be exposed to material relevant



to industry. The concern is that students have limited to no exposure
to industry itself.

4.2 The “sandwich” approach
Two fairly common complaints from employers are that: gradu-
ates are not aligned with their requirements; and/or that they lack
exposure to the challenges of the workplace [14]. The sandwich
approach exposes students to industry early, by expecting students
to complete a summer or even a year in the workplace in the mid-
dle of their degree programme. The Shadbolt Review reports that
integrated work placements are crucial in addressing the unem-
ployment of computing science graduates [53]. Shadbolt states that
students that completed sandwich degree programmes reported
lower levels of general unemployment (6% vs 15% non-sandwich)
and the lowest level of non-graduate unemployment (6% vs 25%
non-sandwich). Consequently, Shadbolt recommends increased use
of placements and internships within programmes. However, while
the Shadbolt review may recommend the increased use of such
sandwich programmes and some countries make them compul-
sory [31], such an approach focuses on exposure to industry as the
solution to the problem rather than the students themselves.

The typical approach for many sandwich programmes is that
students are encouraged to engage with specific resources, such
as the programme lead, placement coordinator or placement office.
The student is largely responsible for identifying and securing the
placement with scaffolding from the institution. The approach itself
requires the student to engage in their preparation and exposure
to the workplace. In a compulsory approach students are thrust
upon employers and potentially view the placement as just another
course.

Clark and Zukas report on the experience of two different stu-
dents exploring placements in software engineering [13]. They
argue that students being required to engage in the process of se-
curing a placement is an important component of the experience.
Clark and Zukas suggest that not all students would benefit from a
placement experience as they may not have the general qualities for
the workplace, that are effectively demonstrated in securing a place-
ment. That is demonstrating independence by research, identifying
a suitable placement and determining the value to be extracted from
it. Clark and Zukas also argue that compulsory placements not only
remove such a process, but also have the potential to undermine
the value of them.

Similarly, O’Briain et al. report that a significant advantage of a
placement, other than the placement itself, is the process of iden-
tifying, engaging and securing it [42]. However, O’Briain et al. do
suggest that some students struggle to adjust to academic processes
and structures upon returning from the workplace. Silva et al. ar-
gues that while sandwich placements and internships can enhance
graduate employment, the most effective structure or approach is
still unclear [56]. Silva et al. suggests that institutions need to con-
sider more the value in the entry and exit processes to placements.
It is not clear that placement students experience a different path or
curriculum upon return from their employment, they likely experi-
ence the same courses as non-sandwich students. Parnas discussed
this concern in 1972 as a primary consideration on his software en-
gineering course, while students with industrial experience did not

perform any better than inexperienced students, a course approach
that was optimal for both could not be found [43]. Similarly, Tvedt
et al. argues one of the difficulties of sandwich placements is that
they are slightly “big-bang”, in that students encounter many new
things all at once, and the curriculum has not necessarily prepared
them for it [62].

In many ways the sandwich approach can be compared to that
of a joint academic degree programme between two different disci-
plines. A student essentially studies all the hardest parts of both,
with no one managing their situation.

4.3 The “cooperative” approach
The cooperative approach to software engineering education is for
academia and industry to partner to deliver graduate professionals.
The cooperation could be relatively small scale and only involve a
few courses and internships or it could involve a shared curriculum.
The approach effectively expects students not only to learn on-
campus at university, but also in industry at the workplace. The
approach is commonly referred to as cooperative programmes in
North America, Duales Studium in Germany and is effectively being
introduced in the United Kingdom through Degree Apprenticeships.

The cooperative approach is a delivery model that attempts to
address the isolation of theory and practice by integrating them
in a single programme where students are exposed to theory at
university and practice it in the workplace [50]. The approach has
the benefits of both the aforementioned approaches while avoiding
some of the concerns. In particular the academic and industrial
partner work together to form a programme that is an optimal
balance of theory and practice.

The concern is that many universities do not have sufficient
experience to rapidly deliver traditional academic degrees, such as
software engineering, as cooperative programmes. This is not to
say that universities are ineffective at working with industry [30].
However, devising cooperative curriculum is a significant challenge
as universities need to ensure quality and effective attainment of
higher education objectives.

A successful work-based learning programme requires close
collaboration with industrial partners [66]. The aspiration is that
knowledge transfer can occur between both industry and academia.
Research is transferred from university and makes an impact on
industry and companies can inform universities of the knowledge
and skills they expect of software engineering graduates. There is
potential for cooperative education programmes to engage more
research-led universities with software engineering as more re-
searchers are able to connect with practitioners in industry. Shaw
argues that “Good science depends on strong interactions between
researchers and practitioners" [54]. Similarly, Meyer argues that
institutions should take on the challenge of delivering a programme
of teaching and research that is engaging and scientifically rigorous
[37].

Nevertheless, the concern is that rather than being a mutually
assured partnership, universities will be ‘reverse-colonised’ by in-
dustry [23]. The concern is that universities will seek to satisfy
industry requirements when under pressure rather than ensure
attainment of higher education objectives. Nevertheless, univer-
sities could adopt different solutions to avoid such challenges, a



novel approach could be for academic institutions to initially act
as the academic environment and workplace by training research
software engineer apprenticeships [33].

Staehr et al. report on the delivery and use of cooperative learn-
ing for computing science students [58]. They argue that the pri-
mary advantage of the approach is reflection, that students are able
to consider their practice away from the workplace.

Similarly, Nerland reports on the experiences of graduates partic-
ipating in work-based learning in the roles as computing engineers
[41]. Nerland argues that the role of computer engineer, not dissimi-
lar to that of a software engineer, requires interaction with multiple
objects that vary and are tailored to a given context. Moreover,
the relevant technology and implementation is in constant flux.
Nerland suggests professional development requires an individ-
ual to continually update and question knowledge. Consequently,
work-based learning has the potential not only to prepare students
for industry, but academia has the potential to shape students for
professional development.

4.4 The “do nothing” approach
There is more than one powerful case for doing nothing, i.e. not
delivering finished computing professionals.

The less discussed approach for computing science departments
is to not engage regards software engineering education. These
departmentsmay favour simply focusing on core computing science.
There is nothing to say that such graduates would not be eminently
employable. In such universities, employers may simply look to
other disciplines to fill roles that are perceived as being delivered
by computing science graduates. The reality is that Physics could
deliver programmers, Statistics could deliver data scientists and
Business Schools could deliver project managers.

There is also the case that the role of computing science depart-
ments is not to produce perfect professionals, but rather strong
entry candidates for subsequent professional programmes. These
programmes could be delivered by higher education institutions, by
companies themselves or a combination of the two. An approach
that is broadly similar to the traditional USA model of professional
education for medicine which traditionally only tackled applied
concerns in postgraduate programmes, not in undergraduate pro-
grammes.

5 REDISCOVERING SOFTWARE
ENGINEERING EDUCATION

The primary concerns of software engineering education seem to
persist, despite many academics and practitioners rediscovering
them over the past 70 years. The future challenges for software
engineering education for academia and industry seem largely the
same now as we near 2020 as they did in the 1950s.

However, a significant aspect has changed in the ensuing decades
for software engineering education. In the 1950s and 1960s, stu-
dents at universities would have scheduled access to a computing
system and wait days for results. In 2020, students can wander
into any university library and find countless desktop systems just
waiting for a key press. That is to say that computing systems have
progressed from being incredibly costly to inexpensive, whereas
the same can not be said for the individuals that operate them.

Consequently, individuals have to be productive for companies
as soon as possible. If graduate employment is an important metric,
then (some) computing science departments (at least in the UK) are
not delivering graduates aligned with the expectations of industry.
The challenge becomes how to solve the misalignment problem
and deliver graduates that meet expectations.

From the non-exhaustive list of considered approaches, see §4,
computing science departments could consider progress in two
different routes. The first option could be to adopt the “do nothing"
approach, where computing science departments focus more on a
computing science curriculum for undergraduates and tackle pro-
fessional concerns at the postgraduate level. Alternatively, industry
could hire graduates from other departments, such as programmers
from Physics and data scientists from Statistics.

The second route could be to emphasise the responsibilities of
industry and embrace the “cooperative” approach. Industry can
engage more in defining the knowledge and skills they want from
software engineering students. Academia can begin to devise and
develop programmes that deliver such graduates. There is great
potential in cooperative programmes to deliver valuable graduates,
but only if industry appreciate their responsibility in delivering pro-
fessional software engineers. Cooperative programmes also have
the potential to engage traditional computing scientists in the con-
cerns and requirements of industry. This could potentially not only
produce valuable research partnerships but could also result in
industry utilising existing research outputs, leading to greater re-
search impact for traditional academics.

6 CONCLUSION
The history of software engineering education reveals a debate
which has persisted for many decades with no clear progress. Con-
trasting that to Moore’s law brings home how shocking that stasis
is. Cooperative programmes could be a fruitful starting point for
departments interested in moving forward, but are no silver bul-
let. A sounder basis for progress may be for us each not only to
acknowledge, but to take to heart, that: (a) software engineering
is not all about programming, equally (b) it is not a receptacle for
all applied and professional concerns and (c) there are numerous
different roles that are filled by computing graduates, each of which
implies different course content.
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