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Abstract

Machine perception applications are increasingly moving toward
manipulating and processing 3D point cloud. This paper focuses on
point cloud registration, a key primitive of 3D data processingwidely
used in high-level tasks such as odometry, simultaneous localization
and mapping, and 3D reconstruction. As these applications are
routinely deployed in energy-constrained environments, real-time
and energy-efficient point cloud registration is critical.

We present Tigris, an algorithm-architecture co-designed sys-
tem specialized for point cloud registration. Through an extensive
exploration of the registration pipeline design space, we find that,
while different design points make vastly different trade-offs be-
tween accuracy and performance, KD-tree search is a common
performance bottleneck, and thus is an ideal candidate for architec-
tural specialization. While KD-tree search is inherently sequential,
we propose an acceleration-amenable data structure and search
algorithm that exposes different forms of parallelism of KD-tree
search in the context of point cloud registration. The co-designed
accelerator systematically exploits the parallelism while incorpo-
rating a set of architectural techniques that further improve the
accelerator efficiency. Overall, Tigris achieves 77.2× speedup and
7.4× power reduction in KD-tree search over an RTX 2080 Ti GPU,
which translates to a 41.7% registration performance improvements
and 3.0× power reduction.

CCS Concepts

•Computer systems organization→ Special purpose systems;
• Human-centered computing→ Mixed / augmented reality.
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1 Introduction

Enabling machines to perceive, process, and understand visual data
plays a vital role toward the promise of an intelligent future. While
traditional machine perception focuses mostly on processing 2D
visual data such as images and videos, 3D data – represented using
point cloud – that provides a three-dimensional measure of object
shapes has become increasingly important. The proliferation of 3D
data acquisition systems such as LiDAR, time-of-flight cameras, and
structured-light scanners stimulates the development of point cloud
processing algorithms. As a result, point cloud-based algorithms
have become central to many application domains ranging from
robotics navigation [70], Augmented and Virtual reality [63], to 3D
reconstruction [66].

(a) Data frame A (b) Data frame B (c) Aligned frame

Fig. 1: Illustration of point cloud registration. Two point

cloud frames are aligned to form a unified frame.

The single most important building block of 3D perception-
enabled applications is registration, the process of aligning two
frames of point cloud data to form a globally consistent view of the
scene. Fig. 1 illustrates the registration of two point cloud frames.
Augmented Reality applications align a sequence of frames to form
a complete 3D model of the environment so as to place virtual ob-
jects. Similarly, a mobile robot estimates its real-time position and
orientation (a.k.a., odometry) by aligning two consecutive frames,
which provides the translational and rotational transformations. As
these applications are increasingly deployed in embedded systems
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with limited performance and power budgets, this paper takes a first
step toward enabling real-time, low-power 3D data registration.

We present Tigris, a software-hardware system specialized for
3D point cloud registration. Tigris achieves high efficiency not
only by the specialized datapaths and control logics that mitigate
common inefficiencies in general-purpose processors, but also by a
combination of acceleration techniques that exploit unique charac-
teristics of point cloud registration. In particular, Tigris identifies
and exploits different forms of parallelism, captures unique data
reuse patterns while reducing the overall compute demand. Criti-
cally, we enable these techniques by co-designing the data structure,
algorithm, and the accelerator architecture.

We start by understanding the performance characteristics of
point cloud registration and identifying the acceleration opportuni-
ties. The central challenge, however, is that point cloud registration
exposes a large design space with many parameters that are of-
ten collectively co-optimized given a particular design target. In
order to obtain general conclusions without overly specializing
for one particular design point, we first construct a configurable
registration pipeline, which let us perform a thorough design space
exploration. Surprisingly, although different design points differ sig-
nificantly in registration accuracy and compute-efficiency, KD-tree
search is the single most dominant kernel across all design points,
constituting over 50% of the registration time, and thus presents
itself as a lucrative specialization target.

KD-tree search, however, is inherently sequential due to the re-
cursive tree traversal. To enable effective hardware acceleration,
we propose a parallel KD-tree search algorithm to introduce fine-
grained parallelism that are amenable to hardware acceleration.
The algorithm builds on top of the two-stage KD-tree data struc-
ture, a variant of KD-tree that provides high degrees of parallelism
by balancing recursive search with brute-force search. However,
two-stage KD-tree necessarily introduces lots of redundant com-
putations in increasing parallelism. To mitigate the redundancies,
we observe that point cloud registration is resilient to impreci-
sions introduced in KD-tree search due to the noisy nature of point
cloud data. Our algorithm incorporates an approximate KD-tree
search procedure that reduces workload while presenting massive
parallelism to the hardware.

The new data structure and algorithm in conjunction uniquely
expose two forms of parallelism in KD-tree search: query-level
parallelism (QLP) and node-level parallelism (NLP). The key design
principle of the hardware accelerator is to exploit the two forms of
parallelism with proper architectural mechanisms. Specifically, the
accelerator incorporates parallel processing elements (PE) to exploit
the QLPwhile applying pipelining to exploit the NLPwithin a query.
While parallel PEs and pipelining are well-established techniques,
effectively applying them in KD-tree search requires us to design a
set of architectural optimizations that leverage compute and data
access patterns specific to KD-tree search.

We evaluate Tigris over a general-purpose system consisting of
an Intel Xeon Silver 4110 CPU and an Nvidia RTX 2080 Ti GPU. We
show that Tigris achieves 77.2× speedup and 7.4× power reduction
in KD-tree search compared to the GPU, which translates to 41.7%
speedup and 3.0× power reduction for the end-to-end registration.

To our best knowledge, this is the first paper focusing on archi-
tecture and system specializations for point cloud processing. In
summary, we make the following contributions:

• We identify that KD-tree search is inherently a performance
bottleneck in point cloud registration by carefully navigating
the algorithmic and parametric design space of registration.

• We demonstrate that point cloud registration is tolerant to
errors introduced in KD-tree search.

• We propose an acceleration-amenable KD-tree search algo-
rithm. Building on top of a novel two-stage KD-tree data
structure, the algorithm exposes massive parallelism to the
hardware while reducing the compute.

• We co-design an accelerator architecture with the search
algorithm. The accelerator incorporates a set of architec-
tural optimizations that are specific to KD-tree search to
effectively exploit different forms of parallelism.

The rest of the paper is organized as follows. Sec. 2 introduces
the necessary background of point cloud processing. Sec. 3 per-
forms extensive algorithmic design space exploration to identify
that KD-tree search is the performance bottleneck of point cloud
registration. Sec. 4 presents an acceleration-amenable KD-tree data
structure and search algorithm, and Sec. 5 describes the correspond-
ing Tigris accelerator architecture. Sec. 6 presents the experimental
methodology and evaluation results. Sec. 7 puts Tigris in the broad
context of related work, and Sec. 8 concludes the paper.

2 Background

This section first introduces point cloud data (Sec. 2.1). We then
describe point cloud registration, a key task in many application
domains that operate on point cloud data (Sec. 2.2).

2.1 Point Cloud Data

Point cloud is a collection of points in a given 3D Cartesian coordi-
nate system. Each point in the point cloud represents the < x ,y, z >
coordinates of a particular point in the 3D space. Point cloud di-
rectly preserves the 3D geometric information of a scene and the
spatial relationship between objects of interest, avoiding the need
to estimate such information from 2D images. The proliferation
of 3D sensors and the emerging interests in 3D geometry-based
applications such as robotics lead to massively increased use of 3D
data, of which point cloud is the de-facto representation [4].

Point cloud data is obtained through 3D sensors, ranging from
conventional stereo [41] and structured-light cameras [54] that
estimate the scene 3D geometry through computational methods
to active sensors such as LiDAR [58] that operate on the "time-of-
flight" principles [24]. While using different mechanisms, different
sensors eventually produce the same point cloud data structure.
Our paper focuses on the fundamental point cloud processing algo-
rithms, and is independent of how the point cloud data is obtained.

2.2 Point Cloud Registration

A key building block in virtually all point cloud-based applications
is registration, a process that finds the 4×4 transformation matrix
that aligns two point cloud frames to form a globally consistent
point cloud. More specifically, given a source point cloud frame
S and a target point cloud frame T, the goal of registration is to
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Fig. 2: The general point cloud registration pipeline, which consists of an initial estimation phase and a fine-tuning phase. The

pipeline exposes two kinds of design knobs for accuracy-performance trade-off analysis: algorithmic and parametric choices.

Shaded stages make heavy use of KD-tree search, the single-most dominant kernel in all design points.

Table 1: Algorithmic and parametric choices and of a general point cloud registration pipeline.

Initial Estimation Fine-Tuning

Stages

Normal
Estimation

Key-point
Detection

Descriptor
Calculation KPCE Rejection RPCE Transformation

Estimation

Algorithm

Choices

PlaneSVD[35]
AreaWeighted[35]

DNN[68]

SIFT[40, 59]
NARF[62]

HARRIS[27, 61]

FPFH[56]
SHOT[64]
3DSC[20]

- Thresholding
RANSAC[19]

Normal-shooting
Projection[10]

Error metric[55]
Solver[55]

Key

Parameters

Search radius Scale
Range Search radius Reciprocity Distance threshold

Ratio threshold
# of neighbors
Reciprocity

Convergence
criteria

estimate a transformation matrix M, which transforms S to S′ in
a way that minimizes the Euclidean distance (i.e., error) between
S′ and T. S′ is transformed from S by applying the transformation
matrixM to every point X in S to a point X ′ in S′:

X
′
4×1 = MX4×1 =

[
R3×3 T3×1
01×3 1

]
4×4

X4×1 (1)

where X = [x ,y, z, 1]T and X
′
= [x ′

,y
′
, z

′
, 1]T are the homoge-

neous coordinates of X and X ′, respectively. The 4×4 transfor-
mation matrix M consists of a 3×3 rotation matrix R and a 3×1
translation matrix T, representing all six degrees of freedom.

Significance of Registration Point cloud registration is a key
primitive that finds itself in many application domains.

In many cases point cloud registration is the end-to-end ma-
chine perception applications such as odometry and mapping. For
instance, an autonomous navigation system could capture two
consecutive frames Ft and Ft+1 in time, and by registering Ft+1
against Ft and obtaining the transformation matrix, the navigation
system could estimate its own trajectory (rotation and translation)
over time, a process known as odometry or ego-motion estima-
tion [32, 77]. Similarly, registration is key to 3D reconstruction [66],
where a set of frames are aligned against one another and merged
together to form a global point cloud of the scene. In other cases
point cloud registration is part of the application pipeline to collab-
orate with other modalities such as camera (e.g., SLAM uses both
visual data and point cloud) [49, 77].

This paper focuses on improving the efficiency of the core regis-
tration operation while being independent of how the high-level
applications make use of the registration results.

3 Performance Characterizations

This section characterizes the performance of point cloud regis-
tration through a configurable registration pipeline design that
exposes a large accuracy-performance trade-off space (Sec. 3.1).

Through an exhaustive exploration of the design space covering
both algorithmic and parametric choices, we find that different
design points share the same performance bottleneck of KD-tree
search, which is thus an ideal acceleration candidate (Sec. 3.2).
We make the pipeline implementation publicly available at https:
//github.com/horizon-research/pointcloud-pipeline.

3.1 Point Cloud Registration Pipeline

Existing implementations of point cloud registration make different
trade-offs between accuracy and performance. Intuitively, achieving
a higher registration accuracy increases the workload, and vice
versa. Our goal in this paper, however, is not to overly specialize for
one particular implementation. Rather, we hope to derive general-
purpose solutions that benefit different design points.

In order to obtain generally applicable conclusions, a key obser-
vation is that different registration implementations, while making
different design decisions, all share a similar pipeline substrate. This
allows us to construct a general-purpose pipeline with configurable
knobs that cover different implementation instances. Critically, our
pipeline exposes two kinds of design knobs for tuning: algorithmic
choices and parametric choices within a particular algorithm.

At the high-level, our pipeline adopts a common two-phase
design consisting of an initial estimation phase and a fine-tuning
phase [31, 76]. The first phase performs an initial estimation of
the transformation matrix, which is then fine-tuned in the second
phase until the accuracy converges. The rationale behind the two-
phase design is that the fine-tuning phase usually uses an iterative
solver to minimize the global registration error; the solver could
easily be trapped at local minima if poorly initialized. A carefully
designed initial estimation phase would thus significantly improve
the efficiency and accuracy of fine-tuning. Fig. 2 illustrates the high-
level architecture of the pipeline, and Tbl. 1 shows the different
algorithmic and parametric knobs exposed by the pipeline.

The goal of the initial estimation phase is to calculate an initial
transformation matrix by matching a set of salient points from the

https://github.com/horizon-research/pointcloud-pipeline
https://github.com/horizon-research/pointcloud-pipeline
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Fig. 3: Quantifying the accuracy-performance tradeoff. We

annotate Pareto-optimal design points in both design spaces.

Execution time is normalized to 1500ms.

source point cloud to a set of salient points in the target cloud,
similar to image registration [78], but in the 3D space.

(1) Normal Estimation The front-end first calculates the sur-
face normal of all points. A point’s normal is a 3D vector
perpendicular to the tangent plane at the point. Normals are
important metadata that will be used in later stages to calcu-
late feature descriptors and to estimate correspondences.

(2) Key-Point Detection This stage selects key-points which
contains representative information, from both the target
and source point clouds. Operating on the key-points rather
than all the points improves the compute-efficiency of the
front-end. We explore different feature extraction algorithms
such as NARF [62] and SIFT [40, 59], as well as feature-
specific parameters such as the scale of SIFT feature and the
range of NARF feature.

(3) Feature Descriptor Calculation This stage computes the
feature descriptor of each key-point. A point’s feature de-
scriptor is a high-dimensional representation that encodes
neighborhood information of the point and therefore pro-
vides richer information for registration. Essentially, this
stage converts the original 3D point space to a high-dimensional
feature space. The dimension of the feature space depends
on the specific feature descriptor being used. We explore
different descriptors, including FPFH [56] and SHOT [64], as
well as key algorithmic parameters such as the search radius
when calculating the descriptors.

(4) Key-PointCorrespondenceEstimation (KPCE)This stage
establishes correspondences between the key-points in the
source and the target point cloud frames using feature de-
scriptors. Specifically, KPCE establishes the correspondence
between a point s in the source frame and a point t in the
target frame if t’s feature is the nearest neighbor of s’ fea-
ture in the feature space generated in the previous stage. We
explore whether or not reciprocal search is performed.

(5) Correspondence Rejection The final stage of the front-
end removes incorrect correspondences produced by the
previous stage, and generates a set of correct key-point cor-
respondences, from which the initial transformation matrix
M is estimated. We explore different correspondence rejec-
tion algorithms include the classic RANSAC algorithm [19]
and ones that simply threshold the distance.
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(a) Distribution across the seven key stages (Fig. 2).
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Fig. 4: Time distribution of point cloud registration of the

eight Pareto-optimal design points (denoted as DPi) ob-

tained from the design spaces in Fig. 3a and Fig. 3b.

The initial transformation matrix M allows all points in the
source point cloud S to be transformed to form a new point cloud
S′. The fine-tuning phase then estimates the transformation matrix
between S′ and the target point cloud T, effectively refining the ini-
tial result. The fine-tuning phase uses the popular Iterative Closest
Point [9, 12] framework, iterating between two stages:

(1) Raw-PointCorrespondenceEstimation (RPCE)This stage
establishes correspondences between all points from the
source point cloud S′ and the target point cloud T. For every
point in S′, RPCE finds its nearest neighbor in T. Different
from KPCE, RPCE searches in the original 3D point space.

(2) Transformation Estimation This stage formulates an er-
ror measure between every pair of corresponding points
identified previously, and minimizes the error using an opti-
mization solver, which produces the transformation matrix
M′ between S′ and T, and transforms S′ into S′′. S′′ then
becomes the new source point cloud, and is fed back to the
RPCE stage. We explore different error formulations (e.g.,
mean square point-to-point [34] or point-to-plane error [12])
and different solvers including the Singular Value Decom-
position [25] and the Levenberg-Marquardt algorithm [45].
Another key parameter that we explore is the convergence
criteria, which determines the termination of ICP, and thus
impacts both the accuracy and compute time.

3.2 Performance Bottleneck Analysis

Design Space Exploration Using the configurable pipeline, this
section performs a design space exploration (DSE) to identify rep-
resentative design points, on which we then study the performance
bottlenecks. The design space is specified by the different algorith-
mic choices and parameter values described in Tbl. 1. We use the
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(a) Canonical KD-tree data structure.

htop
h

(b) Two-stage KD-tree data structure.

Fig. 5: Comparison between the canonical and the two-stageKD-tree data structures. Shadednodes are visited during the search

while the rest of the nodes are pruned. The top-tree in the two-staged data structure is exactly the same as the corresponding

portion in the classic data structure. Each leaf node in the top-tree organizes its children as an unordered set rather than a

sub-tree to enable exhaustive search. While exposing parallelism, the two-stage data structure requires visiting more nodes:

nine nodes as opposed to six nodes required by the classic data structure in this example.

widely-adopted KITTI dataset [22] and perform the experiments
on a Xeon 4110 processor (see Sec. 6.1 for detailed experimental
setup). Fig. 3a shows how different design points trade translation
error for execution time, and Fig. 3b shows the trade-off between
rotational error and execution time. The DSE results confirm the
vast trade-offs space exposed by our configurable pipeline. More im-
portantly, we are able to identify the Pareto-optimal frontier in each
design space as annotated both in Fig. 3a and Fig. 3b. To draw mean-
ingful conclusions, we now focus on analyzing the Pareto-optimal
design points from both design spaces.

Performance Bottleneck Our goal is to identify “universal”
performance bottlenecks that, if accelerated, would lead to speed
improvements on a wide range of design points rather than being
overly tied to a particular design point.

To that end, we first examine the per-stage performance of the
pipeline. Fig. 4a shows the registration time distribution across the
seven key stages as described in Fig. 2 for the eight Pareto-optimal
design points (DP). Normal Estimation, Descriptor Calculation, and
RPCE are three dominating stages, constituting to over 90% of
the total time. However, there is no single dominant stage that is
consistent across different design points. For instance, while the
Normal Estimation stage contributes to about 80% of the execution
time in DP8 and thus is an ideal acceleration target, it contributes to
less than 30% of the execution time in DP1 and DP2. The diversity of
stage-wise time distribution indicates that accelerating any single
stage would not yield a general solution.

Looking into the operations within each stage, however, we find
that Normal Estimation, Descriptor Calculation, and RPCE all make
heavy use of neighbor search. For instance, to calculate the surface
normal for a given point in the Normal Estimation stage, one must
identify the neighbors of the given point in order to form a surface,
with which the normal is calculated. Similarly, the very definition
of “correspondence” in the RPCE stage requires identifying the
nearest neighbor of a given point. In particular, KD-tree is arguably
the most efficient data structure that is widely used in neighbor
search, providing an average time complexity of O(logn) [8, 18].
The majority of the point cloud registration implementations use
KD-tree for neighbor search [26, 38, 60, 69]. We thus equate KD-tree
search with neighbor search in the rest of the paper.

As a result of the inherently algorithmic requirement of different
pipeline stages, KD-tree search is a key operation that dominates
the registration time across different DPs. Fig. 4b shows that the

KD-tree search operation consistently contributes to 50% - 85% of
the total time in all the design points. Accelerating KD-tree would
thus be a key performance optimization that is generally applicable
to different point cloud registration implementations.

4 Acceleration-Amenable KD-Tree Data

Structure and Algorithm

KD-tree search is inherently sequential as it requires tree traver-
sal [8]. To enable hardware acceleration, we propose a mechanism
that exposes massive parallelism in KD-tree search while reducing
the total compute – at the cost of negligible end-to-end accuracy
loss. The key is to co-design the KD-tree data structure with a
new approximate search algorithm. This section first describes a
parallelism-exposing KD-tree data structure (Sec. 4.1). We then
quantify the error-tolerating nature of KD-tree search (Sec. 4.2),
and describe our new search algorithm (Sec. 4.3).

4.1 Two-Stage KD-Tree Data Structure

We first briefly describe the classic KD-tree data structure and its
associated search algorithm. We then describe the two-stage KD-
tree data structure, which exposes higher degrees of parallelism
during search while introducing redundant work.

Canonical KD-Tree A KD-tree is a data structure that orga-
nizes points in a k-dimensional space in a binary search tree to
enable efficient search [8]. Each tree node stores a k-dimensional
point. The point on each non-leaf node implicitly generates a split-
ting hyperplane that divides the space into two half-spaces. Points
that lie in the left half-space are stored in the left sub-tree, and
points that lie in the right half-space are stored in the right sub-
tree. Essentially, each non-leaf node corresponds to a bounding box
in the k-dimensional space that encapsulates all the nodes in its
sub-tree. Usually the median point is used to generate the splitting
plane such that the resulting KD-tree is a balance tree.

Point cloud registration mainly involves two kinds of search:
radius search and Nearest Neighbor (NN) search. Given a query,
which itself is also a point in the k-dimensional space, the former
returns all the points in the point cloud that are within the given
radius to the query point, and the latter returns the nearest neighbor
to the query point. Without losing generality, we use NN search to
drive the explanation.

The KD-tree search algorithm starts from the root node, and re-
cursively traverses the tree using the query point. As the algorithm



MICRO-52, October 12–16, 2019, Columbus, OH, USA Tiancheng Xu, Boyuan Tian, Yuhao Zhu

1 2 4 8 16 32
Leaf-Set Size (log2)

0 
5 

10 
15 
20 
25 
30 
35 

R
ed

un
da

nc
y 

(X
)

Radius Search
NN Search

(a) Redundancy ratio.

1 2 4 8 16 32
Leaf-Set Size (log2)

0.0 
0.5 
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 

O
pe

ra
tio

ns
 (1

07 )

Radius Search
NN Search

(b) Total number of nodes visited.

Fig. 6: The two-stage KD-tree introduces redundant visits to

nodes. Redundancy is quantified as the ratio between the

number of nodes visited in the two-stage KD-tree and that

in the classic KD-tree. Redundancy increases as the leaf-set

size grows. The leaf-set size is defined as the number of chil-

dren in the leaf node’s unordered set.

visits a node, it checks whether the node should be added to the
return results by comparing against the current nearest distance d .
The algorithm then further searches the left and right sub-tree of
the current node. Critically, if the bounding box of either sub-tree
does not intersect with the hypersphere surrounding the query
point with the d , the entire sub-tree could be skipped because all
of its nodes are guaranteed to lie outside of d . This is a key tech-
nique called pruning that enables efficient search in KD-tree. Fig. 5a
shows a simple KD-tree example, where the shaded points are
visited during the search while the rest of the points are pruned.

While pruning reduces redundant computations by skipping
unnecessary nodes, it serializes the search: every time the algorithm
visits a node, it might obtain a new current nearest distance, which
allows for pruning more nodes later.

Two-Stage KD-Tree To balance parallelism and redundancies,
we use a slight variant of the canonical KD-tree data structure
called two-stage KD-tree. Fig. 5b shows the two-stage KD-tree
organization of the same points stored in the canonical KD-tree
(Fig. 5a). The two-stage KD-tree is split into two halves. The top half,
which we call the top-tree, is a tree with height htop . The top-tree
is exactly the same as the first htop levels of the classic KD-tree.
Each top-tree leaf node organizes its children as an unordered set
as opposed to a sub-tree as in the canonical data structure.

Since the leaf nodes of the top-tree organize their children as
unordered sets, different child nodes of a leaf node can be searched
in parallel. Essentially, the two-stage KD-tree enables exhaustive
searches in certain sub-trees. In the extreme case where htop is 0,
searching in the two-stage KD-tree is equivalent to exhaustively
searching all the points. Fundamentally, the two-stage KD-tree
introduces more parallelism at the cost of higher redundancies
compared to the canonical KD-tree data structure. In the exam-
ple of Fig. 5, searching in the two-stage data structure visits nine
nodes, three when traversing the top-tree and six when exhaus-
tively searching a leaf node of the top-tree, as opposed to six nodes
required by the classic data structure.

Intuitively, a shorter top-tree exposes more parallelism but also
introduces more redundancies. Using the KITTI Odometry Dataset
(see Sec. 6.1 for the detailed experimental setup), Fig. 6a shows
how the redundancy introduced by the exhaustive searches varies
with the leaf-set size for both radius search and NN search. The
redundancy is quantified as the ratio between the number of nodes
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Fig. 7: Registration error (y-axis) varies as the degree of error
(x-axis) changes. The error is robust against inexactness of

KD-tree searchwhen searching dense points (NE andRPCE),

but is sensitive when searching sparse points (KPCE).

visited in the two-stage KD-tree and that in the classic KD-tree.
The leaf-set size is defined as the number of children in the leaf
node’s unordered set. The classic KD-tree has a leaf-size one, and
the two-stage KD-tree in Fig. 5b has a leaf-set size six.

As the leaf-set size increases, the top-tree height decreases and
more exhaustive searches occur. Thus, the redundancy increases.
With a leaf-set size of 32, the two-stage KD-tree introduces about
35× redundant node visits for NN search and about 3× for radius
search. The redundancy grows much faster for the NN search than
for the radius search because the NN search benefits more from
pruning than the radius search, and thus suffers more from exhaus-
tive searches. While the redundancy introduced to radius search
seems lower than NN search, the sheer number of nodes that ra-
dius search has to visit is much greater than NN search as shown
in Fig. 6b, which shows the absolute number of nodes visited as the
leaf-set size increases. Thus, the redundancies introduced by the
two-stage KD-tree is significant for radius search as well.

4.2 Quantifying the Error-Tolerance

While the two-stage KD-tree data structure exposes more paral-
lelism, it also introduces lots of redundancies to the search on
leaf nodes. To mitigate the redundancies, our key observation is
that KD-tree search does not have to be exact because the entire
point cloud registration pipeline is error-tolerant. By performing
inexact searches on the two-stage KD-tree, we could reduce the
amount of computations while retaining parallelism. This section
quantitatively demonstrates the error resilience while leaving the
mechanisms to exploit the resilience to the next section.

There are two reasons that point cloud registration is resilient
to inexact KD-tree search. First, acquiring point cloud data is in-
herently an approximation process due to the sensor noise. The
movement of the sensor during acquisition further adds uncertain-
ties to data acquisition. Second, the registration algorithm strives
to minimize the global error, where local inexactness would be
compensated at the global scale.

Error Injection To understand the impact of inexact KD-tree
search on the registration accuracy, we manually inject errors into
the KD-tree search, and quantify how the end-to-end registration
accuracy varies with the KD-tree search accuracy. Specifically, we
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Algorithm 1: Approximate KD-Tree Search.
Input: QuerySet Q; LeafNode LF ; Threshold thd .
Result: Search result q.res for all q in Q.
for q in Q do

if LF .leaders .size() then
// Find the closest leader for q
closestLeader = дetMinDist(q,LF .leaders)
if dist(q, closestLeader ) < thd then

// Approximate path: search in the

results of closestLeader
q.res = b f -search(q, closestLeader .res)
continue;

end

end

// Precise path: search in all the children of

the leaf node LF
q.res = b f -search(q,LF .children)
LF .leaders .pushback(q)

end

inject errors into the nearest neighbor (NN) search by replacing
the return result, i.e., the nearest neighbor to the query, with a
point that is the kth nearest neighbor to the query point. Similarly,
we inject errors into radius search by replacing the return results,
i.e, points that lie within a sphere delineated by the radius r , with
points that lie within a spherical shell delineated by two radiuses
r1 and r2, where r1 < r < r2. The parameters k and < r1, r2 >
control the degrees of error injected into the radius search and the
NN search on KD-tree, respectively.

Error Tolerance While multiple stages make use of KD-tree
search, we mainly inject errors into two stages: Normal Estimation
(NE) and Raw-Point Correspondence Estimation (RPCE), both con-
tributing heavily to the total execution time (Fig. 4a). The former
uses radius search and the latter uses NN search. Fig. 7a and Fig. 7b
show how the end-to-end registration error varies with different
degrees of error injected into RPCE and NE, respectively. Due to
space limit, we show only the translational error; the trend on rota-
tional error is similar. Error bars denote the standard deviation of
all the frames’ errors in one sequence.

We find that the registration error is statistically robust to errors
introduced in both the radius search and NN search, indicating
the potential of relaxing KD-tree search accuracy. For instance, the
registration error is virtually the same if the radius search returns
the points between < 30, 75 > compared to the precise search that
returns points within r = 65.

Critically, not all instances of KD-tree search are equally amenable
to approximation. While the NE stage and the RPCE stage both
operate on dense points, we find that errors introduced in KD-tree
search that operates on sparse data are detrimental to registration
accuracy. For instance, the Key-Point Correspondence Estimation
(KPCE) stage operates on sparse (feature) data. Fig. 7a overlays how
the registration accuracy varies with the error degree introduced in
the KPCE stage. Returning just the second nearest neighbor leads
to about 40% registration accuracy loss.

Overall, we find that KD-tree searches that operate on dense
points are amenable to approximation, and thus provide an oppor-
tunity to greatly reduce the amount of computations in the KD-tree
search. We particular focus on the NE and RPCE stages as they
dominate the end-to-end performance.

4.3 Approximate KD-Tree Search

Motivated by the error resilience of the point cloud registration
pipeline, we propose an approximate KD-tree search algorithm
that reduces computation overheads with little accuracy loss. Our
key observation is that queries arriving at the same leaf node in
the top-tree are close to each other as they fall into the same 3D
partition. Therefore, it is likely that their search results are similar.

Leveraging this insight, our idea is to split queries arriving at the
same leaf node into a leaders group and a followers group. Queries
in the leaders group perform an exhaustive search in the leaf node’s
children as usual, while queries in the followers group search in
only the return results of the closest leader. To dynamically adjust
the leaders group, we introduce a discriminator thd ; if the distance
between a query point and the closest leader is greater than thd ,
the query point is added to the leaders group. Algo. 1 shows the
pseudo-code of the algorithm.

This algorithm relies on an efficiency trade-off: it allows a fol-
lower query to search in a much smaller space, i.e., its closest
leader’s neighboring points as opposed to all the children of the leaf
node, while incurring the cost to find the closest leader. Assuming
that one leaf node has N children points; there are L points in the
leaders group, and the returned neighbors of a leader consists of
R points. A follower query would compare against L + R points,
which should be much smaller than N for the algorithm to succeed.
This first-order cost model is used to understand the performance
gains in Sec. 6.3.

5 KD-Tree Accelerator Design

This section describes the accelerator design. We first provide an
overview of the architecture (Sec. 5.1). We then describe its two key
components: the front-end (Sec. 5.2) and the back-end (Sec. 5.3).

5.1 Accelerator Overview

The new data structure and search algorithm expose two levels of
parallelism. First, each query can be processed in parallel, both in
searching the top-tree and in exhaustively searching leaf nodes.
We call it query-level parallelism (QLP). Second, in the exhaustive
search stage, different child nodes could be processed in parallel
within each query. We call it node-level parallelism (NLP). The
hardware architecture is designed to provide the mechanisms to
support the two forms of parallelism while exploiting the data
locality. Fig. 8 shows an overview of the accelerator.

The accelerator consists of a Front-End (FE) that is responsible
for searching in the top-tree and a Back-End (BE) that is responsible
for searching in the leaf nodes. The FE uses a set of Recursion Units
(RU), each processing one query at a time, to exploit QLP in the
top-tree. Each incoming query is first inserted into the FE Query
Queue (FQQ), from which each RU deques a query to search in
the top-tree. Once the top-tree search for a query is finished, the
RU sends the query to the BE. The BE uses a set of Search Units
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Fig. 8: The Tigris accelerator architecture overview. The

front-end (FE) consists of a set of recursion units (RU) that

process queries in the top-tree. The back-end (BE) consists

of a set of search units (SU) that process queries by exhaus-

tively searching children in the leaf nodes. Queries are dis-

tributed from the FE to the BE buffers, and the BE reinserts

queries to the FE query queue. The global buffer maintains

all the necessary metadata.

(SU), each responsible for a set of leaf nodes. Queries coming from
the FE are first inserted into an SU’s BE Query Buffer (BQB), from
which the SU schedules the queries to execute. Each SU has a set of
Processing Elements (PEs), exploiting both QLP and NLP.

Processing search queries requires a set of input and output
metadata, which is stored in a global buffer. Specifically, the buffer
is partitioned to hold the following metadata: (1) an Input Point
Buffer that holds all the points in the point cloud, (2) a Query Buffer
that holds all the query points, (3) a Result Buffer that holds the
return results, and (4) a Query Stack Buffer that holds the recursion
stacks for all the queries. We reserve the maximal number of stack
entries for each query (i.e., the height of the top tree) in the buffer.

5.2 The Front-End: Recursion Unit

The FE processes queries in the top-tree. For each query, the FE
recursively searches the top tree until a leaf node is reached, upon
which time the query will be sent to BE. To exploit QLP, the FE
consists of a set of RUs. Each RU independently processes a query
popped from the FQQ.

While different RUs can exploit the QLP, processing within each
query is sequential due to the inherent nature of depth-first search:
the RU would have to finish the current node before deciding
whether/how to proceed to the next node in the top-tree. The
key challenge in the RU design is thus how to expose intra-query

parallelism to improve performance. To that end, we start from
a simple hardware design, and gradually introduce architectural
optimizations that exploit pipelining.

Baseline Design Processing a query in the top-tree requires
iteratively traversing the top-tree in a DFS manner. We use a stack
to maintain the traversal status. Each iteration processes the node
at the top of the stack, and pushes the two children nodes back to
the stack in the end. Therefore, processing a query consists of the
following six stages:

• FQ: fetch the query point Q from the FQQ and obtain the
query information, including the address of the query stack
in the global buffer;

• RS: read the top of the stack (TOS) from the query stack; the
TOS structure contains the address of the next top-tree node
N to be visited;

• RN: read the data of N from the global buffer;
• CD: calculate the distance Dist between Q and N ;
• PI: push the two child nodes to the stack, and use Dist to
decide whether to insert N to the Result Buffer;

• CL: issue the query to the BE if a leaf node is reached.
The baseline six-stage RU design is illustrated in Fig. 9. The first

stage prepares the query data and is required only at the beginning
of the query, while the rest five stages are required for each iteration
during the query processing. Critically, there is a data dependency
between the PI stage that pushes data to the stack and the RS

stage that popes data from the stack. This dependency stalls the
pipeline for 3 cycles between searching consecutive top-tree nodes.
We propose two architectural optimizations that eliminate the stalls
and improve performance.

Node Forwarding We observe that the PI stage pushes the
current node’s two child nodes, N 1 and N 2, to the stack; whichever
child node gets pushed later will necessarily be popped in the next
iteration. Thus, if N1 gets pushed first, the PI stage could then
directly forward N 2 to the RN stage, eliminating one stall cycle. To
completely remove stalls, we observe that the logic to decide which
child node gets pushed first could be determined early in the CD
stage rather than waiting until the PI stage. Moving that decision
logic earlier to the CD stage completely eliminates stalls.

Node Bypassing Forwarding eliminates stalls when a node gets
to the PI stage. Node bypassing aims at finishing a node early in the
pipeline, allowing the next node to start immediately. Specifically,
if a node is deemed to be prunable, its entire sub-tree could be
skipped (Sec. 4.1). As a result, that node needs not go through the
rest steps (i.e., bypassed). Bypassing pruned nodes is particularly
significant in NN search when the top-tree is short. A short top-tree
would allow the exhaustive search stage to obtain a tighter current
nearest distance, exposing more pruned nodes.

To support bypassing, we augment a node’s metadata with the
distance information, which gets decoded in the RN stage, which
in turn generates the bypass signal to let the RS stage start the next
node immediately.

5.3 The Back-End: Search Unit

Each query that arrives at the BE comes from a particular leaf
node in the top-tree. The BE processes the query by exhaustively
searching through the leaf node’s children, which we call a Node
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Set. The BE exhibits both QLP and NLP. To exploit QLP, the BE
incorporates a set of PEs, each handling one query at a time. The
Query Point Access logic fetches a query from the Query Buffer at
the beginning of query processing, and stores the query point in a
PE-local register. Fig. 10 shows the design of each PE.

Each PE exploits NLP within a query in a pipelined fashion. The
PE datapath is pipelined into three stages, through which the nodes
in the Node Set are streamed. Stage one reads a child node N driven
by the Search Node Access logic. Stage two computes the distance
Dist between the query point Q and N . The final stage decides
whether to insert N into the Result Buffer depending on Dist . The
pipeline is guaranteed to proceed with no stalls because there are
no dependencies across different child nodes.

MQMN vs. MQSN A naive BE design would allow each PE to
handle any arbitrary query distributed from the FE to maximize
the PE utilization. This design, however, leads to high memory
bandwidth requirements because each PE would potentially have
to read a different Node List. We call this design Multiple Query
Multiple NodeSet (MQMN). The alternative is to force all the PEs
to process queries from the same leaf node, which lowers memory

bandwidth requirements as different PEs consume the same Node
List. We call this design Multiple Query Single NodeSet (MQSN).

While MQSN is memory-efficient, the query issue logic would
have to perform an associative search in the BE Query Buffer to
find as many queries from the same leaf node as possible. This is
key to ensure a high PE array utilization, which, however increases
the design complexity and the pipeline cycle time.

HierarchicalMQSN To enable a complexity-effective PE design
while achieving high PE utilization, the BE groups the PEs into
several groups, each responsible for only a set of leaf nodes. In this
way, the issue logic has a much smaller scheduling window and
has fewer PEs to keep occupied, increasing both the scheduling
efficiency and the PE utilization.

We call each group a search unit (SU). More specifically, each
SU has a set of PEs, a BE Query Buffer that holds queries that are
sent to the SU from the FE, a query issue logic to issue queries
to the PEs, and a set of address generation logic to access search
nodes and query points. With this hierarchical design, we find that
MQSN is able to achieve similar PE utilization as MQMN while
being complexity-effective. We thus adopt the MQSN design, and
will quantify its performance against MQMN later.
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The associative search performed by the query issue logic uses
the first query in the BQB as the search key, and search the remain-
ing entries in the BQB. The search is done in groups of 32 queries
in parallel, and terminates when we find enough queries for the
PEs to operate on. The cost of the associative search is amortized
across the execution of the found queries, which typically takes
two orders of magnitude longer than the associative search.

We find that the overall performance is relatively insensitive to
how exactly the leaf nodes are mapped to each SU. Thus, we use a
simple policy that uses the low-order bits as the target SU ID. The
Query Distribution Network sitting in-between the FE and BE is
hard-wired with this logic.

Systolic PE Organization To reduce the data distribution cost,
we organize the different PEs in a SU as a 1D systolic array [37]. Fig. 10
shows an example with two PEs, and the nodes in the same Node Set
are streamed through the PEs to be reused by different queries. This
dataflow is naturally “query stationary” as each query is pinned at
a PE. Alternatively, the PEs could be organized as a set of SIMD
lanes, requiring a data distribution fabric (e.g., bus) with support
for multicasts to keep the PEs utilized [1].

Approximate Search Our SU design supports approximate
search (Sec. 4.3), which allows a follower query to search in the
return results of the leader queries instead of the leaf node’s Node
Set. To that end, we augment the memory access logic with a Leader
Check logic, which, when determines that the current query could
be approximated by a leader, would drive the Search Node Access
logic to fetch search nodes from the Result Buffer rather than from
the Input Point Buffer. The actual check requires computing the
distances between an incoming query and the existing leaders. We
reuse the PEs in the SU for these computations.

The leader queries of each leaf node are stored in a local Leader
Buffer, which we cap at 16 entries guided by the profiling results
on the KITTI dataset [22]. The leader group stops growing after
the buffer is full, which we find rare in our experiments, to sim-
plify the hardware implementation. It is worth noting that capping
the Leader Buffer improves accuracy because more queries will be
searched exactly without relying on the leaders.

Node Cache While the MQSN design significantly reduces the
Node Set load traffic, loading from the Node Sets still contributes
to over half of the total memory traffic. We observe that queries
consecutively issued from the FE are likely from a small set of leaf
nodes. We propose a cache design to capture the locality when
loading the Node Sets to further reduce the memory traffic.

The node cache is organized as a set of entires, each containing
the nodes in one Node Set. The nodes in each entry is organized as
a FIFO queue because nodes in a Node Set are accessed sequentially.
While there is a need to associatively search different entries to
determine whether a particular Node Set is in the cache, the nodes
within an entry could be accessed as a FIFO, greatly simplifying the
hardware implementation.

6 Evaluation

We first describe the evaluation methodology (Sec. 6.1). We then
analyze the area of the Tigris accelerator (Sec. 6.2). We then com-
pare the performance and energy consumption of the accelerator
over the baseline system for both the KD-tree search alone and the

end-to-end pipeline (Sec. 6.3). We tease apart the contributions from
different optimizations (Sec. 6.4), and analyze how the performance
of Tigris is sensitive to different resource configurations (Sec. 6.5).

6.1 Experimental Methodology

Hardware ImplementationWe synthesize, place, and route the
accelerator datapath using Synposys and Cadence tools in a 16nm
process technology, with memories generated using an SRAM com-
piler. Power is estimated using Synopsys PrimeTimePX by anno-
tating the switching activity. The datapath is able to be clocked at
500 MHz. The DRAM energy is estimated using Micron’s DDR4
specification [44] and power calculator [3]. We then use a cycle-
accurate simulator parameterized with the synthesis and memory
estimations to drive the performance and energy analysis.

DatasetWe evaluate Tigris on thewidely-used KITTI Odometry
dataset [22]. We use the first 11 sequences in the dataset that has
ground truth. Each sequence consists of hundreds to thousands of
point cloud frames. The point cloud in the KITTI dataset is obtained
using the popular Velodyne HDL-64E LiDAR [65], representative
of today’s point cloud acquisition system. We report the average
results across all the frames, unless noted otherwise.

MetricsWe evaluate Tigris in performance, energy, and accu-
racy. We show both the KD-tree time and the end-to-end registra-
tion time for all the frames in the entire sequence. The accuracy is
measured using standard rotational and translational errors [22].

BaselineWhile the performance characterizations are performed
on a CPU-based implementation (Sec. 3.2) as most of today’s point
cloud registration pipelines are implemented on the CPU [21], for
a fair evaluation we use a GPU/CUDA implementation of KD-tree
search from the popular FLANN library [46]. KD-tree search on the
GPU is about 8–20× faster than on the CPU.

We use a CPU-GPU setup as the baseline system. The KD-tree
searches run on the GPU while all other operations run on the CPU.
The CPU is a 32-core Xeon Silver 4110 Processor, and the GPU
is an Nvidia GeForce RTX 2080 Ti. We use the widely-used Point
Cloud Library (PCL) [57] to develop the registration pipelines, and
integrate the FLANN’s implementation of KD-tree search. The GPU
power is measured at 100 Hz using the nvidia-smi utility, and the
CPU power is measured using the Intel RAPL energy counters [14]
via directly reading the processor MSRs [2].

To demonstrate the generally applicability of Tigris, we evaluate
it on two Pareto-optimal designs of the point cloud registration
pipeline (Fig. 4 in Sec. 3.2): DP4 that optimizes for performance and
DP7 that optimizes for accuracy.

6.2 Area Analysis

We configure the Tigris accelerator to have 64 RUs, 32 SUs, and
32 PEs per SU. We size the on-chip SRAM to accommodate about
130,000 points per frame, representative of the point cloud density
acquired in the real-world. In particular, the Input Point Buffer and
the Query Buffer are both sized at 1.5 MB; the Query Stack Buffer
is sized at 1.2 MB, accommodating a maximal top-tree height of
18, sufficient for the KITTI dataset; the FE Query Queue is sized at
1.5 MB, and the BE Query Buffer is sized at 1 KB per SU, holding
128 BE queries at a time. The Node Cache is configured at 128 KB.
Finally, the Result Buffer is set at 3 MB, which is double-buffered
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Fig. 11: KD-tree search speedup and power reduction on two

Pareto-optimal designs: DP7 is accuracy-oriented and DP4 is

performance-oriented.

to interface with the DRAM to take the result write traffic off the
critical path. Overall, the SRAM is estimated to take 8.38mm2.

The datapath area of each RU and each SU’s PE is mostly domi-
nated by the logic that computes the euclidean distance between
two points using 32-bit floating point arithmetics. The total com-
binational logic occupies about 7.19mm2. Overall, 53.8% of area is
taken by SRAM and 46.2% is occupied by compute logic.

6.3 Performance and Power Comparisons

Speedup Tigris achieves significant speedup in KD-tree search
compared to the baseline. Using the accuracy-oriented design point
DP7 as an example, Fig. 11a shows the KD-tree search speedup of
the Tigris accelerator running both the original KD-tree (Acc-KD)
and the two-stage KD-tree with a top-tree height of 10 (leaf-set size
of about 128) (Acc-2SKD) compared to the GPU baseline that runs
the original KD-tree, i.e., leaf-set size 1 (Base-KD). For comparison
purposes, we also show the speedup of the GPU running the two-
stage KD-tree with the same top-tree height 10 (Base-2SKD). Note
that both Acc-KD and Acc-2SKD do not apply approximate search
here, i.e., no accuracy loss.

Acc-2SKD achieves 77.2× speedup in KD-tree search compared
to Base-2SKD, which in turn is 28.3% faster than Base-KD. Acc-KD
however, is “only” 18.7× faster than the Base-KD baseline. This is
because using the original KD-tree, the accelerator’s performance
is almost completely bottlenecked by the recursive search in the
top-tree while the back-end SUs are almost always idle, leading
to resource under-utilization. This confirms the need to co-design
accelerator with the new data structure that exposes parallelism.
Compared to the CPU implementation of KD-tree (not shown),
Acc-2SKD achieves a speed up of 392.2×.

The speedup on KD-tree search translates to significant end-to-
end performance improvement. Specifically, Acc-2SKD reduces the
overall registration time by 41.7% and 86.6% compared to the GPU
baseline Base-KD and the CPU-only implementation, respectively.

Tigris also achieves high speedups in the performance-oriented
design point DP4. Fig. 11b shows the performance comparisons
across different systems for DP4. Acc-2SKD achieves about 21.0×
speedup compared to Base-2SKD on KD-tree search alone, which
translates to about 13.6% end-to-end performance improvement.
The speedup on the DP4 is lower than DP7 because in optimizing
for performance DP4 uses tight search criteria that leads to much
fewer exhaustive searches. For instance, the Normal Estimation
stage in DP4 uses a radius of 0.30 while using a radius of 0.75 in DP7.
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A relaxed radius exposes more exhaustive searches, which could
benefit from the SU design of Tigris. Overall, the performance
improvements on two very different design points demonstrate the
general applicability of Tigris.

Power Reductions We overlay the power reductions on the
right y-axis in Fig. 11a and Fig. 11b. Acc-2SKD achieves about
7× and 10.5× power reductions compared to Base-KD on KD-tree
search for DP7 and DP4, respectively. The reduction along with
the speedup further translates to significant energy savings (i.e.,
power-efficiency). For instance, Acc-2SKD reduces the energy con-
sumption of Base-KD by a factor of 220.2 on DP4. Breaking down
the energy consumption of DP4, the PE contributes to about 53.7% of
the total energy consumption. The rest of energy is contributed by
SRAM read(34.8%), SRAM write(8.0%), Leakage(3.3%), and DRAM
read/write(0.2%). Over the end-to-end pipeline, Acc-2SKD achieves
about a 3.0× power reduction compared to Base-KD.

The power consumption of Acc-KD is lower than Acc-2SKD,
because Acc-KD does not expose exhaustive searches in the leaf
nodes, and thus exclusively exercises the RUs while leaving the SUs
idle. It trades lower power for lower performance. As a result, its
overall energy consumption is about 2.5× higher than Acc-2SKD.

Approximate Search We empirically choose 1.2 meters as the
approximate threshold (Sec. 4.3) for the NN search, and use 40%
of the original radius as the threshold in the radius search. Using
these settings, the approximate search has no impact on translation
errors, and increases the rotational error only by 0.05°/meter on
DP4 and 0.0006°/meter on DP7.

Using DP7 as an example, the approximate KD-tree search achieves
about 11.1× performance improvements over Acc-2SKD, translat-
ing to 7.5% end-to-end performance improvement. The improve-
ment is a direct result of the compute reduction: the approximate
algorithm reduces the number of nodes visited during search by
72.8%, to which NN search contributes 41.6% and radius search
contributes 31.2%.

6.4 Optimization Effects

Bypassing and Forwarding In the RU design, bypassing allows
pruned nodes to take an early exit from the pipeline, and forwarding
allows the node that will soon be at the top of the query stack
to start immediately. Both techniques help reduce pipeline stalls
and improve the performance. Fig. 12 shows the speedup over
Base-KD of three Acc-2SKD variants: without either technique
(No-Opt), with just bypassing (Bypass), and with both bypassing
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Fig. 14: Performance and power sensitivity to three hard-

ware parameters: number of RUs, number of SUs, and num-

ber of PEs per SU. Both figures share the same legend.

and forwarding (+Forward). Bypassing improves the performance
by about 13.1%; forwarding further achieves 10.5% improvements.

MQMN vs. MQSNMQMN allows different PEs from the same
SU to process queries from different leaf nodes at the cost of addi-
tional memory traffics (Sec. 5.3). Fig. 12 shows the speedup of the
MQMN organization of Acc-2SKD over Base-KD, and compares
it against MQSN variants.MQMN doubles the performance of the
best MQSN variant (+Forward). However, the additional memory
traffic significantly increases the power consumption. The right
y-axis in Fig. 12 overlays the power reductions of various schemes
over Base-KD. MQSN’s power consumption is almost 4× worse
than +Forward, leading to 2× energy.

Node Cache Node Cache reduces the global Points Buffer traffic
and thus saves energy. Fig. 13 shows the memory traffic distribu-
tions across different data structures. In ACC-2SKD, the Points
Buffer traffics would account for 53% of the total traffics without
the Node Cache, and are reduced to 35% with the Node Cache. By
directing 18% of the memory traffic to a smaller memory, the Node
Cache reduces the energy by 5.9% (not shown). ACC-KD has very
few exhaustive searches and thus much lower Points Buffer traffics.
As a result, the Points Buffer traffics contribute to only 29% of the
total traffic; the effect of the Node Cache is smaller.

6.5 Sensitivity Analysis

We study how the performance and energy of Tigris vary with
hardware resources and software parameters.

Hardware ConfigurationsWe study three key parameters: the
number of RU, the number of SU, and the number of PEs per SU.
We sweep all three parameters from 16, 32, 64, through 128. Fig. 14a
shows the KD-tree search time and power under all 64 configura-
tions. Overall, as performance improves the power consumption
also increases. Fig. 14b shows a detailed performance comparison of
different configurations, where different curves represent different
RU counts and the x-axis sweeps the SU and PE counts.

When the RU count is low, e.g., 16 and 32, the performance is
bottlenecked by the front-end. Thus, improving the back-end ca-
pabilities by increasing the SU and PE counts improves the overall
speed only marginally. As the RU count increases to 64, the ac-
celerator becomes balanced. Our design choice of 64 RUs, 32 RUs,
and 32 PEs per SU sits on the “knee of the curve”, indicating a
complexity-efficient design decision.
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Software Configurations The results we have shown so far
assume a top-tree height of 10 (about 128 children per leaf node
in the top-tree). Fig. 15 shows the KD-tree search time and en-
ergy consumption as a function of the top-tree height. The per-
formance initially increases as the top-tree height increase. This
is because higher top-trees have less redundancy in exhaustive
searches. However, the performance reaches a diminishing return
when the top-tree height reaches around 10, beyond which the per-
formance decreases. This is because a high top-tree requires more
recursive search in the RU, thus reducing the node-level parallelism
within each query that could be exploited by the SUs.

We find that the optimal top-tree height (10) is largely consistent
across different KD-tree search instances in the pipeline. The opti-
mal top-tree height mainly depends on two factors: 1) the points
in a data frame, and 2) the hardware organization. Given a specific
registration pipeline, different KD-tree search instances share these
two factors and thus share the same optimal top-tree height.

7 Related Work

Point Cloud Registration Point cloud registration pipelines gen-
erally fall under three categories depending on the density of points
that are used for registration. On one extreme is algorithms that
use all the points for registration [7, 9, 48], which tolerate outliers
but are computationally prohibitive in real-time. On the other ex-
treme are algorithms that use only (sampled) feature points [15, 33],
which are efficient in compute, but could suffer from local minima.

The point cloud registration pipeline studied in this paper repre-
sents a trade-off between the two extremes, and is the predominant
choice today [13, 31, 73, 75, 76]. It uses feature points for coarse-
grained, initial estimation while using all the points for fine-tuning.
While prior work proposes specific design points that make specific
accuracy-speed trade-offs, we construct a flexible pipeline that let
us perform design space exploration, which reveals Pareto-optimal
design points that drive our performance bottleneck analysis.

Recent work has also using Deep Neural Networks (DNN) for
point cloud registration. End-to-end DNNs are susceptible to and
are limited to specific registration cases such as pose estimation [67].
DNNs are mostly used to replace certain stages of the registration
pipeline such as key point detection [17, 52], normal estimation [11],
description calculation [16], and fine-tuned ICP [39] while relying
on the overall pipeline architecture as we described in Sec. 3.1.

To our best knowledge, this is also the first paper that proposes
hardware accelerator for point cloud registrations while prior work
mostly focuses on algorithmic developments.

KD-Tree Search Acceleration KD-tree search is widely used
in application domains beyond point cloud registration, such as
graphics [29, 50], data analytics [47, 72], and image/video process-
ing [30, 74]. Tigris accelerates the fundamental KD-tree search
algorithm, and is applicable to these application domains as well.
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Accelerating KD-tree search has been mostly explored in the
context of Map-Reduce [5], GPU [23, 28, 36, 53], and FPGA [71].
The Tigris accelerator differs from prior attempts in its systematic
and comprehensive exploitation of different forms of parallelism in
KD-tree search. Specifically, our Tigris accelerator exploits query-
level parallelism (QLP) and node-level parallelism (NLP) both in
the top-tree traversal and in the exhaustive searches. Most prior
work exploits only QLP without NLP [5, 28, 36, 53]. Buffer KD-
tree [23] allows for NLP in the leaf nodes, but does not permit
NLP in tree traversal. Heinzle et al. [28] exposes NLP in tree tra-
versal, but does not exposes NLP in leaf nodes. Our accelerator
design also incorporates a set of architectural mechanisms (e.g.,
node forwarding/bypassing, MQSN, systolic PE organization) that
are unobtainable in general-purpose hardware such as GPUs.

ApproximateKD-Tree SearchThe approximate nature ofmany
robotics and graphics applications that require neighbor informa-
tion has spurred much interest in approximate KD-tree/KNN search
algorithms [6, 26, 28, 42, 43, 51]. Our approximate KD-tree search
algorithm differs from prior work in two key ways. First, we quan-
tify the extent to which KD-tree search can be approximated in
the context of end-to-end registration accuracy while prior work
mostly focuses on the accuracy of KD-tree search alone. Second,
our approximate search algorithm applies to both NN search and
radius search while most prior work is limited to NN search.

8 Conclusion

With the proliferation of 3D sensors and the rising need for ubiqui-
tous 3D perception, point cloud processing is increasingly becoming
the cornerstone of many machine perception applications, and ar-
chitects must be ready for that. To our best knowledge, this is the
first paper that comprehensively characterizes and addresses the
performance bottlenecks of point cloud registration. The key to
our approach is to co-design the data structure, algorithm, and the
accelerator of the key compute kernel. Our work provides the first
answer, not the final answer, in a promising direction of research.
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