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ABSTRACT
A primary goal of augmented reality (AR) is to seamlessly embed
virtual content into a real environment. There are many factors
that can affect the perceived physicality and co-presence of vir-
tual entities, including the hardware capabilities, the fidelity of
the virtual behaviors, and sensory feedback associated with the
interactions. In this paper, we present a study investigating par-
ticipants’ perceptions and behaviors during a time-limited search
task in close proximity with virtual entities in AR. In particular, we
analyze the effects of (i) visual conflicts in the periphery of an opti-
cal see-through head-mounted display, a Microsoft HoloLens, (ii)
overall lighting in the physical environment, and (iii) multimodal
feedback based on vibrotactile transducers mounted on a physical
platform. Our results show significant benefits of vibrotactile feed-
back and reduced peripheral lighting for spatial and social presence,
and engagement. We discuss implications of these effects for AR
applications.
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1 INTRODUCTION
Augmented reality (AR) technologies have shown great potential
for a wide range of application fields from in-situ interior design
to entertainment and games, and recent trends project even more
widespread proliferation in the near future [37]. Compared to vir-
tual reality (VR) environments, such AR setups are characterized
by users being able to see both the real world and virtual content
superimposed or embedded among the physical environment. For
instance, optical see-through head-mounted displays (OST-HMDs)
create the illusion of a shared physical-virtual space by tracking
the user’s head pose relative to the physical environment, e.g., us-
ing SLAM [11], and presenting registered virtual geometry as part
of the user’s visual field. However, current-state OST-HMDs are
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limited by different factors ranging from the weight and comfort
of the head-mounted sensor and display hardware to the fidelity of
the visual and extraretinal sensory feedback [18, 21, 23].

In this paper, we focus on two primary limitations that are preva-
lent in current AR HMD setups:

(1) The augmented visual region is limited to a small central
area, i.e., a narrow field of view, which can lead to a physical-
virtual information conflict between the central and periph-
eral view, and cause unnaturally cropped or visually absent
virtual content.

(2) The sensory stimulation is limited to visual and audio aug-
mentation, which can lead to conflicts due to cross-modal
causalities and correlations experienced in the real world.

In this paper, we discuss and evaluate these limitations with
a Microsoft HoloLens in the scope of a gamified search task in
close proximity of dynamic virtual objects. First, we compare two
display conditions in which we either present an unrestricted but
unaugmented periphery or an occluded periphery using a physical
lightshield (inspired by Lee et al.’s study [23]). Second, we evalu-
ate effects of the lighting conditions in the physical environment
with respect to light concentrated in front to illuminate the cen-
tral view or reaching into the periphery. Third, we analyze two
feedback conditions using a physical platform in which we either
present vibrotactile feedback synchronized with the movement of
virtual entities or no vibrotactile feedback (inspired by Lee et al.’s
study [24]).

In particular, we address the following research questions:
RQ1 Can a lightshield that occludes the unaugmented periphery

of the OST-HMD increase co-presence and compensate for
the absence of virtual information in the periphery?

RQ2 Can vibrotactile feedback on the floor increase co-presence
and compensate for a limited visual field?

RQ3 Does the absence of peripheral vision in the OST-HMD in-
duce similar co-presence as the absence of light in the pe-
riphery of the user’s eyes in the physical environment?

This paper is structured as follows. Section 2 presents an overview
of related work. Section 3 describes the human-subject study. The
results are presented in Section 4 and discussed in Section 5. Sec-
tion 6 concludes the paper and discusses future research.

2 RELATEDWORK
In this section, we resume related work with respect to the sense
of co-presence of virtual entities in AR, the field of view of HMDs,
and haptic feedback.

2.1 Co-Presence
The term presence in the VR literature usually refers to one’s sense
of “being there” in a virtual environment. In AR, the concept of co-
presence might be described as how one perceives another entity’s
presence in a sense of “being together” [38]. In a social context,
Harms and Biocca [6] characterized co-presence as one of several
sub-dimensions that make up social presence [8, 9].

Slater introduced an important concept related to presence and
co-presence, called plausibility illusion (Psi) [34]. Psi refers to the “il-
lusion that the scenario being depicted is actually occurring,” which

“requires a credible scenario and plausible interactions between the
participant and objects and virtual characters in the environment.”

Considering the definitions addressed above, we expect that the
fidelity and plausibility of the visual and haptic feedback in AR
setups, in particular when using OST-HMDs, could be important
factors shaping the user’s sense of co-presence.

2.2 Field of View
The total human visual field extends over about 200 degrees hori-
zontally and 135 degrees vertically [29]. The central region of the
visual field is most important for daily tasks due to its visual acuity,
stereopsis, and related depth cues. However, the human visual pe-
riphery is important for recognizing structure, shapes, maintaining
body posture, movement speed, and heading among others [29].
Alfano and Michel showed that peripheral vision is important for
situational awareness [1]. Reduced peripheral vision can lead to
behavioral changes, e.g., increasing the frequency and amplitude
of head rotations to compensate for the reduced amount of infor-
mation that can be taken in at any time [2, 14]. Toet et al. showed
that restricted peripheral vision can increase the difficulty of navi-
gation and wayfinding tasks, resulting in significantly more time
needed to traverse a complex environment [35, 36]. The limited
field of view was also identified as a potential factor affecting dis-
tance underestimation in immersive HMDs [28, 32], with benefits
shown for distance judgments and natural gait for larger fields of
view [16, 17].

Related to search tasks in VR, Ragan et al. further found that
the field of view had an effect on target detection performance,
with overall negative effects when the HMD’s field of view was
reduced [30]. Ren et al. showed similar effects of the field of view
of AR HMDs on visual search task performance [31]. Similar to our
approach, the work done by Lee et al. suggested that restriction of
peripheral vision while wearing a HoloLens increases the amount
of head movements and changes proxemic behavior with real and
virtual humans, but they did not find significant effects in support
of increased co-presence with virtual entities in AR [23].

2.3 Haptic Feedback
Haptic feedback is an important enabling factor for the sense of
co-presence during interactions between real or virtual people or
objects in AR and VR. Due to technological challenges, research
on haptic feedback in AR/VR environments was very limited and
largely absent in the past [10]. Recently, however, there have been
increasing research in this area for various vibrotactile and haptic
devices.

Basdogan et al. showed that haptic sensations when interacting
with other people, such as when moving a virtual object by two
persons, increased the sense of co-presence as well as task per-
formance [4]. Sallnäs showed that haptic feedback from a virtual
object can increase presence, social presence, and the perceived
performance when persons in two remote places passed a virtual
object in a shared virtual environment [33]. In a mixed reality envi-
ronment, Kotranza et al. showed that a simulated medical patient
elicited more natural behavior in trainees in a healthcare training
context when the patient could be touched, responded to touch, and
touched back [20]. Bickmore et al. found positive effects on arousal
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and valence for similar haptic feedback in simulated patients [5].
Huisman et al. used vibrotactile feedback during touch interaction
in an AR setup, and showed that it changed affective adjectives [15].

Recently, researchers found positive effects of indirect haptic
feedback, i.e., when a user is not directly touching a virtual object or
entity but a shared intermediate object induces stimuli that create
an illusion of co-presence. In particular, Lee et al. found that subtle
movements of a “Wobbly Table” caused by mechanical actuators
could significantly increase co-presence when communicating with
a virtual human sitting at the other end of the table [25], and when
the virtual human could exert forces on physical objects on the
table [26]. They further showed that a haptic transducer mounted
on the floor could induce vibrotactile feedback synchronized with
a virtual human’s footsteps, which they found can increase social
presence in VR [24]. Similar to our approach, they further applied
this concept to an AR environment by transmitting vibrotactile
feedback through a physical platform, which they used to increase
co-presence with virtual humans in AR [23].

3 EXPERIMENT
In this section we describe the experiment that we conducted to
investigate the three research questions stated in Section 1. Partici-
pants experienced an AR search task, in which they had to search
through boxes presented on each shelf of a physical bookcase un-
til they found their target object (in our case a missing kitten).
While doing so, participants uncovered other dynamic entities in
the boxes, such as spiders or rats jumping out in their direction or
bats flying towards them. We varied the visual field in the display,
the lighting conditions in the physical environment, and the pres-
ence of vibrotactile feedback delivered through a physical platform
that shook underneath the participants’ feet when one of the virtual
entities landed on it and scurried away.

3.1 Participants
We recruited 22 participants for our experiment; 13 male and 9
female (ages 18 to 41, M=26.1, SD=5.90). The participants were
members of the local university community. All of the participants
had normal or corrected-to-normal vision; three participants wore
glasses during the experiment, and six wore contact lenses. Two
of the participants reported vision problems (one for Astigmatism
and the other for uneven eye dominance), but the rest did not
have known visual or vestibular disorders, such as color or night
blindness, dyschromatopsia, or a displacement of balance. We also
measured the height of each participant (M=1.71m, SD=0.10m).We
asked our participants to report any known phobias; six participants
reported arachnophobia (fear of spiders), four participants reported
musophobia (fear of mice or rats), and two reported nyctophobia
(fear of the dark).

3.2 Material
3.2.1 Physical Bookcase with Virtual Entities. We placed a bookcase
with three layers of shelves in front of the participants (see Figure 1).
Each shelf was filled with four cardboard boxes. The dimensions
of the bookcase were 0.764m (width) × 1.467m (height) × 0.391m
(depth). We further placed a 10” CCTV LED screen on top of the
bookcase and we connected it to a workstation to present a timer

that counted down from 60 seconds and indicated the remaining
time to complete the task.

Each box had a size of 0.164m (width) × 0.252m (height) ×
0.368m (depth). We placed common labels and stickers on the
boxes, such as “Keep Dry” or “Caution Heavy” which were chosen
to be nondescript, similar, randomly distributed, and not related to
the virtual stimuli.

We used different virtual characters that were modeled, rigged,
and textured in Autodesk Maya as well as animated and rendered
in the Unity game engine. The virtual stimuli consisted of the
following types of dynamic entities that could be encountered by
participants in the experiment:

• Barbara: 3D virtual human with a green shirt and blue jeans,
who took on the image of an adult female, appeared next to
the bookcase at the beginning of the task while opening up
a virtual sliding door. She talked to participants by telling
her name, Barbara, and explained about her missing cat. She
requested help to look for her cat, which could be inside
one of the boxes in the bookcase, and then disappeared. To
make her request for assistance was more plausible, she was
seated in a wheelchair.

• Kitty: a virtual juvenile cat with orange and yellow fur was
sitting in one of the boxes in the bookcase. The kitty meowed
when its box was opened.

• Creatures: we prepared four different types of virtual crea-
tures that hid inside the boxes in the bookcase: bats, rats, spi-
ders, and scorpions. These creatures were randomly placed
in the boxes.
– Bat: a black and brown bat flew out of a box while making
fluttering sounds with its wings when participants opened
the box.

– Rat: a gray rat jumped out of a box with a squeaking
sound towards the participant, and landed on the platform
where the participant was standing on.

– Spider: a big black spider jumped out of a box towards the
participant without any sound, and landed on the platform
where the participant was standing on.

– Scorpion: a big gray scorpion jumped out of a box towards
the participant without any sound, and landed on the
platform where the participant was standing on.

The occurrences of the virtual entities were randomized. How-
ever, only up to one kitty was presented per trial as participants
were instructed to look for the kitty as the search target. Some
illustrations of the virtual entities in AR from the participant’s
viewpoint are shown in Figure 2.

3.2.2 Vibrotactile Platform. As shown in Figure 1, participants
were instructed to stand on a solid wooden platform with dimen-
sions, 1.26m (length) × 0.913m (width). Because the platform was
about 4 cm raised from the floor, we added safety lines around the
platform (see Figure 1). To induce visually synchronized vibrations
for the impact and movements of the virtual entities on the plat-
form, we mounted a ButtKicker LFE1, a low-frequency vibrotactile
transducer, on a corner of the platform as shown in the figure. The
transducer was able to shake the entire platform based on audio

1http://www.thebuttkicker.com

http://www.thebuttkicker.com
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Figure 1: Photo of the experimental setup with annotations.
The left side shows the different types of virtual entities,
which are placed in the boxes on the shelves, and the right
side shows the AR setup with the physical components and
a virtual human.

Figure 2: Illustration of the physical boxes in the experiment
with a AR virtual kitty and creatures jumping or flying out
toward the participant. Images were captured through the
HoloLens device portal.

input received from a connected MSI VR ONE 7RE-065US Virtual
Reality Backpack PC , and amplified with a ButtKicker Power Am-
plifier BKA1000-4A.

To generate the vibrations, we used a client-server model. The
client was running on a Microsoft HoloLens and rendered the vir-
tual entities. When a virtual object jumped out of a box and onto
the platform, we determined the collision and sent a message to
the server, which the vibrotactile transducer was connected to. The
server then played a pre-recorded low-frequency sound, i.e., an
impact sound on a wooden floor with a low-pass filter applied, for
the impacts, which was transmitted to the transducer through the
amplifier. We used a similar sound for the “scurrying away” feed-
back when a virtual entity moved over the platform after the impact
to get away. Because we had a fixed setup with known vertical dis-
tances to the platform, we could slightly adjust the collision object
to counteract any pre-measured latency between the virtual entity
and the resulting vibrations. The client-server communication was
realized through the Unity HLAPI, and both were connected to
an ASUS RT-AC5300 high-speed router. This process ensured that
the visual cues on the HoloLens and the vibrotactile cues on the
platform were synchronized.

The two considered vibrotactile conditions were as follows:
• Vibration On: Participants felt the impact and movements
of virtual content through the platform.

• Vibration Off: No vibrotactile feedback was presented.

3.2.3 Head-Mounted Display. We made the decision to use a Mi-
crosoft HoloLens for this experiment. As a widely-used OST-HMD,
the HoloLens provides a narrow (circa 30 degrees horizontally by
17 degrees vertically) augmented field of view (FOV) in the center
of the total human visual field (see Section 2.2). A person wearing
the HoloLens usually perceives a small augmented central region
and a large unaugmented visual field in the periphery of the display.
This means that if a virtual object is larger than the augmented
central region, it progressively disappears as it passes into the
unaugmented periphery, which is particularly challenging for small
dynamic virtual content that is located close to the observer. Lee
et al. discussed that such disappearing visual information does not
naturally occur in normal human vision, and that related visual
conflicts may negatively affect the overall AR experience [23]. In
order to avoid such a conflict, it is possible to cover the periphery
of the HoloLens with a thin physical lightshield that attaches to
the inner side of the visor and blocks the unaugmented periphery.
While it is not an optimal solution in that it reduces the overall
FOV, the benefits are solely that the visual conflicts between the
virtual content and the physical environment are resolved.

The two considered viewing setups in this experiment were
therefore as follows (see Figure 3):

• Unrestricted FOV: Both the augmented central field and
the unaugmented periphery were visible.

• Restricted FOV: The unaugmented periphery was occluded
with a physical lightshield such that only the augmented
central region was visible.

3.2.4 Physical Lighting. To evaluate the differences between oc-
cluding the periphery of the OST-HMD and the absence of light in
the physical environment, we controlled the overall amount of light
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Figure 3: Examples of participant views regarding the pe-
ripheral view and physical lighting. Rows: unrestricted view
(first) and restricted view (second) conditions. Columns: full
lighting (first) and center lighting (second) conditions. Im-
ages were captured directly through the HoloLens display.

in the experimental setup. We created a well-lit environment that
illuminated not only the bookcase in front of the participants but
also the floor and periphery. In contrast, we reduced the lighting
to only illuminate the bookcase in front of the participants, while
leaving the floor and the periphery in shadow. We expected to see
increased benefits of the vibrotactile feedback on co-presence in the
cases when the periphery was hidden in shadows and/or occluded
through the lightshield.

The two considered lighting conditions in this experiment were
as follows (see Figure 3):

• Full Lighting: Both the bookcase in front and the periphery
were well-lit due to diffuse ceiling lighting.

• Central Lighting: Only the bookcase in front was illumi-
nated due to spot lighting from the ceiling, while the periph-
ery was hidden in shadows.

3.3 Methods
We chose to use a full-factorial within-subjects design for this exper-
iment due to the number of conditions and expected interpersonal
differences in behavior [13]. The independent variables were as
follows:

• Peripheral View (Restricted, Unrestricted),
• Vibrotactile Feedback (On, Off ), and
• Physical Lighting (Full, Central).

Table 1 summarizes the conditions, and Figure 3 shows examples
of participant view with respect to the peripheral view and physical
lighting factors. We decided to use a randomized block design with
the lighting conditions as blocking factors due to the time overhead
for changing the lighting conditions in the experiment, i.e., we
tested these conditions as a block, but we randomized the order of
the blocks as well as the conditions that were testedwithin the block.

Table 1: Study conditions: Each column refers to factors we
controlled. The rows indicate the tested combinations.

Lighting View Vibration

Full
Unrestricted On

Off

Restricted On
Off

Central
Unrestricted On

Off

Restricted On
Off

Each participant completed eight conditions in the randomized
block design.

3.3.1 Procedure. Prior to the experiment trials, participants first
were asked to give their informed consent. Afterwards, they re-
ceived task instructions and the experimenters made sure that they
understood the task.

At the beginning of each trial, participants were instructed to
stand on the designated platform, right in front of the bookcase
with the boxes on the shelves (Figure 1). The participants were
then shown how to properly put on the Microsoft HoloLens. After
they adjusted the HoloLens on their head, the first trial started by
seeing a virtual human entering the physical space on the right
side of the bookcase. They then heard the virtual human, a rigged
and animated female character in a wheelchair called “Barbara,”
give them their verbal task instructions. The participants were
thus instructed to search for her lost kitty by looking through the
boxes on the shelves. After these instructions, the virtual human
moved away and the timer stated on the bookcase. At this point,
the participants started opening one box at a time by using the
HoloLens’ clicker and gaze selection, i.e., we asked them to orient
the HoloLens such that the box was in their view and press the
clicker. This was then followed by a virtual animation showing the
box opening in front of them, which then revealed one of the virtual
entities inside that are described in Section 3.2.1. As mentioned
before, that entity would then potentially come jumping out of
the box in the participant’s direction, hitting the floor near them,
which then caused vibrotactile feedback in some of the conditions.
The trial ended either after the participant found the kitty, which
was located in one of the twelve boxes, or the 60-second timer ran
out. We randomized the locations of the virtual entities between
trials, but we made sure that the kitty could only be found in the
second half of the total time to make sure that they experienced at
least a few of the visual-vibrotactile effects before the trial ended.
During the trial, we recorded the participants’ head position and
orientation, and one of the experimenters coded their avoidance
behaviors. After each trial, participants were guided to complete
questionnaires that measures their subjective perception of the
experience. Once completing all eight trials, participants filled out
post-experiment questionnaires consisting of demographics data
and open questions, and participants finished the study by receiving
monetary compensation.

3.3.2 Behavioral Measures. While performing the search task, par-
ticipants’ head position and orientation were continuously tracked
by a professional OptiTrack Trio tracking system, and one of the
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Table 2: The subjective Spatial Presence questionnaire.

ID Question
SP1 How much did it seem as if the animals you saw/heard had come to the

place you were?
SP2 How much did it seem as if you could reach out and touch the animals

you saw/heard?
SP3 How often when the animal seemed to be headed toward you did you

want to move to get out of its way?
SP4 To what extent did you experience a sense of being there in the envi-

ronment with the animals you saw/heard?
SP5 To what extent did it seem that sounds came from specific different

locations?
SP6 How often did you think the animals you saw/heard can touch you?
SP7 Did the experience seem more like looking at the animals on a movie

screen or more like looking at the animals through a window?

experimenters were coding their body behavior. We logged the
movements relative to the orientation of the platform in front of
the bookcase. We considered the following dependent variables:

• HeadRotations: We computed the amount of head rotation
of the participant by calculating the standard deviation of
their head orientation along the yaw and pitch axes, which
allows us to understand if they were more inclined to rotate
their head left or right, or look down at the floor, in any of
the conditions.

• Avoidance Behavior: We observed participants’ avoidance
behavior with their head and body when the virtual entities
came towards them, and we classified them into three groups:
(a) pulling back in sagittal direction from the virtual entities,
(b) moving sideways in lateral direction out of their way,
and/or (c) raising their hands to protect themselves from the
virtual entities.

3.3.3 Subjective Measures. We measured participants’ perception
of the virtual stimuli via questionnaires and post-trial surveys.
Leveraging items from standard questionnaires, we created a more
focused post-trial survey based on 7-point multi-item scales in four
dimensions:

• Spatial Presence: This dimension is about the sense of pres-
ence in which the participants feel that they or other objects
(in our case virtual entities), or environments have been
transported. In other words, the concept includes the sense
of “you are there.” We used seven related questions adapted
from those used by Lombard et al. [27]. See Table 2.

• Social Presence:We used five related questions fromBailen-
son et al. [3] for social presence. The questions tend to cover
the perceived authenticity of the virtual entities as well as
the sense of “being together” with the entities. See Table 3.

• Engagement: We also measured how engaging the experi-
ence was using six related questions from Lombard et al. [27].
See Table 4.

• Gaming Experience: Considering the search task in the
experiment as a gaming experience, we also used nine related
questions that we adapted from Calvillo Gámez et al. [12].
See Table 5.

We further asked our participants to indicate if they have any
phobias; specifically, phobias of the animals that are represented
by the virtual entities in this experiment, and a phobia of darkness.

Table 3: The subjective Social Presence questionnaire. Re-
sponses from questions marked with a “*” were inverted for
the analysis.

ID Question
SO1 I perceive that I am in the presence of the animals in the room with me.
SO2 I feel that the animals are watching me and are aware of my presence.
SO3* The thought that the animals are not real animals crosses my mind

often.
SO2 The animals appear to be sentient, conscious, and alive to me.
SO3* I perceive the animals as being only computerized images, not as real

animals.

Table 4: The subjective Engagement questionnaire.

ID Question
EN1 To what extent did you feel mentally immersed in the experience?
EN2 How fun was the experience?
EN3 How completely were your senses engaged?
EN4 To what extent did you experience a sensation of reality?
EN5 How relaxing or exciting was the experience?
EN6 How engaging was the story?

Table 5: The subjective Gaming Experience questionnaire.
Responses from questions marked with a “*” were inverted
for the analysis.

ID Question
GE1 I enjoyed playing the game
GE2 I would play this game again
GE3* There was time when I was doing nothing in the game.
GE4 I liked the way the game looks.
GE5* I got bored playing this time.
GE6 I felt what was happening in the game was my own doing.
GE7 The graphics were appropriate for the type of game.
GE8 The sound effects of the game were appropriate.
GE9 The scenario of the game was interesting.

We compare these phobias to the other results of the experiment
as we believe that participants who have a phobia of one of the
creatures are more likely to have feelings of anxiety, stress, or fear,
which can influence their responses.

3.4 Hypotheses
Based on the related work, and our study design, we formulated
the following hypotheses for the reactions of participants:
H1 Participants will show higher co-presence on the question-

naires and in terms of the behavioral measures for the con-
dition with vibrotactile feedback.

H2 Participants will indicate higher subjective measures of co-
presence when the lighting is limited to the central region.

H3 Participants will indicate higher subjective ratings and be-
havioral effects associated with co-presence with the re-
stricted field of view.

4 RESULTS
We first present the descriptive and inferential statistical analysis
of the subjective questionnaire responses, followed by the behav-
ioral measures. We used parametric statistical tests to analyze the
responses in line with the ongoing discussion in the field of psychol-
ogy indicating that parametric statistics can be a valid and more
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(a) (b)

(c) (d)

Figure 4: Results for (a) spatial presence, (b) engagement, (c) social presence, and (d) gaming experience.

informative method for the analysis of combined experimental
questionnaire scales with individual ordinal data points measured
by questionnaires or coded behaviors [19, 22]. We analyzed the
responses with repeated-measures ANOVAs and Tukey multiple
comparisons with Bonferroni correction at the 5% significance level.
We confirmed the normality with Shapiro-Wilk tests at the 5% level
andQQ plots. Degrees of freedomwere corrected using Greenhouse-
Geisser estimates of sphericity when Mauchly’s test indicated that
the assumption of sphericity had been violated. We only report the
significant effects.

4.1 Subjective Measures
The results for spatial presence, engagement, social presence, and
gaming experience are shown in Figure 4. The x-axes show the
conditions. The y-axes show the pooled mean responses. Results
for vibrotactile feedback are shown in green and without feedback
in blue.

We found a significant main effect of the vibrotactile feedback
on spatial presence, F (1, 21) = 14.33, p = 0.001, η2p = 0.406, as well
as on social presence, F (1, 21) = 6.73, p = 0.017, η2p = 0.243, and also
on engagement, F (1, 21) = 5.25, p = 0.032, η2p = 0.200, indicating
that the vibrations positively affected participants’ sense of spatial
presence, social presence, as well as engagement.

We found a significant main effect of physical lighting on
engagement, F (1, 21) = 4.43, p = 0.048, η2p = 0.174, showing that
participants felt more engaged if the lighting in the room was
reduced to the central area illuminating the bookcase in front of
them and did not reach into the periphery.

We found no significant main effect of peripheral view and no
interaction effect for any combination of independent variables and
dependent variables.

We also found no effect of the phobias the participants reported
on the results, which we analyzed as a between-subjects factor.
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4.2 Behavioral Measures
We found no significant effects of the factors on avoidance behavior
that the experimenters coded during the trials. Overall, partici-
pants in 4.6% of the trials showed avoidance behavior in that they
pulled their head/torso back from the virtual entities (sagittal direc-
tion), and 12.5% showed sideways avoidance behavior with their
head/torso (lateral direction). None of the participants raised their
hands in an attempt to protect themselves from the virtual entities.

Regarding the head rotations, for yaw angles, we found no sig-
nificant effect between the restricted (M = −15.18°, SD = 15.47°)
and unrestricted (M = −15.64°, SD = 14.67°) view conditions;
the central lighting (M = −15.51°, SD = 15.22°) and full lighting
(M = −15.97°, SD = 14.93°) conditions; or the vibration (M =

−15.58°, SD = 15.12°) and no-vibration (M = −15.24°, SD = 15.03°)
conditions. Also, we found no significant effect for pitch angles
between the restricted (M = 9.82°, SD = 11.76°) and unrestricted
(M = 10.63°, SD = 11.85°) view conditions; the central lighting
(M = 9.75°, SD = 11.74°) and full lighting (M = 10.23°, SD = 11.88°)
conditions; or the vibration (M = 10.09°, SD = 12.07°) and no-
vibration (M = 9.90°, SD = 11.54°) conditions.

5 DISCUSSION
In this section, we summarize the main findings and discuss impli-
cations for AR applications with current-state OST-HMDs.

5.1 Vibrotactile Feedback Increases Spatial and
Social Presence and Engagement

In line with our Hypothesis H1, we found that the vibrotactile
feedback resulted in a significant increase in spatial presence, so-
cial presence, and engagement. It is interesting to see that the
vibrations had such a noticeable effect on participants’ perception
of the virtual entities considering that they only provided subtle
stimuli in our experiment compared to the more dominant visual
feedback. Most of our participants indicated during the debriefing
that the vibrations had a positive effect. As a guideline for practi-
tioners in the field of AR, we suggest adding vibrations through
the floor using a floor- or platform-mounted transducer as it is a
comparatively easy and low-cost addition compared to other types
of haptic feedback, and it seems like a viable option for a range of
different types of AR applications.

5.2 Reduced Peripheral Lighting Increases
Engagement

Although we did not see the effect of lighting in co-presence, in line
with our HypothesisH2, we found a significant increase in engage-
ment when participants were in the restricted central region
lighting condition. This overall effect was supported by multiple
qualitative comments from our participants such as “The darkness
made the experience feel more immersive.” This might be related
to the task that the participants experienced involved a bit creepy
virtual characters, which make the dark environment more appro-
priate and realistic. Moreover, we received multiple comments from
the participants suggesting that the effects of the vibrations were
strengthened in the conditions with the central (reduced) lighting
that did not reach into the periphery. For instance, one participant

commented, “compared to the previous condition, having floor vibra-
tions with lights off felt more immersive than having floor vibrations
with lights on.” Although this interaction effect is not supported by
our statistical tests, it suggests an interesting hypothesis that could
be tested in future research.

5.3 Reduced Peripheral Vision Did Not Change
Participants’ Experience

Contrary to our Hypothesis H3, we found no significant effect of
the restricted physical field of view on the dependent variables.
While we cannot rule out a slight effect of the periphery on our
results (see Figure 4), which could be verified with more partici-
pants, based on a power analysis we can say that at least it did not
have a noticeable (strong) effect on participants’ experience. We
received informal comments from the participants such as “Didn’t
notice too much of a difference with the black cloth but I’m sure it
helped me focus more on the images of the game.” Overall, multiple
participants indicated that they were paying attention exclusively
to the augmented region of their visual field, which is sometimes
called attention funnelling [7], such that the discussed benefits of
the restricted periphery (see Section 1) diminished as participants
did not (have to) pay attention to the periphery to complete the
task. In line with the attention funnelling interpretation, we ob-
served that participants rotated their head more with the HoloLens
than what we would expect in a similar real-world situation; previ-
ous work suggests that humans may compensate for an attention
funnel by adapting their head behavior with an increased amount
and frequency of head rotations [2, 14]. The relatively small size of
virtual entities, which the participants could see the entire body of
the entity even in a narrow FOV, could also be one of the reasons
why they did not pay attention to the periphery. As a guideline for
practitioners in AR, we can say that there is no need to restrict the
users’ peripheral view for tasks that do not require them to pay
attention to the wider human visual field.

6 CONCLUSION AND FUTUREWORK
In this paper, we presented an analysis of factors and common
challenges with OST-HMD setups that can have an impact on users’
perceived co-presence when in close proximity of dynamic virtual
content and entities. We reported on a human-subject study that we
conducted to understand three related factors. First, we evaluated
the effects of the unique characteristic of current OST-HMDs that
the small augmented visual field and a large unaugmented periph-
ery are in conflict. This can greatly limit a user’s perceived impact
of a virtual entity when it vanishes out of the virtual field of view
while the real world is still visible. We tested a potential compen-
sation based on occluding the entire (real and virtual) periphery.
Second, we tested different lighting conditions in the physical en-
vironment that were meant to simulate a reduced field of view in
line with an occluded periphery. Third, we compared the effects of
vibrotactile feedback presented through a physical platform in AR
as a means to compensate for the missing visual feedback in the
lower periphery. We found that vibrotactile feedback significantly
increased spatial and social presence and engagement, and reduced
peripheral lighting further increased engagement, while the impact
of the peripheral view restriction was limited.
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We believe that it is important to investigate related visual and
multimodal technologies that have the potential to increase co-
presence and reduce perceptual differences between virtual and
real stimuli in AR. For future work, we think that it would be
important to identify the benefits that larger fields of view provide
for future OST-HMDs, as well as further technological means that
can create realistic haptic feedback in AR.
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