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#### Abstract

We present an algorithm that takes as input an $n$-vertex planar graph $G$ and a $k$-vertex pattern graph $P$, and computes the number of (induced) copies of $P$ in $G$ in $2^{O(k / \log k)} n^{O(1)}$ time. If $P$ is a matching, independent set, or connected bounded maximum degree graph, the runtime reduces to $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$.

While our algorithm counts all copies of $P$, it also improves the fastest algorithms that only detect copies of $P$. Before our work, no $2^{O(k / \log k)} n^{O(1)}$ time algorithms for detecting unrestricted patterns $P$ were known, and by a result of Bodlaender et al. [ICALP 2016] a $2^{o(k / \log k)} n^{O(1)}$ time algorithm would violate the Exponential Time Hypothesis (ETH). Furthermore, it was only known how to detect copies of a fixed connected bounded maximum degree pattern $P$ in $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ time probabilistically.

For counting problems, it was a repeatedly asked open question whether $2^{o(k)} n^{O(1)}$ time algorithms exist that count even special patterns such as independent sets, matchings and paths in planar graphs. The above results resolve this question in a strong sense by giving algorithms for counting versions of problems with running times equal to the ETH lower bounds for their decision versions.

Generally speaking, our algorithm counts copies of $P$ in time proportional to its number of non-isomorphic separations of order $\tilde{O}(\sqrt{k})$. This algorithm introduces a new recursive approach to construct families of balanced cycle separators in planar graphs that have limited overlap inspired by methods from Fomin et al. [FOCS 2016], a new 'efficient' inclusion-exclusion based argument and uses methods from Bodlaender et al. [ICALP 2016].


[^0]
## 1 Introduction

The complexity of NP-hard problems on planar graphs has been a popular subject for a at least two decades, and its fruitful study resulted in seminal results such as the planar separator theorem by Lipton and Tarjan LT79] and efficient approximation schemes by Baker Bak94. An area in which planar graphs are especially a popular subject of study is Parameterized Complexity. A cornerstone result of parameterized complexity ${ }^{1}$ by Fomin et al. DFHT05] shows that many NP-hard parameterized problems on planar graphs can be solved in subexponential time, i.e. $f(k) n^{O(1)}$ time where $f$ is $2^{o(k)}, k$ is some (typically small) problem parameter, and $n$ denotes the number of vertices of $G$. Typically $f(k)$ is only $2^{\tilde{O}(\sqrt{k})}$ in this setting. Thanks to the technique of DFHT05 and a large body of follow-up work (see e.g. EKMM16]), the fine-grained parameterized complexity of many decision problems on planar graphs is by now well understood.

The technique from [DFHT05, called bidimensionality, is a win-win argument based on the grid minor theorem. The technique exploits that instances of the problem at hand defined by graphs with high treewidth are always YES/NO-instances ${ }^{2}$ For example, one can detect whether a planar graph $G$ has a simple path on at least $k$ vertices (called $k$-path) in time $2^{O(\sqrt{k})} n^{O(1)}$ time in this way: If $G$ has treewidth $\Omega(\sqrt{k})$, it has a $(\Omega(k) \times \Omega(k))$-grid as a minor that can be used to show $G$ has a $k$-path. Otherwise, $G$ has treewidth $O(\sqrt{k})$ and dynamic programming can be used to detect $k$-paths in $2^{O(\sqrt{k})} n^{O(1)}$ time. While the bidimensionality technique is applicable to many problems, it requires that the solution of the instance can be deduced already from the fact that the graph has large treewidth. This is a rather fragile assumption that often can not be made, and indeed for several important problems the approach turned out inadequate.

Subgraph Isomorphism on planar graphs is a basic NP-complete problem where the bidimensionality technique falls short perhaps most pressingly. In the subgraph isomorphism problem we are given an $n$-vertex planar graph $G$ and a $k$-vertex planar graph $P$ and we need to determine whether there exists an (induced) copy of $P$ in $G$. As mentioned above, bidimensionality does solve this problem in $2^{O(\sqrt{k})} n^{O(1)}$ if $P$ is a path on $k$ vertices, but if we slightly alter the pattern to, say, a cycle on $k$ vertices or a directed path ${ }^{3}$ the technique already breaks down.

Detecting such cycles patterns and directed paths turns out more complicated. It was observed by Tazari Taz12] and Dorn et al. [DFL+13] that variants of the layering technique by Baker [Bak94] can be used to design algorithms for detecting such patterns with running time $2^{\varepsilon k} n^{O(1 / \varepsilon)}$. Recently it was shown how to detect such patterns probabilistically in $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ time by Fomin et al. FLM $^{+}$16. The following question suggests itself:

Question 1. Is there a $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ time deterministic algorithm for Subgraph Isomorphism for the special case where the pattern is either a cycle or a directed path on $k$ vertices?

The general planar subgraph isomorphism problem with unrestricted patterns also been the subject of several interesting works. Eppstein Epp99 was the first to show that the problem is Fixed Parameter Tractable by giving an $k^{O(k)} n^{O(1)}$ time algorithm, and Dorn Dor10 improved this to an $2^{O(k)} n^{O(1)}$ time algorithm. Afterwards Bodlaender et al. BNvdZ16] showed the problem can be solved in $2^{O(n / \log n)}$ time, and any $2^{o(n / \log n)}$ time would contradict the exponential time hypothesis.

By combining the techniques of Bodlaender et al. BNvdZ16 and Fomin et al. $\mathrm{FLM}^{+} 16$, one can obtain a $2^{O(k / \log k)} n^{O(1)}$ time probabilistic algorithm that detects any fixed pattern with at most $O(\sqrt{k} / \log k)$ connected components. However, this still does not settle the complexity of the general problem, and the following question (also mentioned in $\mathrm{FLM}^{+} 16$ ] and BNvdZ16) remained open:

Question 2. Is there a $2^{O(k / \log k)} n^{O(1)}$ time (deterministic) algorithm for general Subgraph Isomorphism with unrestricted pattern?

Note that such an algorithm can not be improved under the ETH by the lower bound $2^{o(n / \log n)} \operatorname{lower}$ bound from [BNvdZ16] since $k \leq n$ in any non-trivial instance.

[^1]| Reference | Pattern Restriction | Deterministic | Counting | Runtime |
| :---: | :---: | :---: | :---: | :---: |
| MT92 | connected bounded degree | $\checkmark$ | $\checkmark$ | $n^{O(\sqrt{n})}$ |
| Epp99 | - | $\checkmark$ | $\checkmark$ | $k^{O(k)} n^{O(1)}$ |
| Dor07 | undirected path | $\checkmark$ | $\times$ | $2^{O(\sqrt{k})} n^{O(1)}$ |
| Dor10 | - | $\checkmark$ | $\checkmark$ | $2^{O(k)} n^{O(1)}$ |
| BNvdZ16 | - | $\checkmark$ | $\checkmark$ | $2^{O(n / \log n)}$ |
| $\mathrm{FLM}^{+} 16$ | connected bounded degree | $\times$ | $\times$ | $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ |
|  | directed path | $\times$ | $\times$ | $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ |
| [BNvdZ16, FLM $\left.^{+} 16\right]$ | connected | $\times$ | $\times$ | $2^{O(k / \log k)} n^{O(1)}$ |
| This paper | - | $\checkmark$ | $\checkmark$ | $2^{O(k / \log k)} n^{O(1)}$ |
|  | connected bounded degree | $\checkmark$ | $\checkmark$ | $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ |
|  | independent set, matching | $\checkmark$ | $\checkmark$ | $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ |

Table 1. Runtimes of algorithms for planar subgraph isomorphism.

Counting Problems are perhaps the largest category of problems for which bidimensionality is not applicable. Counting problems on restricted graphs classes are well-motivated from (among others) seemingly distant areas such as statistical physics, and Counting problems on planar graphs are well-studied in terms of polynomial time approximation schemes (see e.g Goldberg GJM15), and several works showed that the study of approximation schemes and parameterized complexity of counting problems is intertwined: Both the methods from Yin [YZ13] and Patel and Regts PR17b give polynomial time approximation schemes that rely on completely unrelated fixed parameter tractable algorithms.

On the other hand, the number of purely parameterized complexity theoretical works on counting problems can be counted on one hand. For example, Frick Fri04 gave a fixed parameter tractable algorithm for a general class of fixed order logic problems, and Curticapean Cur16 showed it is fixed parameter tractable to count matchings with few unmatched vertices in planar graphs.

Counting Subgraph Isomorphisms is a very natural extension of subgraph isomorphism with close connections to partition functions PR17b] and motif discovery (see e.g. MSOI ${ }^{+}$02] or the discussion in CDM17). The aforementioned algorithm of Dorn Dor10 also counts the number of copies of the given pattern, so patterns like independent sets, matchings and paths on $k$ vertices can be counted in $2^{O(k)} n^{O(1)}$ time. Yet, this does not match the typical $2^{o(\sqrt{k})} n^{O(1)}$ running time that can be obtained for most decision problems via the bidimensionality technique and cannot be improved under the ETH by standard reductions. Therefore the following natural question was repeatedly asked by several researchers ${ }^{4}$

Question 3. Is there a $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ time algorithm for counting (induced) copies of a pattern $P$, where $P$ is a path, matching, set of disjoint triangles or independent se ${ }^{5}$ ?

We would like to stress that even for the special case of counting independent sets on $k$ vertices in subgraphs of grids it is unclear how to obtain an algorithm with $2^{o(k)} n^{O(1)}$ running time without using our techniques. Note that this specific counting problems on subgraphs of grids received attention already in the enumerative combinatorics community (see CW98, Kas61).

### 1.1 Our Results

We resolve the complexity of the decision and counting variants of Subgraph Isomorphism on planar graphs, and answer the above Questions 1. 2 and 3 affirmatively in a strong sense.

[^2]We now state our main result for counting subgraph isomorphisms. Formally, if $G$ and $P$ are undirected graphs, we denote $\operatorname{sub}(P, G)$ for the set of injective functions $f: V(P) \rightarrow V(G)$ such that $\{f(v), f(w)\} \in E(G)$ for every $\{v, w\} \in E(P)$. Similarly, we denote ind $(P, G)$ for the set of injective functions $f: V(P) \rightarrow V(G)$ such that $\{f(v), f(w)\} \in E(G)$ if and only if $\{v, w\} \in E(P)$, for every distinct $v, w \in V(P)$. The running time of our algorithm depends on a pattern-specific parameter $\sigma(P)$ that we define below.

Theorem 1.1 (Main Theorem). There is an algorithm that takes as input a $k$-vertex graph $P$ and an $n$-vertex planar graph $G$, and outputs $|\operatorname{sub}(P, G)|$ and $|\operatorname{ind}(P, G)|$ in $2^{\tilde{O}(\sqrt{k})}(\sigma(P) n)^{O(1)}$ time.

We can also count the number of vertex subsets inducing the sought copies by dividing $|\operatorname{ind}(P, P)|$ or $|\operatorname{sub}(P, P)|$. The parameter $\sigma(P)$ is the number of non-isomorphic separations of $P$ of order $\tilde{O}(\sqrt{k})$. Formally speaking, a separation of $P$ is a pair of vertex subsets $X, Y \subseteq V(G)$ such that $X \cup Y=V$ and there are no edges in $P$ between vertices from $X \backslash Y$ and $Y \backslash X$, and the order of $(X, Y)$ is $|X \cap Y|$. Separations $(X, Y)$ and $\left(X^{\prime}, Y^{\prime}\right)$ are isomorphic if there is an isomorphism $f$ of $P$ such that $f(X)=X^{\prime}$, and $f(v)=v$ for every $v \in X \cap Y$.

This factor in our running time is a direct consequence of reverse-engineering the technique of Bodlaender et al BNvdZ16. In fact, it follows from the analysis of BNvdZ16] that $\sigma(P)$ is $2^{O(k / \log k)}$ for any pattern $P$ (we spell this out in Lemma 2.4. Thus, we obtain the following consequence of Theorem 1.1 that answers Question 2 positively:

Corollary 1.2. There is an algorithm that takes as input an $k$-vertex graph $P$, and an $n$-vertex planar graph $G$ and outputs $|\operatorname{sub}(P, G)|$ and $|\operatorname{ind}(P, G)|$ in $2^{O(k / \log k)} n^{O(1)}$ time.

Recall that Bodlaender et al. showed that a $2^{o(n / \log n)}$ time algorithm contradicts ETH, and thus our algorithm can probably not be improved significantly easily.

We continue our discussion with specific choices for the pattern $P$. If $P$ is a matching, set of disjoint triangles, independent set or any connected graph with bounded maximum degree on $k$ vertices, it can be showr ${ }^{6}$ that $\sigma(P)$ is at most $2^{\tilde{O}(\sqrt{k})}$. Thus, Theorem 1.1 resolves Question 3 in the following sense:

Corollary 1.3. Let $P$ be a matching, set of disjoint triangles, independent set or any connected graph with bounded maximum degree on $k$ vertices. Then there is an algorithm that takes as input an n-vertex planar graph $G$ and outputs $|\operatorname{sub}(P, G)|$ and $|\operatorname{ind}(P, G)|$ in $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ time.

It is folklore knowledge that, assuming ETH, there is no $2^{o(\sqrt{n})}$ time algorithm that decides whether $|\operatorname{sub}(P, G)|>0$ when $P$ is a set of triangles or a path, or whether $|\operatorname{ind}(P, G)|>0$ when $P$ is a matching, set of disjoint triangles or independent set or path. Thus, our result resolves the running time of the fastest pattern counting algorithm assuming ETH for all listed pattern classes.

The algorithm for detecting a connected pattern with bounded maximum degree from Corollary 1.3 can be combined with a simple gadget ${ }^{7}$ to obtain the following result that resolves Question 1.

Corollary 1.4. There is an $2^{\tilde{O}(\sqrt{k})} n^{O(1)}$ time deterministic algorithm that detects (and in fact, even counts) the number of simple directed cycles or paths on $k$ vertices in an n-vertex directed planar graph.

Finally, we would like to mention that, via standard techniques, our algorithms can also be used to obtain uniform samples from the set $\operatorname{ind}(P, G)$ and $\operatorname{sub}(P, G)$ in similar running times. Such questions were also studied for $P$ being a path on $k$ vertices and $G$ being planar by Montanari MP15.

### 1.2 Previous Related Work

A seminal paper by Alon et al. AYZ95 gave a $2^{O(k)} n^{\text {tw }(P)}$ time algorithm for subgraph isomorphism in general graphs. For the counting extension, Flum and Grohe showed there is no $f(k) n^{O(1)}$ time algorithm that counts occurrences of $P$ in $G$ even in the special case that $P$ is a path on $k$ vertices.

On the other hand Patel and Regts PR17a gave an algorithm that counts the number of induced copies of $P$ in time $O\left(c(\Delta)^{k} n\right)$. Curticapean et al. CDM17] gave an algorithm that counts the number of copies of $P$ in $G$ in $2^{O(|E(P)| \log |E(P)|)} n^{0.174|E(P)|}$ time. See also a survey by Curticapean Cur18] on counting and parameterized complexity.

[^3]The special case of $G$ (and thus, also $P$ ) being planar was studied first by Eppstein Epp99. His approach was to follow the layering technique of Baker Bak94]. Briefly speaking, this is to partition the vertex set into $k+1$ parts $V_{1}, \ldots, V_{k+1}$ such that for every $i$, the graph $G\left[V \backslash V_{i}\right]$ has treewidth $O(k)$. Then one can try to count all occurrences of $P$ by summing over all $i$, and count all occurrences of $P$ in $G\left[V \backslash V_{i}\right]$ using dynamic programming on the treedecomposition. However, this overcounts occurrences of $P$ that are disjoint from more than one part. To avoid this overcounting, we use additional table indices to keep track of whether vertices from some part where included, and only count pattern occurrences where some fixed part $V_{i}$ is disjoint from the pattern occurrence, but where all $V_{j}$ with $j<i$ intersect with the pattern occurrence. In this way Eppstein obtained an algorithm that counts the number of occurrences of $P$ in $k^{O(k)} n$ time. Dorn Dor10 later sharpened the running time to $2^{O(k)} n$ by exploiting planarity in the dynamic programming subroutine.

Bodlaender et al. BNvdZ16] settled the complexity of subgraph isomorphism with large patterns in a curious way: They showed that occurrences of $P$ can be detected in $2^{O(n / \log n)}$ time, and that any $2^{o(n / \log n)}$ time algorithm would contradict ETH. Their algorithm builds on a natural dynamic programming algorithm that is indexed by separations of order $O(\sqrt{n})$, but exploits that many table entries computed by this algorithm will be equal whenever the associated separations are isomorphic. The curious running time follows from an upper bound on the number of non-isomorphic separations of order $\tilde{O}(\sqrt{n})$.

Fomin et al. $\mathrm{FLM}^{+} 16$ provided a new robust tool: given a planar graph ${ }^{8} G$ and an integer $k$, they sample a subset $S \subseteq V(G)$ such that $\operatorname{tw}(G[S])=O(\sqrt{k})$ and for every $X \subseteq V(G)$ such that $G[X]$ has $O(\sqrt{k} / \log k)$ connected components it holds that $X \subseteq S$ with probability at least $1 / 2^{\tilde{O}(\sqrt{k})}$. Their technique to achieve this result is a combination of elements of Baker's approach, an extension of Menger's theorem and an intricate divide and conquer scheme.

A combination of the techniques from $\overline{\mathrm{BNvDZ1}}]$ and $\mathrm{FLM}^{+} 16$ gave a $2^{O(k / \log k)}$ time randomized algorithm for detecting occurrences of a given connected pattern.

### 1.3 Our Approach

We now briefly describe the high level intuition behind our approach to obtain our main result, Theorem 1.1. As mentioned above, our approach employs aspects of the relatively new works of Fomin et al. [FLM ${ }^{+} 16$ ] and Bodlaender et al. BNvdZ16], but also uses more classic techniques such as Baker's partitioning to reduce the treewidth, as already proposed by Eppstein for subgraph isomorphism Epp99. We now give a brief outline of our approach, with an emphasis on our main innovations.

Detecting Patterns: Sparsifying Balanced Cycle Separators We follow the approach from $\mathrm{FLM}^{+} 16$ that employs a Menger-like lemma (Lemma 2.11) as a crucial ingredient, but we employ this lemma differently. In Algorithms 2 and 3 we will use the a more involved version to prove Lemma's 4.2 and 4.3 .

We start by preprocessing the graph via a standard argument Bak94, Epp99 to ensure it is $O(k)$ outerplanar. This implies we can find a small balanced cycle separator $C$ (after triangulation).

Then we use that for given any balanced (with respect to an unknown weight function) cycle separator $C$, we can construct a family of quasipoly $(k)$ balanced cycle separators such that at least one cycle of the output family has small intersection with the (unknown) pattern $P$.

To obtain this family, we partition the cycle in four equally-sized consecutive parts $C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}$, inspired by a proof of the planar grid-minor theorem (following a version of the proof by Grigoriev [Gri11). Then we consider $G^{\prime}$ which either is the interior or the exterior of $C$ (depending on which has higher weight, and we can try both if the weight is unknown). Applying Lemma $2.11 \mathrm{in} G^{\prime}$, we either get a family of mutually disjoint $\left(C^{\leftarrow}-C^{\rightarrow}\right)$-separators (which are $\left(C^{\downarrow}-C^{\uparrow}\right)$-paths) or nearly-disjoint $\left(C^{\downarrow}-C^{\uparrow}\right)$ separators (which are $\left(C^{\leftarrow}-C^{\rightarrow}\right)$-paths). In either case, we (non-deterministically) guess a path $S_{i}$ with little intersection with the pattern $P$ (which exists as the paths have limited mutual overlap). Now we form two different cycles from $S_{i} \cup C$. The cycle with smallest weight in its exterior can be shown to be sufficiently balanced. Repeating the procedure $O(\log (k))$ times suffices to prove the lemma.

[^4]Detecting Patterns: Acquiring Balance If we would apply the above approach recursively in a direct way to obtain a good tree decomposition-like divide and conquer scheme for running a dynamic programming to detect patterns, we quickly would arrive at running times of the type $n^{\log (k)} 2^{\tilde{O}(\sqrt{k})}$, for problems like directed longest path or longest cycle on $k$ vertices. This is already a very strong indication that a $2^{\tilde{O}(\sqrt{k})}$ running time is within reach, and indeed the following simple additional new idea allows such running time: When given a balanced cycle separator $C$, we first guess whether $C$ has at most or at least $\sqrt{k}$ vertices from the pattern $P$.

If $C$ has at most $\sqrt{k}$ vertices from $P$, there are only $\binom{O(k)}{\sqrt{k}}$ possibilities for the image of the mapping of $C$ to $P$, and the associated dynamic programming table will be small enough. Thus $C$ can be used to decompose the problem into two subproblems with both only a constant fraction of the vertices of $G$. Otherwise, the assertion that $C$ has at least $\sqrt{k}$ pattern vertices can be used to construct another cycle $C^{\prime}$ that has $\Omega(\sqrt{k})$ vertices from $P$ in both its interior and exterior. Then we use $C^{\prime}$ as basis for the procedure outlined above to construct a family of cycles that separate at least $\Omega(\sqrt{k})$ pattern vertices. Oversimplifying things, the number of recursive calls $T(n, k)$ of a divide and conquer scheme applying this strategy exhaustively in terms of graphs with $n$ vertices and patterns with $k$ vertices satisfies the following upper bound:

$$
T(n, k) \leq 2 T(2 n / 3, k)+\text { quasipoly }(k) \cdot T(n, k-\Omega(\sqrt{k}))=n^{O(1)}(\log (n))^{\tilde{O}(\sqrt{k})} \leq 2^{\tilde{O}(\sqrt{k})} n^{O(1)}
$$

whether the latter upper bound can be shown by a case distinction on whether $\log (n) \leq k$.
Counting Patterns: Efficient Inclusion-Exclusion Note it is even not clear how to make the preprocessing step by Eppstein Epp99 and Baker Bak94 to make the graph $O(k)$-outerplanar work in the counting setting as the natural extension (sum over all blocks of the partition, remove the block and count the number of pattern occurrences) will over count pattern occurrences. Moreover, extending the dynamic programming table by keeping track of which blocks of the partition vertices have been selected as done in Dor10, Epp99 increases the number of table entries to $2^{\Omega(k)}$.

Instead, we present a new approach based on inclusion-exclusion. Indeed, to avoid over count it is natural to compensate by summing over all subsets of the $k$ blocks in the partition and count the number of pattern occurrences exactly using inclusion-exclusion. To avoid summing over all $2^{O(k)}$ sums in the inclusion-exclusion formula, we make the crucial observation that it's summands are algebraically dependent in a strong sense. We show that we only need to compute pattern occurrences in $O\left(k^{2}\right)$ subgraphs that are $O(k)$-outer planar, and can evaluate the inclusion-exclusion formula in polynomial time given these values. We call this (to our best knowledge, new ${ }^{9}$ ) idea Efficient inclusion-exclusion.

We point out that without this new idea it would even be hard to get very special subcases of our general theorem, such as to count $k$-vertex independent sets in subgraphs of grids in $2^{\tilde{O}(\sqrt{k})}$ time.

Counting Patterns: Combinining all ideas To prove Theorem 1.1 in its full generality, we combine all above new insights with the isomorphism check as exploited by Bodlaender et al. BNvdZ16. But to combine all above steps, still a number of technical hurdles need to be overcome.

First, when the step in which we (non-deterministically) guess a path $S_{i}$ with little intersection is replaced with summing over all $i$, we will over count. We resolve this in different ways depending on whether the set of paths is completely disjoint or nearly-disjoint. In the first case we can avoid over counting by keeping track of that we need to intersect some paths in the recursion. We implement idea by associating a set of monitors with a recursive call. Specifically, a monitor is a set $M$ with two associated integers $M_{\text {low }}$ and $M_{\text {upp }}$. We distinguish 'small' monitors (with poly $(k)$ vertices), and large monitors (with an unbounded number of vertices). Given a set of monitors $\mathcal{M}$ in a subproblem, we count, for every vector $r \in \mathbb{Z}^{\mathcal{M}}$ such that $M_{\text {low }} \leq r_{M} \leq M_{\text {upp }}$, the number of occurrences of $P$ in $G$ on vertex set $X \subseteq V(G)$ such that $|X \cap M|=r_{M}$ for every $\mathcal{M} \in \mathcal{M}$. In the second case, we apply the efficient inclusion-exclusion idea (in a slightly more technical, but essentially same, way as we did to reduce the outerplanarity of $G$ )

Before we continue with sparsifying a balanced cycle separator, we need to ensure that the subproblem is 'clean'. Specifically, we need that the number of monitors and the number of 'boundary vertices' (i.e.

[^5] in Cur16 to reducing counting non-perfect matchings to non-perfect matchings, but in a very different way.
vertices of which we need to track how the pattern maps to them) are $\tilde{O}(\sqrt{k})$. To ensure this, we employ a cleaning step that aims at sparsifying separators that balance the number of vertices in 'small' monitors and boundary vertices. After $O(\log k)$ of such steps, there will only $\tilde{O}(\sqrt{k})$ of such vertices left.

## Organization

Notation, useful standard tools, and other preliminaries are described in Section 2 In Section 3 we set up main building blocks of Theorem 1.1, which we subsequently prove in Section 4

## 2 Preliminaries

Notation and Basic Definitions With a triangulated graph we mean a graph with a given embedding in which all faces are of size 3. Let $\mathbb{N}:=\{1,2, \ldots\},[k]:=\{1, \ldots, k\}$, denote $a \% b$ for the remainder of $a / b$, and $\equiv_{p}$ for being congruent $\bmod p$. We use $\binom{X}{\leq s}$ and $\binom{X}{s}$ for all subsets of $X$ of size at most and respectively equal to $s$. In this paper $O^{*}(\cdot)$ suppresses factors polynomial in the problem instance size. Let $G$ be an undirected graph. Whenever $X \subseteq V(G)$, we let $G-X$ denote $G[V(G) \backslash X]$. Similarly, if $X \subseteq E(G)$, we let $G-X$ denote the graph $(V(G), E(G) \backslash X)$. If $w: V(G) \rightarrow \mathbb{R}$, we shorthand $w(G):=$ $w(V(G)):=\sum_{v \in V(G)} w(v)$. If $\mathcal{F} \subseteq 2^{U}$ is a set family and $X \subseteq U$ we denote $\mathcal{F}[X]:=\{F \cap X: F \in \mathcal{F}\}$. If $A, B$ are sets we denote $A^{B}$ for all vectors indexed by $B$ with values from $A$. We use both the $a_{i}$ and $a[i]$ index notation in this paper, to occasionally avoid subscripts. Given two vectors $a, b \in \mathbb{Z}^{B}$, we let denote $a \preceq b$ that $a_{x} \leq b_{x}$ for every $x \in B$. If $v \in V(G)$, $\operatorname{dist}\left(v_{0}, v\right)$ denotes the length of (that is, the number of edges on) the shortest path from $v_{0}$ to $v$.

If $X \subseteq V(G)$, we denote $\partial_{G} X:=\{x \in X: N(x) \nsubseteq X\}$. If $G$ is clear from the context it will be omitted. We use $\tilde{O}(f(k))$ to omit $\operatorname{polylog}(k)$ factors, let $\operatorname{poly}(k)$ denote all functions of the type $k^{O(k)}$ and quasipoly $(k)$ denote all functions of the type $k^{\text {polylog }(k)}$.

Functions Given a function $f: A \rightarrow B$ and $b \in B$, we let $f^{-1}(b)=\{a \in A: f(a)=b\}$. We let $f: A \hookrightarrow B$ denote that $f$ is injective (that is $f(a)=f\left(a^{\prime}\right)$ implies that $a=a^{\prime}$ ). If $f^{\prime}: A^{\prime} \rightarrow B$ for a superset $A \subseteq A^{\prime}$, we say $f^{\prime}$ extends $f$ if $f^{\prime}(a)=f(a)$ for every $a \in A$. In this case we also say $f$ is the projection of $f^{\prime}$ on $A$. If $f: A \rightarrow B$ and $g: C \rightarrow B$, we say $f$ and $g$ agree if $f(x)=g(x)$ for every $x \in A \cap B$. If $f^{-1}(b)$ is a singleton set, we may also interpret it as a single element of $A$. If $G$ and $P$ are undirected graphs, we denote $\operatorname{sub}(P, G)$ for the set of injective functions $\{f$ : $V(P) \hookrightarrow V(G):\{v, w\} \in E(P) \rightarrow\{f(v), f(w)\} \in E(G)\}$, and $\operatorname{ind}(P, G)$ for the set of injective functions $\{f: V(P) \hookrightarrow V(G):\{v, w\} \in E(P) \leftrightarrow\{f(v), f(w)\} \in E(G)\}$. A bijection $f: V(G) \rightarrow V(G)$ is an isomorphism if $\{a, b\} \in E(P)$ if and only if $\{f(a), f(b)\} \in E(G)$. An automorphism is an isomorphism from a graph $G$ to itself. We let $\operatorname{auto}(G)$ denote the set of automorphisms of $G$.

Separations and Their Isomorphism Classes A colored graph if a pair $(G, c)$ where $G$ is a graph and $c: V(G) \rightarrow \mathbb{N}$ is a coloring function. Two colored graphs $(G, c)$ and $\left(G^{\prime}, c^{\prime}\right)$ are isomorphic if there exists an isomorphism $f$ from $V(G)$ to $V\left(G^{\prime}\right)$ such that $c(v)=c^{\prime}(f(v))$ for every $v \in V$. It is known that testing whether two colored $n$-vertex planar graphs are isomorphic can be done in quasipoly $(n)$ time: Using standard techniques (see e.g. Sch09, Theorem 1]) one can reduce planar colored subgraph isomorphisms to normal planar subgraph isomorphism, which can be solved in planar graphs in polynomial time HW74. By the same standard reduction from colored subgraph isomorphism to subgraph isomorphism, and the canonization algorithm for planar subgraph isomorphism by Datta et al. [DLN ${ }^{+} 09$, we also have the following:

Theorem 2.1. There exists a polynomial time algorithm $\operatorname{can}(G, c)$ that given a colored planar graphs $(G, c)$ outputs a string s such that $\operatorname{can}(G, c)=\operatorname{can}\left(G^{\prime}, c^{\prime}\right)$ if and only if $(G, c)$ is isomorphic to $\left(G^{\prime}, c^{\prime}\right)$.

A separation of a graph $G$ is pair of two subsets $X, Y \subseteq V(G)$ with no edges between $X \backslash Y$ and $Y \backslash X$ in $G$. We say $X \cap Y$ is the separator of this separation and that $|X \cap Y|$ is the order of this separation. If $Z \subseteq V(G)$, we say $(X, Y)$ is below $Z$ if $X \subseteq Z$. Two separations $(X, Y)$ and $\left(X^{\prime}, Y^{\prime}\right)$ are isomorphic if $X \cap Y=X^{\prime} \cap Y^{\prime}$ and there exists an automorphism $a \in \operatorname{auto}(G)$ such that $a(v)=v$ for every $v \in X \cap Y$. We let $\mathcal{C S}(l, P, Z)$ (respectively, $\mathcal{C} \mathcal{S}_{=}(l, P, Z)$ ) denote an (arbitrarily fixed) maximal set of pair-wise non-isomorphic separations of $P$ below $Z$ of order at most $l$ (respectively, exactly $l$ ). We also
shorthand $\mathcal{C S}(l, Z)=\mathcal{C S}(l, P, Z), \mathcal{C S}(l, Z)=\mathcal{C} \mathcal{S}_{-}(l, P, Z)$ since the input pattern will be fixed throughout this paper, and shorthand $\mathcal{C S}(l)=\mathcal{C S}(l, P, V(P))$ and $\mathcal{C} \mathcal{S}_{=}(l)=\mathcal{C} \mathcal{S}_{=}(l, P, V(P))$. Define $\mu((X, Y), Z)$ to be the number of separations $\left(X^{\prime}, Y^{\prime}\right)$ of $P$ below $Z$ such that $\operatorname{can}\left(X^{\prime}, Y^{\prime}\right)=\operatorname{can}(X, Y)$.

Lemma 2.2. Given $P, l$ and $Z$, we can enumerate $\mathcal{C} \mathcal{S}(l, Z)$ and $\mathcal{C} \mathcal{S}_{-}(l, Z)$ in $|\mathcal{C S}(l, Z) \| V(P)|^{O(1)}$ time. In the same time we can also compute $\mu((X, Y), Z)$ of each separation $(X, Y) \in \mathcal{C S}(l, Z)$.
Proof. Iterate over all $\binom{k}{\leq l}$ possibilities for the separator $S=X \cap Y$. Subsequently, for each connected component $V_{i}$ of $P-S$, create a colored graph $\left(G_{i}, c_{i}\right)$ on vertex set $V_{i} \cup S$ with colors $1, \ldots,|S|$ assigned to the vertices in $S$ and a single color to all vertices in $V_{i}$. To enumerate $\mathcal{C} \mathcal{S}_{=}(l, Z)$ and compute $\mu((X, Y), Z)$, we can iterate over all possibilities of $S$, label each connected component with their canonical string $\operatorname{can}\left(G_{i}, c_{i}\right)$. And compute the number $q_{s}$ which we define as the number of connected components satisfying $\operatorname{can}\left(G_{i}, c_{i}\right)=s$, and $q_{s}^{Z}$ be the number of connected components with $\operatorname{can}\left(G_{i}, c_{i}\right)=s$ and $V_{i} \subseteq Z$.

Subsequently, we enumerate over all non-negative vectors $q^{X}, q^{Y}$ such that $q_{s}^{X}+q_{s}^{Y}=q_{s}$ and $q^{X} \preceq q^{Z}$. Note that each such $q_{s}^{X}$ uniquely defines gives a non-isomorphic separation ( $X, Y$ ) in which $X \cap Y=S$ and $P-S$ contains exactly $q_{s}^{X}$ connected components $V_{i}$ such that $\operatorname{can}\left(V_{i} \cap S, c_{i}\right)=s$. For each such $S$ and $q_{s}^{X}$, we add the separation $(X, Y)$ to $\mathcal{C} \mathcal{S}_{=}(l, Z)$. Moreover, by the above discussion it also follows that $\mu((X, Y), Z)=\prod_{i}\binom{q_{\mathrm{s}}^{Z}}{q_{s}^{X}}$, as for every connected component with canonical string $s$ we have $\binom{q_{\mathrm{s}}^{Z}}{q_{s}^{X}}$ options to choose the $q_{s}^{X}$ connected components included in $X$ from the $q_{s}^{Z}$ available connected components.

Lemma 2.3. If $P$ is connected and has bounded degree, $|\mathcal{C S}(\sqrt{k})|=2^{O(\sqrt{k} \log k)}$.
Proof. There are at most $\binom{k}{\sqrt{k}}$ possibilities for the set $S=X \cap Y$. The graph $P-S$ has at most $O(\sqrt{k})$ connected components, and these can be distributed among $X$ and $Y$ in $2^{O(\sqrt{k})}$ ways.

The following lemma is a direct consequence of the proof from Section 3.3 of BNvdZ16:
Lemma 2.4. For any planar $P,|\mathcal{C S}(\sqrt{k})|=2^{O(k / \log k)}$.
Planar Graphs A cycle of a graph $V(G)$ is a sequence $v_{1}, \ldots, v_{l} \in V(G)$ such that $\left\{v_{l}, v_{1}\right\} \in E(G)$ and $\left\{v_{i}, v_{i+1}\right\} \in E(G)$ for every $i=1, \ldots, l-1$. The cycle $C$ is simple if every vertex appears at most once in it. The length of $C$ is $\ell$. If $G$ is planar and its embedding in $\mathbb{R}^{2}$ is clear from the context, we let $\operatorname{int}_{G}(C)$ denote the subgraph of $G$ consisting of $C$ and all edges and vertices enclosed by $C$ (the 'interior of $C^{\prime}$ ), and let $\operatorname{ext}_{G}(C)$ denote the subgraph of $G$ consisting of $C$ and all vertices and edges not enclosed by $C$ (the 'exterior' of $C$ ). The strict interior (exterior) of $C$ is the interior (exterior) except $C$, and are denoted with $\operatorname{sint}_{G}(C)$ and $\operatorname{sext}_{G}(C)$.

Definition 2.5. For a graph $H$ and $a$ vertex $u$ in $H$, by $\operatorname{reach}(u, H)$ we denote the set of vertices of $H$ reachable from $u$ in $H$. If $u$ is not in $H$, $\operatorname{reach}(u, H)$ should be read as the empty set. If $U \subseteq V(H)$ this is extended in the natural way, i.e. $\operatorname{reach}(U, H):=\cup_{u \in U} \operatorname{reach}(u, H)$. Suppose $G$ is a connected graph, and $s, t$ are different vertices of $G$. An $(s, t)$-separator is a subset $S$ of vertices of $G$ such that $s, t \notin S$ and $t \notin \operatorname{reach}(s, G \backslash S)$. Moreover, $S$ is said to be a minimal $(s, t)$-separator if no strict subset of $S$ is an $(s, t)$-separator, and $S$ is minimal if it is a minimal $(s, t)$-separator for some $s, t$.

Outerplanarity A planar embedding of a graph is 1-outerplanar if all its vertices are on the outerface, and it is $k$-outerplanar if after the removal of the vertices on the outerface an $(k-1)$-outerplanar embedding remains. A graph is $k$-outerplanar is it admits a $k$-outerplanar embedding. We will need the following facts on outerplanarity:

Lemma 2.6 ( $\overline{\text { Bie15 }})$. Every $k$-outerplanar graph can be triangulated to $a(k+1)$-outerplanar graph.
Lemma 2.7 ( Bak94 ). There is an algorithm that given a planar graph $G$ and integer $k$, outputs subsets $A_{1}, \ldots, A_{k+1} \subseteq V(G)$ such that $G\left[A_{i}\right]$ is $k$-outerplanar for every $i$ and for every $P \subseteq\binom{V(G)}{k}$ there exists an $i$ such that $P \subseteq A_{i}$.

Lemma 2.8 (Bod98). Given a $k$-outerplanar graph $G$, we can construct a treedecomposition of $G$ of width $O(k)$ in polynomial time.

Inclusion Exclusion If $\mathcal{A}=\left\{A_{1}, \ldots, A_{m}\right\} \subseteq U$ is set family over a universe $U$, then

$$
\begin{equation*}
\left|\bigcup_{i=1}^{m} A_{i}\right|=\sum_{\emptyset \neq R \subseteq[m]}(-1)^{|R|-1}\left|\bigcap_{i \in R} A_{i}\right| . \tag{1}
\end{equation*}
$$

Note that $R$ resembles a set of 'required sets'.

Balanced Separators A $\beta$-proper weight assignment $w$ is an assignment of weight to vertices summing to 1 with all weights being at most $\beta$. An $\beta$-balanced cycle separator for $w$ in $G$ is a cycle $C$ such that the weight of all vertices in the strict interior of $C$ is at most $\beta$ and the weight of all vertices in the strict exterior of $C$ is at most $\beta$. If $X$ is a set of vertices, we say $S$ is balanced for $X$ if it is balanced for the weight function that assigns $1 /|X|$ to all vertices of $X$ and weight 0 to all other vertices. We use the following lemma:

Lemma 2.9 (Folklore (see e.g Lemma 5.3.2. in [KM]). There is a linear-time algorithm that, given a triangulated graph, spanning tree $T$ of $G$, and a $\frac{1}{4}$-proper assignment to vertices, returns a nontree edge $\hat{e}$ such that the fundamental cycle of $\hat{e}$ with respect to $T$ is a $\frac{3}{4}$-balanced cycle separator for $w$ in $G$.

In particular, the lemma implies we can find such separators of size $d$ in polynomial time whenever the diameter of $G$ is at most $d$ or when the graph is $d / 2$-outerplanar and triangulated.

## A Menger-like Theorem for Nearly Disjoint Paths

Definition 2.10. A sequence $\sigma=\left(S_{1}, \ldots, S_{\ell}\right)$ of $(s, t)$-separators is called an $(s, t)$-separator chain if for each $1 \leq i<j \leq \ell$, the following holds:

$$
S_{i} \backslash S_{j} \subseteq \operatorname{reach}\left(s, G-S_{j}\right) \quad \text { and } \quad S_{j} \backslash S_{i} \subseteq \operatorname{reach}\left(t, G-S_{i}\right)
$$

If $\sigma$ is clear from the context, we denote $\operatorname{Priv}\left(S_{i}\right):=S_{i} \backslash \bigcup_{i^{\prime} \neq i} S_{i^{\prime}}$ for the private vertices of $S_{i}$, and $\operatorname{Pub}\left(S_{i}\right):=S_{i} \cap \bigcup_{i^{\prime} \neq i} S_{i^{\prime}}$ for the public vertices of $S_{i}$. If $\operatorname{Pub}\left(S_{i}\right)=\emptyset$ for all $i$ we call $\sigma$ disjoint.

Somewhat counter-intuitively, for $\sigma$ to be a separator chain some connectivity might be required that is not present in the graph, but assuming these connections exist will be notationally convenient as it gives some sense of linear order in the chain. We frequently will be interested in separator chains in graph not having the required connectivity and fix this issue by working with appropriate super graphs, which is allowed as this only filters out some separators.

A crucial tool in our approach the following useful lemma from [FLM ${ }^{+}$16], already designed specifically to find patterns in planar graphs in sub-exponential parameterized time.

Lemma 2.11 ( $\left.\mathrm{FLM}^{+} 16\right)$. There is a polynomial time algorithm that, given a connected graph $G$, a pair $s, t \in V(G)$ of distinct vertices, and integers $p, q \in \mathbb{N}$, outputs one of the following structures in $G$ :
(a) A chain $\left(S_{1}, \ldots, S_{p}\right)$ of $(s, t)$-separators with $\left|S_{j}\right| \leq 2 q$ for each $j \in[p]$,
(b) A sequence $\left(P_{1}, \ldots, P_{q}\right)$ of $(s, t)$-paths with $\left|\operatorname{Pub}\left(S_{i}\right) \backslash\{s, t\}\right| \leq 4 p$ for each $i \in[q]$.

Crossing Paths We use some standard definitions and tools for crossing paths in planar graphs:
Definition 2.12 (CR06). A path $P$ crosses another path $P_{0}$ if there exists a bounded connected region $X$ in $\mathbb{R}^{2}$ with the following properties: $P$ and $P_{0}$ each cross the boundary of $X$ exactly twice and these crossings are interleaved. A set of paths is said to be non-crossing if every pair of paths is distinct and non-crossing.

It is easy to modify a set of paths $\mathcal{P}$ with common endpoints, into another set of paths $\mathcal{P}^{\prime}$ in which every edge occurs equally often as in $\mathcal{P}$ such that $\mathcal{P}^{\prime}$ is non-crossing in polynomial time. See also [CR06] for more details. A set of non-crossing paths with common endpoints in an embedded graph can be sorted in a natural way: sort all edges in clockwise order, and order the paths lexicographically according to this order. We denote the algorithm that does this for us $\operatorname{sort}(\mathcal{P})$.

Definition 2.13 (Alignment of cycle). Let $C$ be a cycle and $V(C)=\left\{v_{1}, \ldots, v_{l}\right\}$ be an arbitrary but fixed consecutive ordering of its vertices. Suppose $h<i<j<k<l$, and let

$$
C^{\leftarrow}=\left\{v_{1}, \ldots, v_{i}\right\}, \quad C^{\downarrow}=\left\{v_{i+1}, \ldots, v_{j}\right\}, \quad C^{\rightarrow}=\left\{v_{j+1}, \ldots, v_{k}\right\}, \quad C^{\uparrow}=\left\{v_{k+1}, \ldots, v_{l}\right\} .
$$

Then $C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}$ form an alignment of $C$.
We will use the sorting step to obtain the following consequence of Lemma 2.11.
Lemma 2.14. Let $G$ be an inner-triangular graph with outer boundary $C$, and let $C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}$ be an alignment of $C$. Let $\hat{G}$ be obtained by adding vertices $v^{d}$ adjacent to all vertices $C^{d}$ for every direction $d \in\{\leftarrow, \downarrow, \rightarrow, \uparrow\}$. There is a polynomial time algorithm menger + that, given $G, C, C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}$ and integers $p, q$ either finds a chain of

1. disjoint $\left(v^{\downarrow}, v^{\uparrow}\right)$-separators $\left(S_{1}, \ldots, S_{p}\right)$ in $\hat{G}$ with $\left|S_{j}\right| \leq 2 q$ for each $j \in[p]$, or
2. $\left(v^{\leftarrow}, v^{\rightarrow}\right)$-separators $\left(S_{1}, \ldots, S_{q}\right)$ in $\hat{G}$ with $\left|\operatorname{Pub}\left(S_{i}\right) \backslash\left\{v^{\leftarrow}, v^{\rightarrow}\right\}\right| \leq 4 p$ for each $i \in[q]$.

Proof. Apply Lemma 2.11 with $v^{\downarrow}, v^{\uparrow}$ as given. If a chain of $\left(v^{\downarrow}, v^{\uparrow}\right)$ separators is found we are done immediately. Otherwise, sort $\left(S_{1}, \ldots, S_{p}\right)$ gives a non-crossing ordered set of paths from $v^{\downarrow}, v^{\uparrow}$. As each such a path is a $\left(v^{\leftarrow}, v^{\rightarrow}\right)$-separator this is also a chain of $\left(v^{\leftarrow}, v^{\rightarrow}\right)$-separators by the ordering.

Tree decompositions and treewidth A tree decomposition of a graph $G$ is a pair $\mathbb{T}=\left(T,\left\{B_{x}\right\}_{x \in V(T)}\right)$ in which $T$ is a tree, and $B_{x} \subseteq V_{x}$ are subsets such that $\bigcup_{x \in V(T)} B_{x}=V$ with the following properties: (i) for any $u v \in E$, there exists an $x \in V(T)$ such that $u, v \in B_{x}$, (ii) if $v \in B_{x}$ and $v \in B_{y}$, then $v \in B_{z}$ for all $z$ on the (unique) path from $x$ to $y$ in $T$.

The width $\operatorname{tw}(\mathbb{T})$ of a tree decomposition is the maximum bag size minus one, and the treewidth of a graph $G$ is the minimum treewidth over all nice tree decompositions of $G$.

## 3 Monitors, Subproblems and Helper Reductions

In this section we set up machinery that will be used in Section 4 In Subsection 3.1. we introduce definitions that will facilitate the presentation of the algorithm in subroutines. In Subsection 3.2, we show how to ensure the input graph is $k$-outerplanar and how to solve subproblems with $\tilde{O}(\sqrt{k})$ pattern vertices in $2^{\tilde{O}(\sqrt{k})}$ time. The latter will form a base case for our divide and conquer scheme leading to the proof Theorem 1.1. In Subsection 3.3 we provide more technical lemma's that use systems of separators for reductions, and how to acquire a balanced separator.

### 3.1 Monitors, Subproblems and Reductions

A monitor is an object that 'monitors' a particular set of vertices $M$, in the sense that for some range of intersection sizes $M_{\text {low }} \leq i \leq M_{\text {upp }}$ one counts all pattern occurrence with exactly $i$ vertices in $M$ :

Definition 3.1 (Monitor). A monitor over $U$ is a triple $\left(M, M_{\text {low }}, M_{\text {upp }}\right) \in 2^{U} \times \mathbb{N}_{\geq 0} \times \mathbb{N}_{\geq 0}$. If $\mathcal{M}$ is a set of monitors over $U$ and $M \subseteq U$, we denote

$$
\begin{aligned}
\operatorname{low}_{\mathcal{M}}(M) & :=\max \left\{M_{\text {low }}:\left(M, M_{\text {low }}, M_{\text {upp }}\right) \in \mathcal{M}\right\} \\
\operatorname{upp}_{\mathcal{M}}(M) & :=\min \left\{M_{\text {upp }}:\left(M, M_{\text {low }}, M_{\text {upp }}\right) \in \mathcal{M}\right\} .
\end{aligned}
$$

We let feas $(\mathcal{M})$ denote the set of vectors $r \in[k]^{\mathcal{M}}$ with $r_{\left(M, M_{\mathrm{low}}, M_{\mathrm{upp}}\right)} \in\left[M_{\mathrm{low}}, M_{\mathrm{upp}}\right]$ for every monitor $\left(M, M_{\text {low }}, M_{\text {upp }}\right) \in \mathcal{M}$. We say a monitor is small if $\left|M_{\text {upp }}\right|>0$ and $|M| \leq k^{4}$, and it is large if $\left|M_{\text {upp }}\right|>0$ and $|M|>k$. We denote $\operatorname{small}(\mathcal{M})$ for the set of small monitors in $\mathcal{M}$, and large $(\mathcal{M})$ for the set of laronitorge monitors. If $f: A \rightarrow U$ and $r \in \operatorname{feas}(\mathcal{M})$, we say $f$ picks $r$ if for every $M \in \mathcal{M}$ it holds that $|f(A) \cap M|=r_{M}$.

Now we define a 'subproblem', which corresponds to a recursive call of the divide and conquer scheme we will employ to prove Theorem 1.1 in Section 4.

Definition 3.2 (Subproblem). A subproblem is a tuple $\pi=(G, B, \mathcal{M})$ where $G$ is a graph, $B \subseteq V(G)$, and $\mathcal{M}$ is a family of monitors over $V(G)$. The answer to $\pi$ is the vector a indexed by every $r \in \operatorname{feas}(\mathcal{M})$, $(X, Y) \in \mathcal{C S}\left(\operatorname{upp}_{B}(\mathcal{M}), P\right)$ and function $f: X \cap Y \rightarrow B$ such that

$$
a[r,(X, Y), f]:=\mid\{g \in \operatorname{ind}(P[X], G): g \text { extends } f \wedge g \text { picks } r\} \mid .
$$

We index answers also by non-canonical separations; the value in the answer then can be deduced algorithmically fast via finding the value in the answer with corresponding separator in the same equivalence class via basic data-structures.

Note that there are $k^{|\mathcal{M}|}$ possible values for $r,\left|\mathcal{C S}\left(\operatorname{upp}_{\mathcal{M}}(B), P\right)\right|$ options for $(X, Y)$, and $|B|^{\operatorname{upp}_{B}(\mathcal{M})}$ options for $f$. While generating subproblems, we will therefore ensure that $|\mathcal{M}|=\tilde{O}(\sqrt{k})+O(\log n / \log k)$, $|B| \leq k^{O(1)}$ and that $\operatorname{upp}_{B}(\mathcal{M}) \leq \tilde{O}(\sqrt{k})$ for any invoked subproblem.

The following lemma allows us to only compute $a[r,(X, Y), f]$ for a maximal set of non-isomorphic separations $(X, Y)$.

Lemma 3.3. If $(X, Y)$ is isomorphic to $\left(X^{\prime}, Y^{\prime}\right)$, then $a[r,(X, Y), f]=a\left[r,\left(X^{\prime}, Y^{\prime}\right), f\right]$.
Proof. Suppose there is an $\alpha \in \operatorname{auto}(P)$ such that $\alpha(v)=v$ for every $v \in X \cap Y$, and that $g \in \operatorname{ind}(P[X], G)$ such that $g$ extends $f$, and $\forall M \in \mathcal{M}:\left|g^{-1}(M)\right|=r(M)$ (i.e. $g$ is counted in $\left.a[r,(X, Y), f]\right)$. Then $g^{\prime}=f \circ \alpha$ contributes to $a\left[r,\left(X^{\prime}, Y^{\prime}\right), f\right]$ and since $g^{\prime}$ and $\alpha$ determine $g$ it follows that $a[r,(X \cap Y), f]=$ $a\left[r,\left(X^{\prime} \cap Y^{\prime}\right), f\right]$.

A recursive step in our divide and conquer scheme that reduces subproblems to supposedly easier subproblems is formalized as follows:
Definition 3.4 (Reduction). A reduction from a subproblem $\pi=(G, B, \mathcal{M})$ to a set of subproblems $\pi_{1}, \ldots, \pi_{l}$ is an algorithm that, (1) given $\pi$, outputs $\pi_{1}, \ldots, \pi_{l}$, and (2) given the answers of the subproblem $\pi_{1}, \ldots, \pi_{l}$ outputs the answer to $\pi$. Denoting $\pi_{i}=\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)$, the reduction is said to be strict if $\operatorname{upp}_{\mathcal{M}_{i}}\left(V\left(G_{i}\right)\right) \leq \operatorname{upp}_{\mathcal{M}}(V(G)),\left|V\left(G_{i}\right) \backslash B_{i}\right| \leq|V(G) \backslash B|$ for every $i$, and both algorithms run in time polynomial in the input and output.

We refer to $V(G) \backslash B$ as the non-boundary vertices of the subproblem and to $\operatorname{upp}_{\mathcal{M}}(V(G))$ as the mapped pattern vertices. The number of those vertices will be a primary c

### 3.2 Preprocessing and Solving Subproblems with few Pattern Vertices

We now show how to preprocess the input to ensure $G$ is $k$-outerplanar. As mentioned in the introduction, this is where one of new ideas dubbed 'efficient inclusion-exclusion' is required. It makes use of the following lemma that shows how to quickly evaluate a quantity that will later arise from the use of the inclusion-exclusion formula. We state it separately here so we can reuse it in a later second application of efficient inclusion-exclusion.

Lemma 3.5. Given a set $A$, an integer $h$ and a value $T\left[x, x^{\prime}\right] \in \mathbb{Z}$ for every $x, x^{\prime} \in A$, the value

$$
\begin{equation*}
\sum_{x_{1}, \ldots, x_{h} \in A} \prod_{i=1}^{h-1} T\left[x_{i}, x_{i+1}\right] \tag{2}
\end{equation*}
$$

can be computed in $O\left(h|A|^{2}\right)$ time.
Proof. For $x \in A$, define $T_{h}[x]:=\left(\sum_{x_{1}, \ldots, x_{h-1} \in A} \prod_{i=1}^{h-2} T\left[x_{i}, x_{i+1}\right]\right) T\left[x_{h-1}, x\right]$. For $h=2$, we see that $T_{h}[x]=\sum_{x_{1}} T\left[x_{1}, x\right]$ can be computed in $|A|$ time. For $h>3$, note that

$$
\begin{aligned}
T_{h}[x] & =\left(\sum_{x_{1}, \ldots, x_{h-1} \in A} \prod_{i=1}^{h-2} T\left[x_{i}, x_{i+1}\right]\right) T\left[x_{h-1}, x\right] \\
& =\left(\sum_{x_{1}, \ldots, x_{h-2} \in A} \prod_{i=1}^{h-2} T\left[x_{i}, x_{i+1}\right]\right) \sum_{x_{h-1} \in A} T\left[x_{h-2}, x_{h-1}\right] T\left[x_{h-1}, x\right] \\
& =\sum_{x_{h-1} \in A} T_{h-1}\left[x_{h-1}\right] T\left[x_{h-1}, x\right] .
\end{aligned}
$$

Thus $T_{h}[x]$ can be computed in time $O\left(h|A|^{2}\right)$. As (2) equals $\sum_{x \in A} T_{h}[x]$, the lemma follows.
By summing over all $x_{1} \in A$ and applying the above Lemma, we also get the following corollary:
Corollary 3.6. Given a set $A$, an integer $h$ and a value $T\left[x, x^{\prime}\right] \in \mathbb{Z}$ for every $x, x^{\prime} \in A$, the value

$$
\begin{equation*}
\sum_{x_{1}, \ldots, x_{h} \in A} T\left[x_{h}, x_{1}\right] \prod_{i=1}^{h-1} T\left[x_{i}, x_{i+1}\right] \tag{3}
\end{equation*}
$$

can be computed in $O\left(h|A|^{3}\right)$ time.
Now we focus on reducing the outerplanarity We are interested in the value $a_{\emptyset, \emptyset,(V(P), \emptyset)}$ in the answer of the subproblem $(G, \emptyset, \emptyset, 0, k)$. We first show that to compute this answer, we may assume $G$ is $k$ outerplanar:

Lemma 3.7. Given any planar graph $G$, one can in polynomial time compute graphs $G_{i, j}$ for $i, j \in$ $[k+1]$ that are $k$-outerplanar graphs with the following property: given the answers to the subproblems $\left(G_{i, j}, \emptyset,\left\{\left(V\left(G_{i, j}\right), 0, k\right)\right\}\right)$ for every $i, j \in[k+1]$, the quantity $|\operatorname{ind}(P, G)|$ can be computed in time $|\mathcal{C S}(0, V(P))| n^{O(1)}$.

Proof. Arbitrarily pick a vertex $v_{0} \in V(G)$. Partition $V(G)$ into sets $V_{1}, \ldots, V_{k+1}$ where $V_{i}:=\{v \in$ $\left.V(G): \operatorname{dist}\left(v_{0}, v\right) \equiv_{k+1} i\right\}$. It is easily seen that $G-V_{i}$ is $k$-outerplanar for every $i$.

Let $f \in \operatorname{ind}(P, G)$. As $|f(P)|=k$ and the $V_{i}$ 's form a partition, $f(P)$ will be disjoint from $V_{i}$ for some $i$ and we see that $|\operatorname{ind}(P, G)|$ equals

$$
\begin{equation*}
\left|\bigcup_{i \in[k+1]} \operatorname{ind}\left(P, G-V_{i}\right)\right|=\sum_{\emptyset \neq R \subseteq[k+1]}(-1)^{|R|-1}\left|\operatorname{ind}\left(P, G-\bigcup_{i \in R} V_{i}\right)\right|, \tag{4}
\end{equation*}
$$

where the equality is by the inclusion-exclusion formula (1). For integers $i, j \in[k+1]$ we define

$$
G_{i j}= \begin{cases}G\left[\bigcup_{k \in[i+1, \ldots, j-1]} V_{k}\right], & \text { if } i<j \\ G-V_{i}, & \text { if } i=j \\ G\left[\bigcup_{k \in[i+1, \ldots, k+1,1, j-1]} V_{k}\right], & \text { if } i>j\end{cases}
$$

We see that if $R=\left\{z_{1}<z_{2}<\ldots<z_{h}\right\}$, then $\left|\operatorname{ind}\left(P, G-\bigcup_{i \in R} V_{i}\right)\right|$ equals

$$
\begin{equation*}
\sum_{\substack{X_{0} \subseteq \ldots \subseteq X_{h}=V(P) \\\left|\partial X_{i}\right|=0}}\left|\operatorname{ind}\left(P\left[X_{0}\right], G_{z_{h}, z_{1}}\right)\right| \prod_{i=1}^{h-1}\left|\operatorname{ind}\left(P\left[X_{i} \backslash X_{i-1}\right], G_{z_{i}, z_{i+1}}\right)\right| . \tag{5}
\end{equation*}
$$

To see this, note we can group the functions in $\operatorname{ind}\left(P, G-\bigcup_{i \in R} V_{i}\right)$ on their image $I$ which defines $Y_{0}, \ldots, Y_{h}$ as $Y_{0}=I \cap V\left(G_{z_{h}, z_{1}}\right)$ and $Y_{i}=I \cap G_{z_{i}, z_{i+1}}$ for $i>0$. This uniquely defines $X_{j}=\cup_{i \leq j} Y_{j}$. Thus we may count the functions by summing over all such $X_{i}$. Note that if $X_{i} \backslash X_{i-1}$ is the set of vertices mapped to $G_{z_{i}, z_{i+1}}$ then $\partial\left(X_{i} \backslash X_{i-1}\right)=\emptyset$ as $G_{z_{i}, z_{i+1}}$ is a connected component.

Now we can combine (4) and (5) to get that $|\operatorname{ind}(P, G)|$ equals $\sum_{h=1}^{k+1}(-1)^{h-1} T_{h}$ where $T_{h}$ equals

$$
\begin{equation*}
\sum_{z_{1}<\ldots<z_{h} X_{0} \subseteq \ldots \subseteq X_{h}=V(P)} \sum_{\substack{\left|\partial X_{i}\right|=0}}\left|\operatorname{ind}\left(P\left[X_{0}\right], G_{z_{h}, z_{1}}\right)\right| \prod_{i=1}^{h-1}\left|\operatorname{ind}\left(P\left[X_{i} \backslash X_{i-1}\right], G_{z_{i}, z_{i+1}}\right)\right| \tag{6}
\end{equation*}
$$

Here we can recognize (3), with $A=\mathcal{C S}(0) \times[k+1]$ and

$$
T\left[\left(\left(X_{1}, Y_{1}\right), r_{1}\right),\left(\left(X_{2}, Y_{2}\right), r_{2}\right)\right]=\mu\left(\left(X_{1}, Y_{2}\right), X_{2}\right) \cdot a\left[0, X_{2} \backslash X_{1}, \emptyset\right] .
$$

Therefore, Lemma 3.5 implies (6) can be evaluated in the claimed time.


Figure 1. Mapping in the proof of Lemma 3.8

Sparse Separation Reduction We now present a simple, but for our approach fundamental, reduction. Informally, it states a separator of $G$ that only contains few pattern vertices can be used for a reduction into two subproblems. We state the underlying equation that relates the answers of subproblems separately to facilitate further use.

Lemma 3.8 (Sparse Separation Reduction). Suppose that $a$ is the answer of subproblem $\pi=(G, B, \mathcal{M})$, $\left(V_{1}, V_{2}\right)$ is a separation of $G$ such that $\left|\operatorname{upp}_{\mathcal{M}}\left(V_{1} \cap V_{2}\right)\right| \leq b, a_{1}$ is the answer of subproblem $\left(G\left[V_{1}\right],(B \cup\right.$ $\left.\left.V_{1}\right) \cap V_{2}, \mathcal{M}\left[V_{1}\right]\right)$, and that $a_{2}$ is the answer of subproblem $\left(G\left[V_{2}\right],\left(B \cup V_{2}\right) \cap V_{1}, \mathcal{M}\left[V_{2}\right]\right)$.

Then the following formula holds:

$$
a[r,(X, Y), f]=\sum_{\substack{\left(X_{1}, X_{2}\right) \in \mathcal{C S}\left(\operatorname{upp}_{\mathcal{M}}(B)+b, X\right) \\ f^{\prime}: \partial X_{1} \cup \partial X_{2} \rightarrow B \cup\left(V_{1} \cap V_{2}\right) \\ f^{\prime} \text { extends } f \\ r_{1}+r_{2}=r+r^{\prime}}} \mu\left(\left(X_{1}, X_{2}\right), X\right) \cdot a_{1}\left[r_{1}, X_{1}, f_{\mid X_{1}}^{\prime}\right] \cdot a_{2}\left[r_{2}, X_{2}, f_{\mid X_{2}}^{\prime}\right],
$$

where $r_{M}^{\prime}:=\left|f^{-1}\left(M \cap\left(V_{1} \cap V_{2}\right)\right)\right|$ for every $\left(M, M_{\text {low }}, M_{\mathrm{upp}}\right) \in \mathcal{M}$.

Proof. Since $a[r,(X, Y), f]$ counts the number of mappings $g \in \operatorname{ind}(P[X], G)$, we can compute $a[r,(X, Y), f]$ as the number combinations of appropriate mappings $g_{1} \in \operatorname{ind}\left(P\left[X_{1}\right], G\left[V_{1}\right]\right)$ and $g_{2} \in \operatorname{ind}\left(P\left[X_{2}\right], G\left[V_{2}\right]\right)$ (see also Figure 1). We sum over all $X_{1} \subseteq X$ such that $\left|\partial X_{1} \backslash \partial X\right| \leq b$ which means that $X_{1} \in$ $\mathcal{C S}\left(\operatorname{upp}_{\mathcal{M}}(B)+b\right)$, and let $X_{2}=\left(X \backslash X_{1}\right) \cup \partial X_{1}$. Then we have that

$$
\begin{aligned}
a[r,(X, Y), f]= & \sum_{\substack{X_{1} \subset X \\
\left|\partial X_{1} \backslash \partial X\right| \leq b}} \sum_{\substack{r_{1}+r_{2}=r+r^{\prime} \\
f^{\prime}:\left(X_{1} \cap X_{2}\right) \cup \partial X \rightarrow B \cup V^{\prime} \\
f^{\prime} \text { extends } f}} a_{1}\left[r_{1}, X_{1}, f_{\mid X_{1}}^{\prime}\right] \cdot a_{2}\left[r_{2}, X_{2}, f_{\mid X_{2}}^{\prime}\right] \\
= & \sum_{\substack{X_{1} \in \mathcal{C S}\left(\operatorname{upp}_{\mathcal{M}}(B)+b\right) \\
r_{1}+r_{2}=r+r^{\prime}}} \mu\left(P, X_{1}\right) \sum_{\substack{f^{\prime}: \partial X_{1} \cup \partial X_{2} \rightarrow B \cup V^{\prime} \\
f^{\prime} \text { extends } f}} a_{1}\left[r_{1}, X_{1}, f_{\mid X_{1}}^{\prime}\right] \cdot a_{2}\left[r_{2}, X_{2}, f_{\mid X_{2}}^{\prime}\right] .
\end{aligned}
$$

Note we sum over $r_{1}+r_{2}=r+r^{\prime}$ as pattern vertices in $V_{1} \cap V_{2}$ will contribute to the monitor count of monitors in both subproblems.

We obtain the following directly as corollary:
Corollary 3.9. If $\left(V_{1}, V_{2}\right)$ is a separation of $G$ with $\left|\operatorname{upp}_{\mathcal{M}}\left(V_{1} \cap V_{2}\right)\right| \leq b$, there is a strict reduction of the subproblem $(G, B, \mathcal{M})$ to subproblems $\left(G\left[V_{1}\right],\left(B \cup V_{1}\right) \cap V_{2}, \mathcal{M}\left[V_{1}\right]\right)$ and $\left(G\left[V_{2}\right],\left(B \cup V_{2}\right) \cap V_{1}, \mathcal{M}\left[V_{2}\right]\right)$.

Base Case: Few Pattern Vertices Corollary 3.9 in combination with standard dynamic programming on tree decompositions gives us the following result that serves as a basis of the divide and conquer scheme we use to prove Theorem 1.1;

Lemma 3.10. The answer to a subproblem $(G, B, \mathcal{M})$ that satisfies tw $(G)=O(k)$, and $|V(G)|=O(\sqrt{k})$ or $\operatorname{upp}_{\mathcal{M}}(V(G)) \mid=\tilde{O}(\sqrt{k})$ and $|B|=k^{O(1)}$ can be computed in $2^{\tilde{O}(\sqrt{k})}|\mathcal{C S}(\tilde{O}(\sqrt{k}))| n^{O(1)}$ time.

Proof. The answer can be computer as follows: First compute a tree decomposition $\mathbb{T}$ of width $O(k)$ using Lemma 2.8. Note that any bag of $\mathbb{T}$ gives a separator of size $O(k)$ and it will include at most $\tilde{O}(\sqrt{k})$ pattern vertices since $\left|\operatorname{upp}_{\mathcal{M}}(V(G))\right|=\tilde{O}(\sqrt{k})$ (note that we can assume $\left|\operatorname{upp}_{\mathcal{M}}(V(G))\right| \leq n$ as values indexed by larger indices are trivially zero). Therefore Corollary 3.9 can be used in combination with any bag to reduce the subproblems. It remains to compute the answer of the subproblems corresponding to all leaf bags of $\mathbb{T}$, but these are of size $\tilde{O}(\sqrt{k})$, we can compute any entry of the answer of the associated subproblems by brute-forcing over all mappings.

### 3.3 Reductions Based on Sets of Separators

In this section we present three reductions that will be the main building blocks in the divide and conquer scheme we will use to prove Theorem 1.1. We first present two reductions that assume a set of separators is given, which will be due to an application of Lemma 2.14 when we apply the lemma's. The third reduction uses the first two reductions to obtain a cycle separator with good balance properties.

Set of separators. The following relatively direct reduction shows applies if a set of disjoint separators is given. It may not immediately look that the subproblems are in fact easier, but this will become more clear when we apply the reduction later.

Lemma 3.11 (Set of separators). There is a strict reduction that, given a

- subproblem $(G, B, \mathcal{M})$, a triangulation $G^{\Delta}:=(V, E \cup \Delta)$ of $G$, and an aligned cycle $C$ of $G^{\Delta}$,
- a chain of disjoint $\left(C^{\downarrow}, C^{\uparrow}\right)$-separators $\left(S_{1}, \ldots, S_{p}\right)$ with $\left|S_{j}\right| \leq 2 q=k^{O(1)}$ for each $j \in[p]$,
outputs p subproblems $\left\{\left(G, B, \mathcal{M}_{i}\right)\right\}_{i \leq p}$ such that $\left|\operatorname{small}\left(\mathcal{M}_{i}\right)\right| \leq|\operatorname{small}(\mathcal{M})|+p$, $\left|\operatorname{large}\left(\mathcal{M}_{i}\right)\right|=|\operatorname{large}(\mathcal{M})|$ and $\operatorname{upp}_{\mathcal{M}_{i}}\left(V\left(S_{i}\right)\right)=k / p$.

Proof. We need to show how to compute $a[r,(X, Y), f]$, where $a$ is the answer to subproblem $(G, B, \mathcal{M})$, given the answers $a_{i}$ to subproblems $\left(G, B_{i}, \mathcal{M}_{i}\right)$. Note that $a[r,(X, Y), f]$ counts mappings $g \in \operatorname{ind}(P[X], G)$, so $|g(X)|=|X| \leq k$. Since the $S_{i}$ 's are disjoint, for every such $g$ there exists a unique $i$ such that $\left|g(X) \cap V\left(S_{i}\right)\right| \leq \sqrt{k}$ and $\left|g(X) \cap V\left(S_{j}\right)\right|>\sqrt{k}$ for $j<i$. We define the subproblem by setting the monitors as follows:

$$
\mathcal{M}_{i}=\mathcal{M} \cup\left\{\left(V\left(S_{j}\right), k / p+1, k\right)\right\}_{j<i} \cup\left\{\left(V\left(S_{i}\right), 0, k / p\right)\right\}
$$

Summing over all such $i$ and counting the corresponding functions $g$ we see that

$$
\begin{equation*}
a[r,(X, Y), f]=\sum_{i=1}^{p} \sum_{r_{V\left(S_{1}\right)}^{i}, \ldots, r_{V\left(S_{i}\right)}^{i}} a_{i}\left[r^{i},(X, Y), f\right], \tag{7}
\end{equation*}
$$

where in the second sum $r_{V\left(S_{j}\right)}^{i}$ ranges over $\{k / p+1, \ldots, k\}$ if $j<i$ and over $\{0, \ldots, k / p\}$ if $i=j$.
This gives a strict reduction since all values of the answer can be computed in time linear in the size of the output answer table by straightforward evaluation of (7), and the number of non-boundary vertices and pattern vertices in the subproblems is not larger than in $(G, B, \mathcal{M}))$.

Set of nearly disjoint paths. The setting of the following reduction is similar to that of the previous reduction, but the reduction itself is harder. The reason is that, since we will use $q \geq k$, we cannot afford to add monitors for every $S_{i}$. To circumvent adding all these monitors, we apply efficient inclusionexclusion in a way similar to Lemma 3.7. But to use this strategy, we require a chain of separators in $G$ and the given separators $S_{1}, \ldots, S_{q}$ (which can also be viewed as paths in $G^{\Delta}$ ) only are separators in the graph $G[\operatorname{int}(C)]$. To resolve this, we consider two vertices $s, t$ that are on sufficiently many of the paths and pair-wise combine the paths to obtain a chain of nearly-disjoint cycles. This brings us to the same setting as in Lemma 3.7, except that the cycles may overlap in few vertices. To deal with this overlap, we sum over all mappings of the pattern to these boundary vertices; this can be done implicitly by including them as indices in the dynamic programming tables.

Lemma 3.12 (Set of nearly disjoint paths). There is a strict reduction that, given a

- subproblem $(G, B, \mathcal{M})$, a triangulation $G^{\Delta}:=(V, E \cup \Delta)$ of $G$, and an aligned cycle $C$ of $G^{\Delta}$,
- system of $\left(C^{\leftarrow}, C^{\rightarrow}\right)$-separators $\left(S_{1}, \ldots, S_{q}\right)$ of $G^{\Delta}$ with $\left|\operatorname{Pub}\left(S_{j}\right)\right| \leq 4 \sqrt{k}$ for $j \in[q]$ where $q \geq 4 k^{3}$,
outputs a set $\mathcal{I} \cup \mathcal{O}$ of $O\left(q^{2}\right)$ subproblems $\left\{\left(G_{l}, B_{l}, \mathcal{M}_{l}\right)\right\}_{l}$ with associated separator $S_{l}$ such that
- $\left|B_{l} \backslash B\right| \leq 16 \sqrt{k}$,
- $\operatorname{upp}_{\mathcal{M}_{l}}\left(B_{i}\right) \leq\left|\operatorname{upp}_{\mathcal{M}}(B)\right|+16 \sqrt{k}$,
- $\mathcal{M}_{l}=\mathcal{M}\left[V\left(G_{l}\right)\right] \cup\left(\operatorname{Priv}\left(S_{l}\right) \cup \operatorname{Priv}\left(S_{j^{\prime}}\right), 0,0\right)$ for some $j^{\prime} \in[q]$.

Moreover, $G_{l}=G$ if $\left(G_{l}, B_{l}, \mathcal{M}_{l}\right) \in \mathcal{I}$, and $G_{l}$ is a subgraph of $\operatorname{int}(C)$ if $\left(G_{l}, B_{l}, \mathcal{M}_{l}\right) \in \mathcal{O}$.
Proof. Note that since $G^{\Delta}$ is a triangulated graph, each $\left(C^{\leftarrow}, C^{\rightarrow}\right)$-separator $S_{i}$ is a path between a vertex from $C^{\downarrow}$ and a vertex from $C^{\uparrow}$. By the pigeon-hole principle we can find two vertices $s \in C^{\downarrow}$ and $t \in C^{\uparrow}$ such that there are at least $k+1$ paths $S_{i}$ that contain both $s$ and $t$. Let $S_{1}^{\prime}, \ldots, S_{2 k+2}^{\prime}$ be a subsequence of $S_{1}, \ldots, S_{q}$ that consists of only paths from $s$ to $t$. Note that if we let $C_{i}=S_{i} \cup S_{2 k+3-i}$, then $C_{1}, \ldots, C_{k+1}$ forms a chain of nested cycles, i.e. $\operatorname{int}\left(C_{i}\right) \subseteq \operatorname{int}\left(C_{i-1}\right)$ for every $i$.

Define $\operatorname{Pub}\left(C_{i}\right)=\operatorname{Pub}\left(S_{i}\right) \cup \operatorname{Pub}\left(S_{2 k+3-i}\right)$ and $\operatorname{Priv}\left(C_{i}\right)=\operatorname{Priv}\left(S_{i}\right) \cup \operatorname{Priv}\left(S_{2 k+3-i}\right)$. Since $g(X) \cap$ $\operatorname{Priv}\left(C_{i}\right)=\emptyset$ for some $i$ we have by (1) that

$$
\begin{align*}
a[r,(X, Y), f] & =\mid \bigcup_{i \in[k+1]}\left\{g \in \operatorname{ind}\left(P[X], G-\operatorname{Priv}\left(C_{i}\right)\right): g \text { extends } f \wedge g \text { picks } r\right\} \mid \\
& =\sum_{\emptyset=R \subseteq[k+1]}(-1)^{|R|-1} a_{R}, \tag{8}
\end{align*}
$$

where $\quad a_{R}=\mid\left\{g \in \operatorname{ind}\left(P[X], G-\bigcup_{i \in R} \operatorname{Priv}\left(C_{i}\right)\right): g\right.$ extends $f \wedge g$ picks $\left.r\right\} \mid$.
For integers $i<j \in[k+1]$ we define $G_{i j}$ as $G\left[\left(\operatorname{int}\left(C_{i}\right) \backslash \operatorname{int}\left(C_{j}\right)\right) \cup \operatorname{Pub}\left(C_{j}\right)\right]$. Let $R=\left\{z_{1}<\ldots<z_{h}\right\}$. Applying Lemma 3.8 for separators $\operatorname{Pub}\left(S_{r_{i}}\right)$ in the graph $G-\bigcup_{i=1}^{h} \operatorname{Priv}\left(S_{r_{i}}\right)$, we claim that $a_{R}$ equals

$$
\begin{align*}
& \sum_{\substack{X_{0} \subseteq \ldots \subset X_{h}=X \\
\left|\partial X_{i}\right| \leq \operatorname{Pub}\left(C_{i}\right) \mid \\
f^{1}, \ldots, f^{h} \\
r^{1}+\ldots+r^{h+1}=r+r^{\prime}}}\left|\left\{g_{0} \in \operatorname{ind}\left(P\left[X_{0}\right], \operatorname{ext}\left(C_{z_{1}}\right)-\operatorname{Priv}\left(C_{z_{1}}\right)\right): g_{0} \operatorname{extends} f^{1} \wedge g_{0} \operatorname{picks} r^{1}\right\}\right| * \\
& \\
& \quad \prod_{i=1}^{h-1} \mid\left\{g_{i} \in \operatorname{ind}\left(P\left[X_{i} \backslash X_{i-1}\right], G_{z_{i}, z_{i+1}}\right): g_{i} \text { extends } f^{i} \text { and } f^{i+1} \wedge g_{i} \operatorname{picks} r^{i}\right\} \mid . \tag{9}
\end{align*}
$$

Here the sum ranges over all functions $f^{1}, \ldots, f^{h}$ where $f^{i}: X \rightarrow \operatorname{Pub}\left(C_{i}\right)$ that agree with $f$, and all $r^{1}, \ldots, r^{h+1}$ such that $r^{1}+\ldots+r^{h+1}=r+r^{\prime}$, where $r_{M}^{\prime}=\sum_{v \in M} c_{v}$ and $c_{v}$ is the number of $i$ such that $v \in X_{i}$.

To see this more directly than to apply Lemma 3.8. note we can group the set of all possible functions $g$ in $\operatorname{ind}\left(P[X], G-\cup_{i \in R} \operatorname{Priv}\left(C_{i}\right)\right)$ that contribute to $a_{R}$ based on their image $I$ by summing over all $Y_{0}, \ldots, Y_{h}$ where $Y_{0}=I \cap V\left(\operatorname{ext}\left(C_{z_{1}}\right)\right)$ and $Y_{i}=I \cap V\left(G_{z_{i}, z_{i+1}}\right)$ for $i>0$. This uniquely defines $X_{j}=\cup_{i \leq j} Y_{j}$. Thus we may count the functions by summing over all such $X_{i}$. Note that if $X_{i} \backslash X_{i-1}$ is the set of vertices mapped by $g$ to $G_{z_{i}, z_{i+1}}$ then $g\left(\partial\left(X_{i}\right)\right) \subseteq \operatorname{Pub}\left(C_{i}\right)$ as $G_{z_{i}, z_{i+1}}$ is a connected component of the graph $G-\cup_{i \in R} \operatorname{Priv}\left(C_{i}\right)$. Thus, if we subsequently group the mapping $g$ on its projected mappings $f^{1}, \ldots, f^{h}$ we can count the remaining functions $g$ as a product of mappings in the graphs ext $\left(C_{z_{1}}\right)$ and $G_{z_{i}, z_{i+1}}$ separately.

Now we combine (8) and 9) to get that $a[r,(X, Y), f]$ equals $\sum_{h=1}^{k+1} T_{h}$ where $T_{h}$ equals

$$
\begin{align*}
& \sum_{z_{1}<\ldots<z_{h}} \sum_{\substack{X_{0} \subseteq \ldots \subseteq X_{h}=X \\
\left|\partial X_{i}\right| \leq\left|\operatorname{Pub}\left(C_{z_{i}}\right)\right|}}\left|\left\{g_{0} \in \operatorname{ind}\left(P\left[X_{0}\right], \operatorname{ext}\left(C_{z_{1}}-\operatorname{Priv}\left(C_{z_{1}}\right)\right)\right): g_{0} \operatorname{extends} f^{1} \wedge g_{0} \operatorname{picks} r^{1}\right\}\right| * \\
& f^{1}, \ldots, f^{h}  \tag{10}\\
& r^{1}+\ldots+r^{h+1}=r+r^{\prime} \\
& h-1 \\
& \prod_{i=1}^{h} \mid\left\{g_{i} \in \operatorname{ind}\left(P\left[X_{i} \backslash X_{i-1}\right], G_{z_{i}, z_{i+1}}\right): g_{i} \operatorname{extends} f^{i} \text { and } f^{i+1} \wedge g_{i} \operatorname{picks} r^{i}\right\} \mid
\end{align*}
$$

Now we can see that (10) equals (3) when we substitute $A$ with $\mathcal{C S}\left(\max _{i}\left|\operatorname{Pub}\left(C_{i}\right)\right|\right) \times[k+1]$ and $T\left[\left(\left(X_{1}, Y_{1}\right), r^{1}, f^{1}, z\right),\left(\left(\overline{X_{2}}, Y_{2}\right), r^{2}, f^{2}, z^{\prime}\right)\right]$ with $\mu\left(\left(X_{1}, Y_{2}\right), X_{2}\right) \cdot X$ where
$Q= \begin{cases}\mid\left\{g \in \operatorname{ind}\left(P\left[X_{i} \backslash X_{i-1}\right], G_{z, z^{\prime}}^{\prime}\right): g \text { extends } f^{1}, f^{2} \text { and } g \text { picks } r^{1}+r^{2}\right\} \mid, & \text { if } z<z^{\prime} \\ \mid\left\{g \in \operatorname{ind}\left(P\left[X_{i} \backslash X_{i-1}\right], \operatorname{ext}\left(C_{z^{\prime}}\right)-\operatorname{Priv}\left(C_{z_{1}}\right)\right): g \text { extends } f^{2} \text { and } g \text { picks } r^{2}\right\} \mid, & \text { if } z>z^{\prime} \text { and } f^{1}=r^{1}=\emptyset, \\ 0, & \text { otherwise. }\end{cases}$
Therefore, by Corollary 3.6 we can evaluate 10 and thus $a[r,(X, Y), f]$ if the value of $Q$ for all relevant parameters is given. Thus the values of $Q$ can be read off from the answers of the subproblems

$$
\begin{array}{lll}
\left(G_{i j},\right. & \left(B \cap V\left(G_{i j}\right)\right) \cup \operatorname{Pub}\left(C_{i}\right) \cup \operatorname{Pub}\left(C_{j}\right), & \left.\mathcal{M}\left[V\left(G_{i j}\right)\right]\right) \\
\left(\operatorname{ext}\left(C_{z^{\prime}}\right),\right. & \left(B \cap V\left(\operatorname{ext}\left(C_{z^{\prime}}\right)\right) \backslash \operatorname{Priv}\left(C_{z_{1}}\right)\right) \cup \operatorname{Pub}\left(C_{i}\right) \cup \operatorname{Pub}\left(C_{j}\right), & \left.\mathcal{M}\left[V\left(\operatorname{ext}\left(C_{z^{\prime}}\right)\right)\right]\right)
\end{array}
$$

It remains to show that these subproblems satisfy the properties of the lemma statement. Indeed $B$ increases by at most $2\left|\operatorname{Pub}\left(C_{j}\right)\right| \leq 4\left|\operatorname{Pub}\left(S_{j}\right)\right| \leq 16 \sqrt{k}$ vertices in every subproblem. It is easy to verify that the subproblems satisfy the required properties stated in the Lemma, and they can be computed in time polynomial in the input/output by Corollary 3.6.

Acquiring Balance Now we show how to obtain a short cycle separator with good balance properties. In particular, we use a win-win approach: We consider a cycle $C$ on at most $k$ vertices, and distinguish the following two cases. Either only $8 \sqrt{k}$ vertices of the pattern are contained in $V(C)$, in which case we can use $C$ as a good separator (as the number of mapping of the pattern to $C$ will be $2^{\tilde{O}(\sqrt{k})}$ ), or we have the rough location of at least $\sqrt{k}$ vertices. We show below the latter can be leveraged via Lemma 2.14 and the previous lemma's to reduce the computation of the subproblem at hand to a subproblem that amounts to count patterns for which another cycle separator $C^{\prime}$ separates at least $\sqrt{k}$ vertices of the pattern.

Lemma 3.13 (Acquiring Balance). Fix $\theta=100 \sqrt{k} \log _{4 / 3}(k)$. There is a strict reduction from subproblem $(G, B, \mathcal{M})$ to $O\left(k^{6}\right)$ subproblems $\left\{\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\right\}_{i \leq l}$ with the following properties: For $i \in\{1,2\}$ we have

$$
\begin{equation*}
\left|V\left(G_{i}\right) \backslash B_{i}\right| \leq \frac{3}{4}|V(G) \backslash B|, \quad \mathcal{M}_{i}=\mathcal{M}\left[V\left(G_{i}\right)\right], \quad\left|B_{i}\right|=|B|+O\left(k^{3}\right), \quad \operatorname{upp}_{\mathcal{M}_{i}}\left(B_{i}\right) \leq\left|\operatorname{upp}_{\mathcal{M}}(B)\right|+\theta \tag{11}
\end{equation*}
$$

and for $i>2$ we have that

- $\operatorname{upp}_{\mathcal{M}_{l}}\left(B_{i}\right) \leq\left|\operatorname{upp}_{\mathcal{M}}(B)\right|+16 \sqrt{k}$,
- $\left|B_{i} \backslash B\right| \leq 16 \sqrt{k}$,
- $\left|\operatorname{small}\left(\mathcal{M}_{i}\right)\right| \leq|\operatorname{small}(\mathcal{M})|+4+\sqrt{k}$,
- $\left|\operatorname{large}\left(\mathcal{M}_{i}\right)\right| \leq 4+|\operatorname{large}(\mathcal{M})|$.

Moreover, for $i>2$ either $\operatorname{upp}_{\mathcal{M}_{i}}\left(V\left(G_{i}\right)\right) \leq \operatorname{upp}_{\mathcal{M}}(V(G))-\sqrt{k}$ or the reduction outputs an associated cycle $C_{i}$ with the property that $\operatorname{low}_{\mathcal{M}_{i}}\left(\operatorname{int}_{G_{i}}\left(C_{i}\right)\right), \operatorname{low}_{\mathcal{M}_{i}}\left(\operatorname{ext}_{G_{i}}\left(C_{i}\right)\right) \geq \theta / 4$.

Proof. The promised reduction is implemented in Algorithm 1 Let $g$ be a function contributing to a value of an answer, and let $X$ be the image of $g$. The algorithm distinguishes functions $g$ with at most, and respectively more than, $\theta$ vertices in $V(C) \cap X$ separately. At Line 2 we count all pattern occurrences with at most $\theta$ such vertices: We count these by adding two subproblems created by Corollary 3.9 to the output and using the reduction from Corollary 3.9 to compute the associated values.

It remains to count pattern occurrences $g$ with more than $\theta$ vertices in $V(C) \cap X$. Note that for each such pattern there is a unique alignment $\left\{C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}\right\}$ such that $\left|C^{\leftarrow} \cap X\right|=\left|C^{\downarrow} \cap X\right|=\left|C^{\rightarrow} \cap X\right|=$ $\theta / 4$, and $\left|C^{\uparrow} \cap X\right|>\theta / 4$ : Since the ordering $v_{1}, \ldots, v_{l}$ is fixed, $C \leftarrow$ must be equal to $\left\{v_{1}, \ldots, v_{j}\right\}$ where $j$ is the $\theta / 4$-smallest element of $X$ in the ordering (and similar arguments fixed $C^{\downarrow}, C^{\rightarrow}$ and $C^{\uparrow}$ ). Moreover, if $|V(C) \cap X| \leq \theta$ such an alignment does not exist. In the corresponding iteration of the loop at Line 4 we will show the algorithm counts the corresponding matching occurrences.

```
Algorithm acquireBalance \((G, B, \mathcal{M}, \Delta) \quad\) Assumes \(G^{\Delta}=G+\Delta\) is triangulated and \(k\)-outerplanar
Output: Subproblems \(\left\{\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\right\}_{i \leq l}\) and associated cycles \(C_{i}\) as stated in Lemma 3.13
    Find a cycle \(C\) on at most \(k\) vertices that is \(\frac{3}{4}\)-balanced for \(V(G) \backslash B\) with Lemma 2.9
    Use Corollary 3.9 on subproblem \((G, B, \mathcal{M} \cup\{V(C), 0, \theta\})\) and separation \(\left(\operatorname{int}_{G}(C), \operatorname{ext}_{G^{\Delta}}(C)\right)\)
    Let res be the set with the resulting two subproblems
    for every alignment \(\left\{C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}\right\}\) of \(C\) do
        \(\mathcal{M} \leftarrow \mathcal{M} \cup\left\{\left(C^{\leftarrow}, \theta / 4, \theta / 4\right),\left(C^{\downarrow}, \theta / 4, \theta / 4\right),\left(C^{\rightarrow}, \theta / 4, \theta / 4\right),\left(C^{\uparrow}, \theta / 4+1, \infty\right)\right\}\)
        \(\mathcal{M}_{\text {int }_{G}(C)} \leftarrow\left\{\left(V\left(\operatorname{int}_{G}(C)\right), \theta / 2, k\right)\right\}\)
        \(\mathcal{M}_{\operatorname{ext}_{G}(C)} \leftarrow\left\{\left(V\left(\operatorname{int}_{G}(C)\right), 0, \theta / 2-1\right),\left(V\left(\operatorname{ext}_{G}(C)\right), \theta / 2, k\right)\right\}\)
        for side \(\in\left\{\operatorname{int}_{G}(C), \operatorname{ext}_{G}(C)\right\}\) do
            \(\mathcal{M} \leftarrow \mathcal{M} \cup \mathcal{M}_{\text {side }}\)
            Apply menger+ (Lemma 2.14) with side \(\left(G^{\Delta}\right)\), aligned cycle \(C, p=\sqrt{k}\), and \(q=3 k^{3}\)
            Let \(S_{1}, \ldots, S_{r}\) be the obtained output
            if \(r=p\) then \(\quad S_{1}, \ldots, S_{r}\) are disjoint separators
            Use Lemma 3.11 on \((G, B, \mathcal{M}), G^{\Delta}, C\) and \(S_{1}, \ldots, S_{r}\). Add obtained subproblems to \(\mathcal{A}\).
            else \(\quad S_{1}, \ldots, S_{r}\) are nearly disjoint paths
            Use Lemma 3.12 on \((G, B, \mathcal{M}), G^{\Delta}, C\) and \(S_{1}, \ldots, S_{r}\); let \(\mathcal{I} \cup \mathcal{O}\) be the output
            Add all obtained subproblems in \(\mathcal{I}\) to res, and all subproblems in \(\mathcal{O}\) to \(\mathcal{A}\).
            for every subproblem \(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right) \in \mathcal{A}\) with \(S_{i}\) associated separator \(S_{i}\) do
                Consider the cycles \(C^{\circlearrowleft}\) and \(C^{\circlearrowright}\) of the graph \(C \cup S_{i}\) that contain \(S_{i}\)
            Add subproblem \(\left(G_{i}, B_{i}, \mathcal{M}_{i} \cup\left\{\left(\operatorname{int}_{G}\left(C^{\circlearrowleft}\right), \theta / 4, k\right)\right\}\right)\) to res
            Add subproblem \(\left(G_{i}, B_{i}, \mathcal{M}_{i} \cup\left\{\left(\operatorname{int}_{G}\left(C^{\circlearrowleft}\right), 0, \theta / 4-1\right),\left(\operatorname{int}_{G}\left(C^{\circlearrowright}\right), \theta / 4, k\right)\right\}\right)\) to res
            Output as associated cycles of these subproblems respectively \(C^{\circlearrowleft}\) and \(C^{\circlearrowright}\)
    return res
```

Algorithm 1. Reduction to obtain a small cycle with good balance properties from Lemma 3.13

At Line 8 we choose to continue with either the interior or the exterior of the cycle $C$. The large monitor $\mathcal{M}_{\text {side }}$ ensures that the chosen side contains at least $\theta / 2$ vertices of $X$. Note that every vector feasible for $\mathcal{M}$ is feasible for exactly one of the monitor families $\mathcal{M}_{\text {int }_{G}(C)}$ and $\mathcal{M}_{\operatorname{ext}_{G}(C)}$ and for this choice the algorithm will count the corresponding functions $g$.

Now we obtain a set of separators in the restricted graph at Line 11 that we use to create subproblems according to Lemma 3.11 and Lemma 2.14. Note the graph $C \cup S_{i}$ is a cycle together with a path between two vertices on the cycle. In this graph $S_{i}$ is contained in two simple cycles that we call $C^{\circlearrowleft}$ and $C^{\circlearrowright}$ on Line 18 Since $V\left(\operatorname{int}_{G^{\Delta}}\left(C^{\circlearrowleft}\right)\right) \cup V\left(\operatorname{int}_{G^{\Delta}}\left(C^{\circlearrowright}\right)\right)=\operatorname{int}_{G^{\Delta}}(C)$ we have that the interior of at least one of $C^{\circlearrowleft}$ and $C^{\circlearrowright}$ contains at least $\theta / 4$ pattern vertices. Therefore we can add the large monitors on Line 19 and Line 20 and still ensure to count every function exactly once.

Therefore, the reduction is correct, and it can be easily verified that all created subproblems have the properties stated in the lemma, and that the reduction is strict.

## 4 Main Reductions and Algorithm

With all tools from the previous section set up, we are ready to present our two main subroutines. On a high level, our main algorithm (called solveSubproblem in Algorithm 5) is a divide and conquer scheme that may invoke either of the following two reductions:

The main reduction starts with a cycle separator as given by Lemma 3.13. Its goal is to use this to reduce the subproblem to two simpler subproblems as in Lemma 3.10. In order to do so, we show how to find a family of cycle separators with equally good balance properties with the property that at least one of them must have few vertices of the pattern (which we informally call 'sparsifying balanced separators' in the introduction). The construction of this family is based on Lemma 2.14 in a way very similar way to the proof of Lemma 3.13 .

The clean-up reduction is to ensure we only create subproblems $(G, B, \mathcal{M})$ satisfying $\operatorname{upp}_{\mathcal{M}}(B)=$ $\tilde{O}(\sqrt{k}),|B|=k^{O(1)}$ and $|\operatorname{small}(\mathcal{M})|,|\operatorname{large}(\mathcal{M})| \leq \tilde{O}(\sqrt{k})+O(\log n / \log k)$. Note that this is sufficient to guarantee that all the sizes of the answers are $2^{\tilde{O}(\sqrt{k})} n^{O(1)}|\mathcal{C S}(\tilde{O}(\sqrt{k}))|$.

To ensure this property on all created subproblems we choose our initial balanced cycle separator to be balanced on the set $W=B \cup_{M \in \operatorname{small}(\mathcal{M})} M$ which we sparsify in a way similar to as in the main reduction. Since $|W|$ is polynomial in $k$, we can repeat this $O(\log k)$ steps to ensure each created subproblem has only $\tilde{O}(\sqrt{k})$ vertices of $W$, which suffices to ensure the subproblem satisfies all above guarantees.

Large monitors cannot be removed in this way as their size may be unbounded in terms of $k$, but fortunately this is not a problem since we only add relatively few of them. In Subsection 4.3 we will discuss this in more detail when we combine the two above reductions.

### 4.1 Main Reduction: Decreasing the Number of (Pattern) Vertices

Now we outline the most important reduction. On a high level we give a reduction that decreases at least one of the two most important quantifications of the complexity of a subproblem, the size of the host graph (i.e $|V(G)|$ ), and the number of pattern vertices that still need to be mapped (i.e. $\operatorname{upp}_{\mathcal{M}}(V(G))$ ). The main reduction produces 2 subproblems in which $|V(G)|$ decreases with a constant fraction, and $k^{O(\log k)}$ subproblem in which $\operatorname{upp}_{\mathcal{M}}(V(G))$ decreases with at least $\Omega(\sqrt{k})$.

In the algorithm the following notation will be useful:
Definition 4.1 (Annotated Cycle). An annotated cycle is a cycle $C$ along with a partition of $V(C)$ into $C_{\mathrm{he}}, C_{\mathrm{li}}$ and $C_{\mathrm{di}}$.

The underlying meaning of $C_{\mathrm{he}}, C_{\mathrm{li}}$ and $C_{\mathrm{di}}$ are that they denote a set of 'heavy' vertices (from which any subset could occur in the pattern), 'light' vertices (from which only $\tilde{O}(\sqrt{k})$ of such vertices can be selected), and 'discarded' vertices (from which no such vertices can be selected). In the following we slightly abuse notation by referring to $C$ as the cycle together with the partition.

Lemma 4.2 (Main Reduction). There is a strict reduction from the subproblem $(G, B, \mathcal{M})$ to $l=k^{O(\log k)}$ subproblems $\left\{\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\right\}_{i \leq l}$ with the following properties: For $i \in\{1,2\}$ we have

$$
\begin{aligned}
\left|V\left(G_{i}\right) \backslash B_{i}\right| \leq \frac{3}{4}|V(G) \backslash B|, & \mathcal{M}_{i}=\mathcal{M}\left[V\left(G_{i}\right)\right] \\
\left|B_{i}\right|=|B|+O\left(k^{3}\right) & \operatorname{upp}_{\mathcal{M}_{i}}\left(B_{i}\right) \leq\left|\operatorname{upp}_{\mathcal{M}}(B)\right|+\theta:=100 \sqrt{k} \log k
\end{aligned}
$$

and for $i>2$ we have

$$
\begin{aligned}
\left|\operatorname{large}\left(\mathcal{M}_{i}\right)\right| & \leq|\operatorname{large}(\mathcal{M})|+O(\log k), \\
\operatorname{upp}_{\mathcal{M}_{i}}\left(B_{i}\right) & \leq \operatorname{upp}_{\mathcal{M}}(B)+O(\sqrt{k} \log k), \\
\left|B_{i}\right| & \leq|B|+O\left(k^{3} \log k\right)
\end{aligned}
$$

The reduction from Lemma 4.2 is implemented in Algorithm 2 (note Lines $11 \mid 25$ are similar to Lines 6.21 of Algorithm (1). We complete the description of the algorithm by defining the annotation of the produced cycles as follows:

$$
\operatorname{ann}\left(C^{\alpha}\right):= \begin{cases}\left(C_{\mathrm{he}} \cap V\left(C^{\alpha}\right), C_{\mathrm{li}} \cap V\left(C^{\alpha}\right) \cup S_{i}, C_{\mathrm{di}} \cap V\left(C^{\alpha}\right)\right), & \text { if } r=p  \tag{12}\\ \left(C_{\mathrm{he}} \cap V\left(C^{\alpha}\right) \cup \operatorname{Pub}\left(S_{i}\right), C_{\mathrm{li}} \cap V\left(C^{\alpha}\right), C_{\mathrm{di}} \cap V\left(C^{\alpha}\right) \cup \operatorname{Priv}\left(S_{i}\right)\right), & \text { otherwise. }\end{cases}
$$

Note this is consistent with the monitors produced by the reductions from Lemma 3.11 and Lemma 3.12
Proof. We may only compute answer values corresponding to functions that map $\Omega(\sqrt{k})$ pattern vertices to $G$ as otherwise the other functions can be computed using Lemma 3.10 .

At Line 2 we obtain a set $\mathcal{S}$ of subproblems. By Lemma 3.13 this set contains 2 problems $\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)$ that satisfy $\left|V\left(G_{i}\right)\right| \leq \frac{3}{4}|V(G)|+k$, and $O\left(k^{6}\right)$ subproblems that satisfy $\operatorname{upp}_{\mathcal{M}_{i}}\left(V\left(G_{i}\right)\right) \leq \operatorname{upp}_{\mathcal{M}}(V(G))-$ $\sqrt{k}$. As the first two subproblems meet the criteria stated in the lemma, we directly add them to the output of the reduction and don't consider them anymore. The last category of subproblem in $\mathcal{S}$ come

```
Algorithm mainReduce \((G, B, \mathcal{M})\)
                    Assumes \(G\) to be \(k\)-outerplanar
Output: \(k^{O(\operatorname{logk})}\) subproblems \(\left\{\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\right\}_{i \leq l}\) with the properties of Lemma 4.2
    Triangulate \(G\) with Lemma 2.6 so that \(G^{\Delta}:=G \cup \Delta\) is triangular and ( \(k+1\) )-outerplanar
    \(\mathcal{S} \leftarrow \operatorname{acquireBalance}(G, B, \mathcal{M}, \Delta)\)
    res \(\leftarrow\left\{\pi_{i}=\left(G_{i}, B_{i}, \mathcal{M}_{i}\right) \in \mathcal{S}: \pi_{i}\right.\) satisfies (11) or \(\left.\operatorname{upp}_{\mathcal{M}_{i}}\left(V\left(G_{i}\right)\right) \leq \operatorname{upp}_{\mathcal{M}}(V(G))-\sqrt{k}\right\}\)
    for \((G, B, \mathcal{M}) \in \mathcal{S} \backslash\) res with associated cycle \(C\) do
        Let \(C=\left(C_{\mathrm{he}}, C_{\mathrm{li}}, C_{\mathrm{di}}\right):=(V(C), \emptyset, \emptyset) \quad C\) denotes the annotated cycle
        Let \(\mathcal{A}^{0}:=\{((G, B, \mathcal{M}), C)\}\)
        for \(d=1, \ldots, z:=\log _{4 / 3} k\) do
            Initiate \(\mathcal{A}^{d}:=\emptyset\)
            for \(((G, B, \mathcal{M}), C) \in \mathcal{A}^{d-1}\) do
            Find alignment \(C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}\) of \(C\) with \(\forall x \in\{\leftarrow, \downarrow, \rightarrow, \uparrow\}:\left|C^{x} \cap C_{\mathrm{he}}\right| \geq\left\lfloor\left|C_{\mathrm{he}}\right| / 4\right\rfloor\)
            \(\mathcal{M}_{\operatorname{int}_{G}(C)} \leftarrow\left\{\left(V\left(\operatorname{int}_{G}(C)\right), 4 \sqrt{k}, k\right)\right\}\)
            \(\mathcal{M}_{\operatorname{ext}_{G}(C)} \leftarrow\left\{\left(V\left(\operatorname{int}_{G}(C)\right), 0,4 \sqrt{k}-1\right),\left(V\left(\operatorname{ext}_{G}(C)\right), 4 \sqrt{k}, k\right)\right\}\)
            for \(\operatorname{side}_{G}(C) \in\left\{\operatorname{int}_{G}(C), \operatorname{ext}_{G}(C)\right\}\) do
                \(\mathcal{M} \leftarrow \mathcal{M} \cup \mathcal{M}_{\text {side }}\)
                Apply menger \(+(\) Lemma 2.14 \()\) with side \(\left(G^{\prime}\right)\), aligned cycle \(C\), \(p=\sqrt{k}\), and \(q=3 k^{3}\)
                Let \(S_{1}, \ldots, S_{r}\) be the obtained output
                if \(r=p\) then
                        \(S_{1}, \ldots, S_{r}\) are disjoint separators
                    Use Lemma 3.11 on \((G, B, \mathcal{M}), G^{\Delta}, C\) and \(S_{1}, \ldots, S_{r}\). Add obtained subproblems to \(\mathcal{B}\).
                else \(\quad S_{1}, \ldots, S_{r}\) are nearly disjoint paths
                    Use Lemma 3.12 on \((G, B, \mathcal{M}), G^{\Delta}, C\) and \(S_{1}, \ldots, S_{r}\); let \(\mathcal{I} \cup \mathcal{O}\) be the output
                    Add all obtained subproblems in \(\mathcal{I}\) to res, and all subproblems in \(\mathcal{O}\) to \(\mathcal{B}\).
                for every subproblem \(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right) \in \mathcal{B}\) with \(S_{i}\) associated separator \(S_{i}\) do
                    Consider the cycles \(C^{\circlearrowleft}\) and \(C^{\circlearrowright}\) of the graph \(C \cup S_{i}\) that contain \(S_{i}\)
                                    We let \(\mathrm{ann}(\cdot)\) annotate a cycle according to 12
                    Add \(\left(\left(G_{i}, B_{i}, \mathcal{M}_{i} \cup\left\{\left(\operatorname{int}_{G}\left(C^{\circlearrowleft}\right), 2 \sqrt{k}, k\right)\right\}\right), \operatorname{ann}\left(C^{\circlearrowleft}\right)\right)\) to \(\mathcal{A}^{d}\)
                    Add \(\left(\left(G_{i}, B_{i}, \mathcal{M}_{i} \cup\left\{\left(\operatorname{int}_{G}\left(C^{\circlearrowleft}\right), 0,2 \sqrt{k}-1\right),\left(\operatorname{int}_{G}\left(C^{\circlearrowright}\right), 2 \sqrt{k}, k\right)\right\}\right), \operatorname{ann}\left(C^{\circlearrowright}\right)\right)\) to \(\mathcal{A}^{d}\)
        for \(\left(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right), C\right) \in \mathcal{A}^{z}\) do
            Apply Corollary 3.9 on \(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\) and separator \(C_{\mathrm{he}} \cup C_{\mathrm{li}}\)
            Add the resulting two subproblems to res
                            Uses that \(C_{\mathrm{he}} \cup C_{\mathrm{l}}\) is a sparse separator
    return res
```

Algorithm 2. The main reduction from Lemma 4.2
with an associated cycle $C_{i}$ with the property that $\operatorname{low}_{\mathcal{M}_{i}}\left(\operatorname{int}_{G_{i}}\left(C_{i}\right)\right), \operatorname{low}_{\mathcal{M}_{i}}\left(\operatorname{ext}_{G_{i}}\left(C_{i}\right)\right) \geq \theta / 4$. These subproblems cannot be added directly to the output.

Therefore, we consider each of these subproblems and their associated cycles in Lines 4.28 , and reduce the subproblems to subproblems with different associated cycles with equally good balance properties but with the guarantee that they contain few vertices of the pattern. Then we can use Corollary 3.9 to reduce each subproblem to two subproblems that have the requirements of the lemma statement by the balance properties of the cycles.

To do so, we maintain a set of pairs $\mathcal{A}^{d}$ consisting of subproblems and annotated cycles, such that the subproblem contains monitors that ensure few vertices from $C_{\mathrm{li}}$ and no vertices from $C_{\mathrm{di}}$ are included in the pattern. Initially, the associated cycle $C$ only consists of heavy vertices. Note that in any of the $d$ iterations of the loop at Line $7, C_{\text {he }}$ is decreased with a multiplicative factor $3 / 4$ if it is of size $\Omega(\sqrt{k})$, since one of the four parts of the alignment that contains $\left|C_{\text {he }}\right| / 4$ heavy vertices is replaced with $C_{i}$ that contains at most $4 \sqrt{k}$ heavy vertices. Moreover, we only add $O\left(k^{3}\right)$ vertices to $\left|C_{\mathrm{l}}\right|$ per iteration of the loop at Line 7 and thus $O\left(k^{3} \log k\right)$ in total. Thus indeed $C$ is a sparse separator at Line 28 and Corollary 3.9 applies.

Furthermore, we claim that all associated cycles maintain the property that at least $\theta / 4$ pattern vertices are in the strict interior and strict exterior of the cycle. Let us call this the balance property. To see this, consider some cycle $C$ at Line 4 and assume it has the balance property.

Consider the cycles $C^{\alpha}, \alpha \in\{\circlearrowleft, \circlearrowright\}$ we add to $\mathcal{A}^{d}$ on Lines 24 and 25 If side $=\operatorname{int}_{G}(C)$, then $\operatorname{int}_{G}\left(C^{\alpha}\right) \subseteq \operatorname{int}_{G}(C)$, and thus $\operatorname{ext}_{G}\left(C^{\alpha}\right)$ contains at least $\theta / 4$ pattern vertices as $\operatorname{ext}_{G}(C)$ does so. If side $=\operatorname{ext}_{G}(C)$, then $\operatorname{int}_{G}(C) \subseteq \operatorname{ext}_{G}\left(C^{\alpha}\right)$, and thus $\operatorname{ext}_{G}\left(C^{\alpha}\right)$ contains at least $2 \sqrt{k}$ pattern vertices as $\operatorname{int}_{G}(C)$ does so. Since at Line $22 C_{\mathrm{he}} \cup C_{\mathrm{li}}$ has only $16 \sqrt{k} \log _{4 / 3} k$ pattern vertices, both the strict interior and the strict exterior of $C$ must also contain $\theta / 2-16 \sqrt{k} \log _{4 / 3} k=\Omega(\sqrt{k})$ pattern vertices.

Therefore, the reduction is correct, and it can be easily verified that all created subproblems have the remaining properties stated in the lemma.

### 4.2 Clean-Up Reduction: Shrinking The Boundary and Small Monitored Sets

```
Algorithm cleanStep \((G, B, \mathcal{M}, W) \quad\) Assumes \(W \subseteq V(G),|W|=\operatorname{poly}(k)\) and \(G\) is \(k\)-outerplanar
Output: \(k^{O(\log k)}\) subproblems with the properties of Lemma 4.3
    Triangulate \(G\) with Lemma 2.6 so that \(G^{\Delta}:=G \cup \Delta\) is triangular and \((k+1)\)-outerplanar
    Find a separator \(C\) on at most \(k\) vertices balanced for vertices in \(W\) using Lemma 2.9
    Let \(C=\left(C_{\mathrm{he}}, C_{\mathrm{li}}, C_{\mathrm{di}}\right):=(V(C), \emptyset, \emptyset) \quad C\) denotes the annotated cycle
    Let \(\mathcal{A}^{0}:=\{((G, B, \mathcal{M}), C)\}\)
    for \(d=1, \ldots, z:=\log _{4 / 3} k\) do
        Initiate \(\mathcal{A}^{d}:=\emptyset\)
        for \(((G, B, \mathcal{M}), C) \in \mathcal{A}^{d-1}\) do
            Find alignment \(C^{\leftarrow}, C^{\downarrow}, C^{\rightarrow}, C^{\uparrow}\) of \(C\) with \(\forall x \in\{\leftarrow, \downarrow, \rightarrow, \uparrow\}:\left|C^{x} \cap C_{\text {he }}\right| \geq\left\lfloor\left|C_{\text {he }}\right| / 4\right\rfloor\)
            if \(\left|V\left(\operatorname{int}_{G}(C)\right) \cap W\right| \geq\left|V\left(\operatorname{ext}_{G}(C)\right) \cap W\right|\) then side \(\leftarrow \operatorname{int}_{G}(C)\) else side \(\leftarrow \operatorname{ext}_{G}(C)\)
            Apply menger \(+\left(\right.\) Lemma 2.14) with side \(\left(G^{\prime}\right)\), aligned cycle \(C\), \(p=\sqrt{k}\), and \(q=3 k^{3}\)
            Let \(S_{1}, \ldots, S_{r}\) be the obtained output
            if \(r=p\) then \(\quad S_{1}, \ldots, S_{r}\) are disjoint separators
            Use Lemma 3.11 on \((G, B, \mathcal{M}), G^{\Delta}, C\) and \(S_{1}, \ldots, S_{r}\). Add obtained subproblems to \(\mathcal{B}\).
            else \(\quad S_{1}, \ldots, S_{r}\) are nearly disjoint paths
            Use Lemma 3.12 on \((G, B, \mathcal{M}), G^{\Delta}, C\) and \(S_{1}, \ldots, S_{r}\); let \(\mathcal{I} \cup \mathcal{O}\) be the output
            Add all obtained subproblems in \(\mathcal{I}\) to res, and all subproblems in \(\mathcal{O}\) to \(\mathcal{B}\).
            for every subproblem \(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right) \in \mathcal{B}\) with \(S_{i}\) associated separator \(S_{i}\) do
            Consider the cycles \(C^{\circlearrowleft}\) and \(C^{\circlearrowright}\) of the graph \(C \cup S_{i}\) that contain \(S_{i}\)
            Assume \(\left|V\left(\operatorname{sext}_{G^{\circlearrowleft}}(C)\right) \cap W\right| \leq\left|V\left(\operatorname{sext}_{G^{\circ}}(C)\right) \cap W\right|\) by relabeling, if needed
                                    We let \(\operatorname{ann}(\cdot)\) annotate a cycle according to 12
            \(\operatorname{Add}\left(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right), \operatorname{ann}\left(C^{\circlearrowleft}\right)\right)\) to \(\mathcal{A}^{d}\)
    for \(\left(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right), C\right) \in \mathcal{A}^{z}\) do
        Apply Corollary 3.9 on \(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\) and separator \(C_{\mathrm{he}} \cup C_{\mathrm{li}}\)
        Add the resulting two subproblems to res Uses that \(C_{\mathrm{he}} \cup C_{\mathrm{li}}\) is a sparse separator
    return res
```

Algorithm 3. Clean-Up Step reduction from Lemma 4.3
We continue with presenting the clean-up reduction. Our reduction applies a procedure cleanStep (listed in Algorithm 3) for $O(\log |W|)=O(\log k)$ times. We first present this procedure and its properties. As mentioned in the beginning of this section, its goal is to reduce the subproblem at hand to subproblems with only few vertices of $W$. Algorithm 3 follows Algorithm 2 closely, and indeed the output subproblems have parameters similar to the subproblems output by Algorithm 2 .

The main difference is how the set $W$ splits. We guarantee that $\left|\left(W \backslash\left(B_{i} \backslash B\right)\right) \cap V\left(G_{i}\right)\right| \leq \frac{3}{4}|W|$, that is, the number of vertices of $W$ in the subproblem that are not added to the boundary $B$ is at most $\frac{3}{4}|W|$. This gives a handle on the vertices added to the boundary $B$. In particular, we only add $O\left(k^{3} \log k\right)$ of them and few of them will be pattern vertices: $\operatorname{upp}_{\mathcal{M}_{i}}\left(B_{i} \backslash B\right) \leq O(\sqrt{k} \log k)$.

Lemma 4.3 (Clean Step Reduction). There is a strict reduction that given a subproblem $(G, B, \mathcal{M})$ and a set $W \subseteq V(G)$ with $|W|=\Omega(\sqrt{k})$ outputs $l=k^{O(\log k)}$ subproblems $\left\{\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\right\}_{i \leq l}$ with the
following properties for every $1 \leq i \leq l$ :

$$
\begin{array}{r}
\left|B_{i} \backslash B\right| \leq O\left(k^{3} \log k\right), \quad \operatorname{upp}_{\mathcal{M}_{i}}\left(B_{i} \backslash B\right) \leq O(\sqrt{k} \log k), \quad\left|\left(W \backslash\left(B_{i} \backslash B\right)\right) \cap V\left(G_{i}\right)\right| \leq \frac{3}{4}|W|, \\
\left|\operatorname{large}\left(\mathcal{M}_{i}\right)\right| \leq|\operatorname{large}(\mathcal{M})|+O(\log k), \quad\left|\operatorname{small}\left(\mathcal{M}_{i}\right) \backslash \operatorname{small}\left(\mathcal{M}\left[V\left[G_{i}\right]\right]\right)\right| \leq O(\sqrt{k} \log k) .
\end{array}
$$

Proof. The reduction is given in Algorithm3. Note the algorithm is identical to Algorithm 2 except that it handles weights in a more direct way as they are known in this setting.

Indeed, we start with a cycle $C$ that is $\frac{3}{4}$-balanced for $W$ in Line 2. Assume $\left|W \cap V\left(\operatorname{int}_{G}(C)\right)\right| \geq$ $\left|W \cap V\left(\operatorname{ext}_{G}(C)\right)\right|$, and that $\left|V\left(\operatorname{ext}_{G \odot}(C)\right) \cap W\right| \leq\left|V\left(\operatorname{ext}_{G \circ}(C)\right) \cap W\right|$ (the reverse case is symmetric). We see that $\left|V\left(\operatorname{ext}_{G \odot}(C)\right) \cap W\right| \leq\left|\operatorname{sext}_{G}(C) \cap W\right|+|W| / 2 \leq 3|W| / 4$. Thus the cycle picked at Line 21 satisfies the same property, and the subproblems at created at Line 23 indeed satisfy $\left|(W \backslash V(C)) \cap V\left(G_{i}\right)\right| \leq \frac{3}{4}|W|$.

The remaining part of the correctness is identical to the one in the proof of Lemma 4.2,
Now we present the main clean-up reduction and its properties. The intuition is that the clean step from Lemma 4.3 is on its own not sufficient to make the subproblem amenable for a main reduction because it does not necessarily decrease $\operatorname{upp}_{\mathcal{M}}(W)$ to $c \sqrt{k} \log k$ for some constant $c$ (we cannot split the set of pattern vertices in $W$ equally because we don't know them). However, if we apply it $\log |W|$ times on remaining subsets $W$, we ensure only $O(1)$ will remain on top of the vertices added to $B$ during the $O\left(\log ^{2} k\right)$ reductions.

Lemma 4.4 (Clean-Up Reduction). There is a strict reduction that given a subproblem $(G, B, \mathcal{M})$ and a set $W \subseteq V(G)$ with $\Omega(\sqrt{k}) \leq|W| \leq \operatorname{poly}(k)$ outputs $l=k^{O(\log k)}$ subproblems $\left\{\left(G_{i}, B_{i}, \mathcal{M}_{i}\right)\right\}_{i \leq l}$ with the following properties for every $1 \leq i \leq l$ :

$$
\begin{array}{r}
\left|B_{i} \backslash B\right| \leq O\left(k^{3} \log ^{2} k\right), \quad \operatorname{upp}_{\mathcal{M}_{i}}\left(B_{i} \backslash B\right) \leq O\left(\sqrt{k} \log ^{2} k\right), \quad\left|\left(W \backslash\left(B_{i} \backslash B\right)\right) \cap V\left(G_{i}\right)\right| \leq O(1), \\
\left|\operatorname{large}\left(\mathcal{M}_{i}\right)\right| \leq|\operatorname{large}(\mathcal{M})|+O\left(\log ^{2} k\right), \quad\left|\operatorname{small}\left(\mathcal{M}_{i}\right) \backslash \operatorname{small}\left(\mathcal{M}\left[V\left[G_{i}\right]\right]\right)\right| \leq O\left(\sqrt{k} \log ^{2} k\right) .
\end{array}
$$

Proof. The reduction simply applies Algorithm $33(\log |W|)$ times (see Algorithm 4). By Lemma 4.3 the number of produced subproblems is $\left(k^{O(\log k)}\right)^{O(\log k)}$, and $\left|B_{i} \backslash B\right|, \operatorname{upp}_{\mathcal{M}_{i}}\left(B_{i} \backslash B\right)$, |large $\left(\mathcal{\mathcal { M } _ { i }}\right) \mid$ and $\left|\operatorname{small}\left(\mathcal{M}_{i}\right) \backslash \operatorname{small}\left(\mathcal{M}\left[V\left[G_{i}\right]\right]\right)\right|$ all satisfy the bound from Lemma 4.3 multiplied with $\log _{4 / 3}|W|=$ $O(\log k)$.

Since we reduce $W$ with a $3 / 4$ factor for $\log _{4 / 3}|W|$ times in each call of cleanStep the upper bound $\left|\left(W \backslash\left(B_{i} \backslash B\right)\right) \cap V\left(G_{i}\right)\right| \leq O(1)$ follows.

```
Algorithm cleanUp \((G, B, \mathcal{M}, W)\)
    Assumes \(W \subseteq V(G),|W|=\operatorname{poly}(k)\) and \(G\) is \(k\)-outerplanar
Output: \(k^{O\left(\log ^{2} k\right)}\) subproblems with the properties of Lemma 4.3
    Let \(\mathcal{A}^{0}=\{(G, B, \mathcal{M})\}\)
    for \(d=1, \ldots, z:=\log _{4 / 3}|W|\) do
        \(\mathcal{A}^{d} \leftarrow \emptyset\)
        for \(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right) \in \mathcal{A}^{d-1}\) do
            Add all subproblems output by cleanStep \(\left(G_{i}, B_{i}, \mathcal{M}_{i}, W \cap V\left(G_{i}\right)\right)\) to \(\mathcal{A}^{d}\)
    return \(\mathcal{A}^{z}\)
```

Algorithm 4. Clean-Up Reduction

Note that if cleanUp $(G, B, \mathcal{M}, W)$ is invoked, $B$ is large, and $W$ contains $B$ then the created subproblems will significantly fewer vertices of $B$ by Lemma 4.4 because the quantity $\left|\left(W \backslash\left(B_{i} \backslash B\right)\right) \cap V\left(G_{i}\right)\right|$ that is guaranteed to be constant.

### 4.3 The Algorithm: Combining All The Above

Now we use the two reductions from the previous sections recursively to prove Theorem 1.1

```
Algorithm solveSubproblem \((G, B, \mathcal{M})\)
    Assumes \(G\) is \(k\)-outerplanar
Output: Answer of subproblem \((G, B, \mathcal{M})\)
    if \(\min \left\{\operatorname{upp}_{\mathcal{M}}(V(G)),|V(G) \backslash B|\right\} \leq \sqrt{k} \log ^{5} k\) then
        return answer as computed by Lemma 3.10
    else if \(|B| \geq k^{4}\) or \(\left|\operatorname{upp}_{\mathcal{M}_{i}}(B)\right|+\left|\operatorname{small}\left(\mathcal{M}_{i}\right)\right| \geq c_{1} \sqrt{k} \log ^{5} k\) then \(c_{1}>0\) is a constant chosen later
        \(\mathcal{A} \leftarrow \operatorname{cleanUp}\left(G, B, \mathcal{M}, B \cup_{M \in \mathcal{M}} M\right)\)
    else
        \(\mathcal{A} \leftarrow\) mainReduce \((G, B, \mathcal{M})\)
    for \(\left(G_{i}, B_{i}, \mathcal{M}_{i}\right) \in \mathcal{A}\) do
        \(a_{i} \leftarrow\) solveSubproblem \((G, B, \mathcal{M})\)
    return answer to \((G, B, \mathcal{M})\) from reduction of Lemma 4.4 and 4.2 based on answers \(\left\{a_{i}\right\}\)
```

Algorithm 5. Main algorithm to solve a subproblem

Proof of Theorem 1.1. We claim that it suffices to show how to compute $\operatorname{ind}(P, G)$ in the stated time bound: To compute $\operatorname{sub}(P, G)$, let $P^{\prime}$ and $G^{\prime}$ be obtained from $P$ and $G$ by replacing every edge $\{x, y\}$ with triangle on vertices $u_{x y}, v_{x y}, w_{x y}$ and with edges $\left\{u_{x y}, x\right\}$ and $\left\{u_{x, y}, v\right\}$. It is easy to see that $\operatorname{sub}(P, G)=\left|\operatorname{ind}\left(P^{\prime}, G^{\prime}\right)\right| / 2^{|E(P)|}$, and that $\left|\mathcal{C S}\left(\tilde{O}(\sqrt{k}), P^{\prime}\right)\right|$ is at most $|\mathcal{C S}(\tilde{O}(\sqrt{k}), P)|^{c}$ for some $c$.

We use Algorithm 5 to solve the subproblem $(G, \emptyset,\{(V(G), 0, k)\})$; note we can indeed assume $G$ to be $k$-outerplanar by Lemma 3.7. The correctness of the algorithm follows directly from Lemma 4.4 and 4.2 Note that at Line 2 we can assume $\operatorname{upp}_{\mathcal{M}}(V(G)) \leq O\left(\sqrt{k} \log ^{5} k\right)$ since $\operatorname{upp}_{\mathcal{M}}(V(G)) \leq O\left(\sqrt{k \log ^{5}} k\right)$.

Running Time We first focus on the number of subproblems generated throughout the algorithm. We assign a potential $\varphi$ to a subproblem that estimates how soon a cleaning step occurs, defined as follows:

$$
\varphi((G, B, \mathcal{M}))=\frac{|B|}{k^{4}}+\frac{\operatorname{upp}(B)+|\operatorname{small}(\mathcal{M})|}{c_{1} \sqrt{k} \log ^{6} k}
$$

for some large enough constant $c_{1}$. Note that if a cleaning step occurs, then $\varphi(G, B, \mathcal{M}) \geq 1$, and afterwards $\varphi \leq 1 /\left(c_{1} \log ^{3} k\right)+1 / k$, which is at most $1 / \log ^{-3} k$ for large enough $c_{1}$ and $k>1$. We define $T(\nu, u, \varphi)$ as the number of subproblems generated by solveSubproblem $(G, B, \mathcal{M})$ where $|V(G) \backslash B|=\nu$, $\operatorname{upp}_{\mathcal{M}}(B)=u$ and $\varphi=\varphi(G, B, \mathcal{M})$. By Lemma's 4.4 and 4.2 we have:

$$
T(\nu, u, \varphi) \leq \begin{cases}1, & \text { if Line } 2 \text { is reached } \\ k^{O(\log k)} T\left(\nu, u, \log ^{-3} k\right), & \text { if Line } 4 \text { is reached } \\ 2 T\left(\frac{3}{4} \nu, u, \varphi+\log ^{-3} k\right)+k^{O(\log k)} T\left(\nu, u-\Omega(\sqrt{k}), \varphi+\log ^{-3} k\right), & \text { if Line } 6 \text { is reached. }\end{cases}
$$

We claim that

$$
T(\nu, u, \varphi) \leq \nu^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+\varphi\right) \log ^{2} k\right)
$$

for some large enough constant $c_{2}$. To see this, first note the base case where Line 2 is reached is trivial. Moreover, if Line 4 is reached, we have for some constant $c_{3}$ that,

$$
\begin{aligned}
T(\nu, u, \varphi) & \leq k^{O(\log k)} \nu^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+\log ^{-3} k\right) \log ^{2} k\right) \\
& \leq \nu^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+\log ^{-3} k+c_{3} / c_{2}\right) \log ^{2} k\right) \\
& \leq \nu^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+1\right) \log ^{2} k\right)
\end{aligned}
$$

where the last inequality assumes $c_{2}$ is chosen to be at least twice $c_{3}$.

Finally, if Line 6 is reached then $T(\nu, u, \varphi)=A+B$ where

$$
\begin{aligned}
A & \leq 2\left(\frac{3}{4} \nu\right)^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+\varphi+\log ^{-3} k\right) \log ^{2} k\right) \\
& \leq 2\left(\frac{3}{4}\right)^{4} \exp \left(c_{2} \log ^{-1} k\right) \nu^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+\varphi\right) \log ^{2} k\right) \\
& \leq \frac{2}{3} \nu^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+\varphi\right) \log ^{2} k\right),
\end{aligned}
$$

where the last inequality uses $c_{2}$ is chosen large enough, and for some constants $c_{4}, c_{5}$ we have

$$
\begin{aligned}
B & =k^{c_{4} \log k} \exp \left(c_{2}\left(\frac{u-c_{5} \sqrt{k}}{\sqrt{k}}+\varphi+\log ^{-3} k\right) \log ^{2} k\right) \\
& \leq \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}-c_{5}+c_{4} / c_{2}+\varphi+\log ^{-2} k\right) \log ^{2} k\right) \\
& \leq \frac{1}{3} \nu^{4} \exp \left(c_{2}\left(\frac{u}{\sqrt{k}}+\varphi\right) \log ^{2} k\right),
\end{aligned}
$$

where the last inequality uses that $c_{2}$ is chosen large enough and that $k$ is large enough. Thus the claim holds in this case as well.

Now we focus on the time spent per subproblem. Since algorithm Lemma 3.10 runs in the claimed time bound $2^{\tilde{O}(\sqrt{k})}|\mathcal{C S}(\tilde{O}(\sqrt{k}))| n^{O(1)}$ and both reductions cleanUp and mainReduce are strict, it suffices that the sizes of the input and outputs to all subproblems is at most $2^{\tilde{O}(\sqrt{k})}|\mathcal{C S}(\tilde{O}(\sqrt{k}))| n^{O(1)}$.

To see that this is true, note $|B|=O\left(k^{4}\right)$ and $\left|\operatorname{upp}_{\mathcal{M}_{i}}(B)\right|,\left|\operatorname{small}\left(\mathcal{M}_{i}\right)\right| \leq O\left(\sqrt{k} \log ^{5} k\right)$ due to the check and cleaning step at Lines 3 and 4 . Moreover we claim that, $|\operatorname{large}(\mathcal{M})| \leq O\left(\sqrt{k} \log ^{3} k+\right.$ $\left.\log n / \log ^{4} k\right)$ for any generated subproblem $(G, B, \mathcal{M})$. To see this, first note that during a recursive call the procedure mainReduce is invoked at most $O(\sqrt{k}+\log n)$ times as in each call either upp $\mathcal{M}_{\mathcal{M}}(V(G))$ is decreased with $\Omega(k)$ or $V(G) \backslash B$ is decreased with a constant factor. The number of large monitors added by mainReduce is at most $O(\sqrt{k} \log k)$ since it only add large monitors to generated subproblems with $\operatorname{upp}_{\mathcal{M}}(V(G))$ being decreased with $\Omega(k)$.

Second, the number of call to cleanUp is at most $O\left(\log ^{-4} k\right)$ times the number of calls to mainreduce as this number of calls is needed to increase $\left|\operatorname{upp}_{\mathcal{M}}(B)\right|$ or $|\operatorname{small}(\mathcal{M})|$ to be large enough so the condition at Line 3 holds. As in each call to cleanUp only $O\left(\log ^{2} k\right)$ large monitors are added, we add a total of $O\left((\sqrt{k}+\log n) \log ^{-2} k\right)$, and hence the number of possibilities $k^{|\operatorname{large}(\mathcal{M})|}$ for counter of large monitors is at most $2^{O(\sqrt{k})} n^{O(1)}$, as required.
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[^1]:    ${ }^{1}$ Quoting its laudatio for the Myhil-Nerode prize EGT.
    ${ }^{2}$ See Section 2 for the definition of treewidth and [CFK ${ }^{+}$15, Section 7.7] for more discussion.
    ${ }^{3}$ The subgraph isomorphism problem can be extended to directed graphs in a natural way.

[^2]:    ${ }^{4}$ For example, it was posed as open problem in a Dagstuhl report by Marx in CFHW17, and talks by Fomin https: //ims.nus.edu.sg/events/2017/asp/files/fedor.pdf and Saurabh https://rapctelaviv.weebly.com/uploads/1/0/5/ 3/105379375/future.pdf
    ${ }^{5}$ Naturally, if $P$ is an independent set, only counting induced copies of $P$ is interesting.

[^3]:    ${ }^{6}$ See Lemma 2.3
    ${ }^{7}$ Replace each arc $(v, w)$ in the host/pattern graph with new vertices $\{a, b, c\}$ and edges $\{\{v, a\},\{a, b\},\{a, c\},\{c, w\}\}$.

[^4]:    ${ }^{8}$ The result of Fomin et al. $\mathrm{FLM}^{+} 16$ applies to the more general class of apex-minor free graphs, but we restrict our discussion to planar graphs.

[^5]:    ${ }^{9}$ Let us remark that inclusion exclusion was used before for counting problems in planar graphs by Curticapean

