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Continuous technology scaling in manycore systems leads to severe overheating issues. To guarantee system

reliability, it is critical to accurately yet efficiently monitor runtime temperature distribution for effective chip

thermal management. As an emerging communication architecture for new-generation manycore systems,

optical network-on-chip (ONoC) satisfies the communication bandwidth and latency requirements with low

power dissipation. Moreover, observation shows that it can be leveraged for runtime thermal sensing. In

this article, we propose a brand-new on-chip thermal sensing approach for ONoC-based manycore systems

by utilizing the intrinsic thermal sensitivity of optical devices and the inter-processor communications in

ONoCs. It requires no extra hardware but utilizes existing optical devices in ONoCs and combines them with

lightweight software computation in a hardware-software collaborative manner. The effectiveness of the our

approach is validated both at the device level and the system level through professional photonic simulations.

Evaluation results based on synthetic communication traces and realistic benchmarks show that our approach

achieves an average temperature inaccuracy of only 0.6648 K compared to ground-truth values and is scalable

to be applied for large-size ONoCs.
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1 INTRODUCTION

Due to the rapid growth of power density and the limited advancement of heat dissipation tech-
niques, manycore systems suffer from overheating significantly. Silicon chips even cannot be fully
utilized as a result of the “dark silicon” problem [22, 27], where a fraction of processor cores have to
become powered-off or underclocked to maintain safe chip temperature. Effective thermal manage-
ment solutions based on accurate yet efficient on-chip thermal estimation are critical for manycore
systems [22, 23, 28]. State-of-the-art on-chip temperature sensing techniques are typically imple-
mented in either hardware or software. Hardware-based thermal sensors possess high efficiency
and measurement accuracy [5, 6, 9, 20, 26, 35]. However, additional chip area and hardware cost
are required. In contrast, software-based approaches [21, 32, 47, 48] require no extra hardware but
typically use thermal models or simulations for temperature prediction. They suffer from either
expensive computation or low accuracy. Therefore, it is still challenging for manycore systems to
implement accurate and efficient on-chip thermal sensing with trivial overhead.

As an emerging intercommunication architecture of new-generation manycore systems, optical
network-on-chip (ONoC) [7, 23] offers unique advantages of high bandwidth, low latency, and low
power dissipation. Taking a two-dimensional (2D) mesh-based ONoC as an example, as shown in
Figure 1(a), vertically on top of the processing layer where processor cores are located, a photonic
network (P-net) provides optical links between any pair of communicating processors for mes-
sage transmission. Due to the inability of photonic to perform logical processing, an electronic
network (E-net) is also provided for the control. The P-net and E-net together constitute an ONoC
architecture. We also provide the logical view of a tile on the right side of Figure 1(a).

According to Figure 1(a), as the core functional component in ONoCs, an optical router is com-
prised of three parts: an optical transmitter, an optical receiver, and an optical switching network.
Two specific switching network designs are provided for nonblocking 5 × 5 optical routers in
Figure 1(b) and (c). There are five ports in a router. The injection and ejection ports connect the
transmitter and the receiver, respectively. The other four bidirectional ports, including the west,
south, east, and north ports, connect to its neighbor routers and are termed as passthrough ports.
Micro-ring resonators (MRs) and optical waveguides, respectively, performing the switching and
the transmission of optical signals, compose the optical switching network. The MRs, functioning
as wavelength-selective optical switches, are essential to implement high-level routing policies in
ONoCs.

MRs are highly sensitive to ambient temperature variations. As shown in Figure 2(a), the reso-
nant wavelength of a MR red-shifts with increasing temperatures and blue-shifts with decreasing
ones. The undesired mismatch between the signal wavelength and the resonant wavelength of
the MR will result in additional optical power loss. Figure 2(b) shows the simulation results in
Section 6.1. The optical power loss of a MR increases monotonically with the ambient tempera-
ture increasing over a large range from 300 K to 400 K. The intrinsic thermal sensitivity of MRs
renders them an attractive choice for temperature sensing. The well-modeled temperature depen-
dence of MRs that indicates the relationships between the resonant wavelength (and the optical
power loss) of a MR and its ambient temperature make them practical. Compared to traditional
electronic sensors, MR-based optical thermal sensors have favorable properties of compact size,
immunity to electromagnetic interference, and robustness against mechanical shock [26]. How-
ever, most MR-based temperature sensors operate by monitoring the resonant wavelength shift
with an expensive, narrow linewidth tunable laser or fine resolution optical spectrum analyzer
[18]; consequently, heavy hardware costs and extra chip area are introduced, which makes them
impractical for on-chip temperature measurement.

In this article, we present a new hardware-software collaborative thermal sensing approach for
ONoC-based manycore systems. By utilizing the intrinsic thermal sensitivity of existing MRs and



Fig. 1. ONoC architecture and example optical routers.

Fig. 2. The characteristics of MRs change with temperature.

the inter-processor communications in ONoCs, it can implement accurate yet efficient runtime
temperature monitoring while requiring no additional hardware support. We first quantitatively
model the thermal sensitivity of MRs and develop a basic thermal sensing (BTS) module lever-
aging the idle injection and ejection ports of a single optical router. As the injection or ejection
ports of routers are often occupied by inter-processor communications at runtime, we further pro-
pose a collaborative thermal sensing (CTS) approach for on-chip thermal estimation by combining
the BTS module with a lightweight software solution. The CTS repurposes the optical routers for
thermal sensing and continues using them for their intended purpose of communication without
interruption. Based on device- and circuit-level photonic simulators that are widely used by the
nanophotonics community for design and verification, simulation results show the average pre-
diction error of the thermal sensitivity model is only 0.4985 K. Integrating with the precise model,



Table 1. Comparison with the State-of-the-art Hardware-based Thermal Sensors in Standard CMOS

Category

BJTs MOSFETs ETFs our

work
Aita et al. [5]

Lakdawala
et al. [20] Chen et al. [9]

Anand et al.
[6]

Sonmez et al.
[35]

Technology 0.7µm CMOS 32 nm CMOS 0.35µm CMOS 65 nm CMOS 40 nm CMOS –

Inaccuracy (K) 0.25 (3σ ) <5 −0.25–0.35 ±2.3 ±1.4 0.6648

Chip area (mm2) 4.5 0.02 0.6 0.0004 + 0.0042 0.00165 zero

Energy (pJ) 12.5 × 106 1.6 × 106 18.4 × 106 3.4 × 103 2.5 × 1012 ∼ pJ

Hardware cost medium high low free

evaluation on synthetic communication traces and realistic benchmarks verify the effectiveness of
the proposed CTS approach with an average inaccuracy of only 0.6648 K compared to ground-truth
values and is scalable to be applied for large-size ONoCs.

The rest of this article is structured as follows: Section 2 investigates the previous on-chip ther-
mal estimation techniques and briefly introduces ONoC architecture; fundamentals of the thermal
sensitivity of MRs are presented in Section 3; Sections 4 and 5 propose the BTS module and the
CTS technique, respectively; performance evaluations are presented in Section 6, and Section 7
concludes this article.

2 BACKGROUND AND RELATED WORK

2.1 On-chip Thermal Estimation

On-chip temperature estimation can be implemented in either hardware or software. As shown in
Table 1, hardware-based electronic thermal sensors can be divided into three categories based on
their basic operating principles: BJTs, MOSFETs, and Electro-Thermal Filters (ETFs) [29]. Gener-
ally, ETFs achieve higher accuracy and lower cost compared to transistor-based sensors (including
BJTs and MOSFETs) thanks to the immunity to leakage current, process spread, and the mechani-
cal stress of packaging [37]. While the transistor-based sensors have advantages in high efficiency
and low power dissipation. Compared to BJTs, the temperature dependence of MOSFETs is well
modeled and have lower energy consumption, but it involves higher costs for calibration than do
BJTs. In addition to electronic sensors, optical thermal sensors using MRs have been studied recently.
These sensors achieve high accuracy by coating the cladding with strong thermal-optical effect or
employing dedicated MR architectures [18]. They are compact, immunity to electromagnetic inter-
ference, and robustness against mechanical shock and humidity. However, most of them operate
by monitoring the resonant wavelength shift with an expensive, narrow linewidth tunable laser
or fine resolution optical spectrum analyzer, which similarly introduces heavy overheads of chip
area and hardware cost.

In contrast, Table 2 lists several state-of-the-art software-based approaches. ANSYS [4] is a com-
mercial finite-difference and finite-element method (FEM) tool for thermal analysis. It achieves
ultra-high accuracy but is computationally expensive due to the very fine-grained simulation grid.
To achieve an acceptable estimation accuracy, ANSYS generally includes many more nodes in
the thermal grid model than the number of processors. For example, the basic requirement for a
4 × 4 multicore system is a thermal grid with a 40 × 40 grid size. The node size of the thermal grid
model in ANSYS simulator is 1,600, which is 100 times the number of processors. To reduce the
computation time, analytical thermal models have been developed based on less grid nodes. There
are three typical analytical models: HotSpot, MatEx, and the power blurring (PB) method, which
sacrifice measurement accuracy for an acceptable time overhead. In addition, hybrid simulators



Table 2. Comparison with the State-of-the-art Software-based Temperature Estimation Techniques

Category

Numerical
simulator

Analytical models Hybrid Simulator
our work

ANSYS®

[4]
HotSpot
6.0 [47]

MatEx
1.0 [32]

Power
Blurring [48]

NUMANA [21]

Time Complexity O (N 2 )
O (N c )

c∈[1.5, 2]
O (N 2 ) O (N loд (N ))

∼ [O (N loд (N )),
O (N 2 )]

O (M 2 )
M � N

Max. Error ∼0% 3.41% ∼25.7% 13.7% 1.84% –

Avg. Error ∼0% 0.90% ∼6.5% 2.5% 0.54% –

Abs. Err. range (K) ∼0–0 −1.4–1.15 ∼0–4.2 – – 0.4499–1.7132

Avg. Abs. Err. (K) ∼0 0.43 – – – 0.6648

have been proposed that achieve an estimation accuracy and a computation efficiency in between.
As the relative and absolute errors of the analytical models and the hybrid simulator are compared
with the error of ANSYS, we approximate the error of ANSYS as zero for simplicity.

These designs can be applied in both electrical and optical on-chip networks [22, 25, 29]. In
this article, we consider the ONoC as target platform, because it is a promising solution for next-
generation manycore systems. On top of ONoC-based manycore systems, our approach imple-
ments on-chip thermal sensing almost for free by utilizing the existing optical devices in ONoCs. It
reduces the area and hardware overheads required for deploying other sensor designs and achieves
high accuracy, high efficiency, and low power consumption with lightweight software computa-
tion, as shown in the last columns of Table 1 and 2. Moreover, in virtue of low overhead, this ap-
proach can also be used as an efficient complement of these existing thermal sensing techniques.
Note that N and M in Table 2 are the node size of the thermal grid model in simulators and the
size of the subset of routers in manycore systems, respectively. M is far less than N in general.
Detailed performance analysis on our approach is shown in Section 6.

On-chip temperature information is crucial for system-level thermal management techniques.
There are three kinds of application scenarios in ONoC-based manycore systems. First, it can be
used for thermal-aware routing in ONoCs [23]. Due to thermal effects in ONoCs, chip tempera-
ture variations resulted from uneven power density and limited cooling techniques would cause
significant optical power loss, which may counteract the power advantages of ONoCs. Thermal-
aware routing techniques are critical for ONoCs to optimize communication energy efficiency in
the presence of chip thermal variations. Second, runtime thermal management techniques such
as workload migration and DVFS also require this information [22]. These techniques not only
can reduce on-chip temperature gradients for mitigating the thermal effects in ONoCs but also
can maintain chip thermal reliability by keeping every processor core within the safe tempera-
ture range. Last, to improve application performance, energy efficiency, and system reliability for
thermal-safe guaranteed manycore systems, on-chip temperature information is also important for
thermal-aware task mapping and scheduling [27, 28], through which system performance, energy
efficiency, chip thermal reliability, and lifetime reliability can be systematically optimized.

2.2 ONoC Architecture

Due to the inability to perform inflight buffering and processing, an approach of optical circuit

switching is applied in hybrid ONoC architectures: Optical communications are preceded by an
electronic “path-setup” packet that is routed in the E-net to reserve an optical path; once the path
is acquired, optical signals are transmitted end-to-end in the P-net. Generally, a communication
link in the P-net is composed of an optical transmitter, an optical path and an optical receiver. The



Fig. 3. Micro-ring resonators.

transmitter converts electrical signals into optical signals (E-O conversion). A built-in microlaser
source, such as VCSEL [36], can be implemented in the transmitter.1 The VCSEL is connected with
the underlying CMOS drivers using 3D integration technology and Through silicon Via (TSV)
technique, similarly to the approach in Reference [15]. The output power of VCSELs is directly
modulated by the driving current without optical modulators. Given the predefined driving current
of VCSELs, we can easily know the initial optical power input into the link. The optical receiver
uses high-resolution photodetectors (PDs) [34] to convert optical signals into electrical signals (O-
E conversion), in which absorbed photons cause photo-induced carriers in the depletion region.
A transimpedance amplifier (TIA) and a limiting amplifier (LA) are also included for current-to-
voltage conversion and voltage amplification, respectively [19]. We can easily measure the received
optical power using PDs. On the optical path between the transmitter and the receiver, multiple
optical routers implement signal transmission. MRs, combined with optical waveguides, are used
to perform switching operations in the routers. For every specific transmission, either no or only
one MR is active in a router. Optical router designs follow this principle to minimize power loss
for optimized communication performance and system reliability [16].

The intrinsic thermal sensitivity of MRs has aroused great attention recently. Ye et al. [45] sys-
tematically modeled and quantitatively analyzed the thermal effects of MRs. Padmaraju et al. [31]
surveyed the thermal effects on MR-based devices. Bogaerts et al. [8] concluded the loss contribu-
tions of a ring resonator. Xiao et al. [40] presented an analytical model to quantify the resonator
losses at room temperature without considering its physical structure and waveguide cleavage
facets. These studies provide foundation for the temperature sensing technique developed in this
article.

To achieve accurate yet efficient on-chip temperature sensing for ONoC-based manycore sys-
tems, three critical problems should be addressed. First, how to precisely model the intrinsic ther-
mal sensitivity of optical devices, so as to provide a good theoretical foundation for the following
thermal sensing techniques. Second, how to explore a basic thermal sensor design using the ther-
mal sensitivity of existing devices in ONoCs. In this way, no extra chip area or hardware overhead
is introduced. The third and most crucial step is to develop an efficient runtime thermal sensing
approach, which can implement thermal estimation using existing devices without interrupting
the devices’ intended purpose of communication. Solutions to these problems are proposed in the
following sections.

3 THE THERMAL SENSITIVITY OF MRS

As versatile devices in ONoCs, there are two different MR designs shown in Figure 3: the parallel
switching element (PSE) design and the crossing switching element (CSE) design. Both consist of
one ring and two straight waveguides. Ideally, when a MR is configured to be switched off, the
optical signal from the Input port will be delivered to the Through port without directional change

1Using grating couplers for fiber coupling to SOI chip and on-chip modulators, off-chip lasers can also be employed in

optical transmitters.



(passive switching). Otherwise, the optical signal is resonated into the ring and delivered to the
Drop port, which achieves a directional change (active switching). The PSEs turn the optical signal
by 180◦, while the CSEs turn it by 90◦.

A MR resonates with light whose single-pass phase shift is a multiple of 2π , formulated as

m · λMR = 2πR · neff, (1)

where λMR is the vacuum resonant wavelength of the MR, R is the average bending radius of the
ring, neff is the effective index of the resonator, andm is a positive integer.

The resonant wavelength of a MR is sensitive to temperature fluctuation. Given the initial res-
onant wavelength, λ0, at the nominal operating temperature (typically room temperature),T0, the
relation between the resonant wavelength of a MR and its ambient temperature can be expressed
as follows [45]:

λMR = λ0 + ρMR · (T −T0), (2)

where ρMR is the temperature-dependent resonant wavelength shift coefficient of the MR, ρMR =

(λ0 · δneff)/nд . nд is the group index of waveguides and approximately equals 4.63 at 1,550 nm. The
thermo-optic coefficient of the effective refractive index, δnef f = dneff

/dT , is smaller than that of

silicon refractive index, dnsi
/dT = (1.86 ± 0.08) × 10−4 (K−1) [11].

The power losses of a MR primarily consist of coupling loss, propagation loss, and bending loss
[8]. The optical power of signals whose wavelength are within the resonant wavelength range gets
resonated into the cavity of a MR, while the signals whose wavelength are beyond the matched
range is filtered and lost, which is the main cause of coupling loss. Propagation loss and bending
loss are mainly caused by sidewall surface roughness and the bending radii of waveguides, re-
spectively. In this article, we consider all these power losses. According to traveling wave theory
[40], the power transmission of the through-port (ϕthrouдh ) and the drop-port (ϕdrop ) around the
resonant wavelength (λMR ) at constant ambient temperature can be calculated as follows:

ϕthrouдh =

(λin − λMR )2 +

( FSR
4π

)2
(κ2

d
+ κ2

p − κ2
e )2

(λin − λMR )2 +

( FSR
4π

)2
(κ2

d
+ κ2

p + κ
2
e )2

, (3a)

ϕdrop =

4 ×
( FSR

4π

)2
(κ2

d
× κ2

e )

(λin − λMR )2 +

( FSR
4π

)2
(κ2

d
+ κ2

p + κ
2
e )2

, (3b)

where Free Spectral Range (FSR) is the wavelength spacing between two resonance peaks of the
MR.κ2

e andκ2
d

are the fractions of optical power coupled into the ring from the input waveguide and

the drop waveguide out of the ring, respectively. The relation κ2
e = κ

2
d

is generally recognized in

symmetrically coupled add-drop MRs; consequently, we denote them uniformly as κ2 hereinafter.
κ2

p is the fraction of intrinsic power losses (such as bending, absorption, and surface scattering

due to roughness) per round-trip in the ring. λin is the wavelength of input signals. According to
Equation (3b), the -3-dB bandwidth of the drop-port power transfer spectrum can be expressed as
θ = (FSR/2π ) (2κ2 + κ2

p ). Denoted γt as the minimum power transmission in the through-port, we

can obtainκ2
p = 2π × θ√γ

t
/FSR whenϕthrouдh = γt at λin = λMR . The waveguide power coupling

coefficients can be written as κ2 = π × θ (1 − √γ
t
)/FSR.

Based on Equation (3), we formulate the thermal sensitivity of MRs as Equation (4), which de-
scribes the relationship between the optical power loss of anON -state MR at the drop-port and its
ambient temperature, T . Theoretical analysis and experimental results [41] show that the optical



Fig. 4. (a) The basic thermal sensing (BTS) module design. (b) The implementation of the BTS module in

generic optical routers.

power losses at the drop-port of an ON -state PSE and an ON -state CSE that have identical physi-
cal parameter settings are approximately linearly dependent, with a fixed coefficient k (k � 1). We
define the power loss of the CSE as ΔP and then that of the PSE is k × ΔP ,

T = T0 +
���
�

√
α · c (k×ΔP ) − β + (λin − λ0)

ρMR

���
�
, (4)

where c = 10
√

10, β = θ 2/4, and α = β · (2κ2/(2κ2 + κ2
p ))2. In this article, we use the ON - or OFF -

state to show the nominal states of MRs while use active or passive to describe their actual states.
To perform on-chip communications, some of the MRs in optical routers will be activated, and
they are designated to be in the ON -state while the others are passive and are designated in
the OFF -state. It is noteworthy that the nominally ON -state MRs may actually be passive un-
der large thermal variations, resulting in large optical power loss at the drop-port. By measuring
the high power loss of the MRs resulted from thermal variations, we can estimate their ambient
temperatures.

With a single-wavelength laser source whose output wavelength is equal to the nominal reso-
nant wavelength of a MR (i.e., λin = λ0), Equation (4) can be simplified to T = T0 + f(ΔP ) with all
parameters constant for the MR. The ambient temperature of a MR can be obtained once we know
the power loss of that MR. This physical model of MRs functions as the theoretical foundation of
this article.

Equation (2) describes the relation between the resonant wavelength of a MR and its ambient
temperature. Equation (4) well models the relation between the optical power loss of the MR and
the temperature. Both of them can be applied for thermal sensing. To use Equation (2), it typically
requires an expensive, narrow linewidth tunable laser or fine resolution optical spectrum analyzer
to monitor the wavelength shift of the MR, which incurs heavy overheads. By contrast, measuring
the power loss of the MR using PDs that are readily available in ONoCs, it requires no additional
hardware or chip area when using (4), which is more suitable for on-chip thermal sensing in ONoC-
based manycore systems.

4 BASIC THERMAL SENSING MODULE

The formula (4) well models the temperature dependence of MRs, which makes it possible to utilize
single MR for on-chip thermal sensing. Motivated by it, we develop a basic thermal sensing (BTS)
module for ONoCs in this section.

As shown in Figure 4(a), we can obtain the optical power loss of a MR as follows:

ΔPMR = Pinj − Pe j , (5)

where ΔPMR is the power loss of the MR; Pinj is the input power sent by the laser source and is
typically known in ONoCs with the predefined driving current; Pe j is the received power mea-
sured by the PD at the receiver side. Based on it, the temperature of the MR can be derived from
Equation (4).



Fig. 5. Chip thermal profiles of different task mapping patterns in the dark silicon era [27].

The BTS module can be employed as an independent thermal sensing module and can be placed
in any area on chip requiring temperature monitoring at the expense of extra hardware and chip
area. To achieve temperature sensing on ONoCs without requiring additional hardware support,
we further customize the BTS design and implement it in optical routers. As shown in Figure 4(b),
which is a local enlarged drawing of Figure 1(c), all the optical devices are readily available in
typical ONoCs. By constructing an optical path from the idle injection port to the idle ejection
port, passing through one MR, we can obtain the power loss of the MR based on the known sent
power and measured received power; consequently, the temperature of the MR can be obtained
using Equation (4).

Assumed that the heat in optical routers is evenly distributed due to the small footprint of
routers, we can estimate the temperature of a router once the temperature of a MR in the router is
known. In addition, we consider ONoCs based on 2D-mesh topology in this article, where optical
routers are neatly placed at the top surface of the chip, evenly distributed. The on-chip thermal
distribution can be estimated from the router temperatures with fine-grained consideration of the
router-to-chip temperature offset. Moreover, optical routers are suitable to be used for on-chip tem-
perature sensing, because they are evenly distributed across the network. It facilitates the runtime
temperature monitoring of different chip regions based on the fine granularity of one sensor-per-
router. These are important observations, which indicate that the on-chip temperature distribution
can be estimated as long as the temperature of any MR in each optical router is obtained.

5 COLLABORATIVE THERMAL SENSING

Motivated: Using the BTS module, we can obtain the temperatures of a subset of optical routers
whose injection and ejection ports are both idle. It is suitable for light-loaded ONoCs. However,
for most of routers, their injection or ejection ports are often occupied by inter-processor commu-
nications at runtime. We can observe that (i) continuous technology scaling leads to a utilization
wall challenge in MPSoCs, the rising “dark silicon” problem. Borrowed from Reference [27], the
chip thermal profiles resulted from different dark silicon patterns are significantly different, as il-
lustrated in Figure 5. Even under typical operating conditions, the steady-state chip temperature
varies by 30 K across the chip [45]. In the dark silicon era, it would be difficult to predict the tem-
peratures of processor cores based on their spatial correlation, because even neighboring cores
may potentially have distinctly various temperature values. (ii) Optical routers are intended for
inter-processor communications. It is not allowed to interrupt the normal communications when
reusing the routers to perform thermal sensing. Unlike electronic channels where electronic pack-
ets can be buffered in situ, if an optical path is interrupted, then the source node has to send a



Fig. 6. The logical view of a communication path.

Fig. 7. An example of one communication path.

control packet to teardown the path, and a small acknowledgment packet may be sent from the
destination node to the source for guaranteed delivery. The optical path is then reestablished and
the bulk data have to be resent. Such an interruption operation introduces heavy overheads. (iii) It
is impractical to wait for the communications to complete when measuring on-chip temperature
distribution, especially under complex communication pattern and heavy network traffic. The ex-
ecution of the BTS approach relies on the communication pattern and network traffic in ONoCs,
which are various when executing different realistic applications. Considering the large volume of
data transmitted on ONoCs, it typically takes a relatively long time to complete communications.
However, the chip thermal profile in manycore systems varies according to the voltage/frequency
level of processor cores and the heat dissipation efficiency between cores and heatsinks. It is ever-
changing as a result of fine-granularity DVFS control. To sum up, it is not yet enough to achieve
runtime thermal sensing using the BTS module alone.

To address this problem, we further propose a collaborative thermal sensing (CTS) approach. By
combining the BTS module with a lightweight software solution, the CTS approach can repurpose
the optical routers for runtime temperature sensing and continue using them for their intended
purpose of communication without interruption. Not only in light-loaded ONoCs, it is also appli-
cable to the applications with heavy-loaded communication demands, such as cloud computing. It
supports fine-grained on-chip thermal sensing, which facilitates the deep optimization of many-
core systems.

5.1 Loss Distribution of a Communication

Analyzing the routing path of a communication, based on the network topology and the optical
router design, we can identify the input and output ports of each router used and then determine
the active MR employed for each router in this path. Therefore, every communication path can be
simplified as Figure 6.

Taking Figure 7 as a specific example, there will be two or more points with measurable power
loss for a communication path. These points include the data injection point (the sender), the data
ejection point (the receiver), the through points (if any), the turning points (the routers where the
signal direction changes), and the waveguides (for signal propagation). Based on the known input
power sent by the sender (denoted by Pinj ) and the power of optical signals measured by the PD
at the receiver side (denoted by Pe j ), according to the energy conservation law, the power loss for
a path can be formulated as follows:

ΔPinj +
∑

ΔPthrouдh +
∑

ΔPturn +
∑

ΔPwд + ΔPe j = Pinj − Pe j , (6)



Fig. 8. An example of the CTS technique.

where the variables ΔPinj , ΔPthrouдh , ΔPturn , ΔPwд , and ΔPe j are the optical power losses for the
sender, the through point(s), the turning point(s), the waveguide(s), and the receiver, respectively.

5.2 Collaborative Thermal Sensing Matrix

Every router may participate in multiple data communications and play multiple roles simultane-
ously including sender, receiver, and(or) intermediate node. There are typically multiple commu-
nications in ONoCs. By constructing the linear equations (6) of the multiple communications, we
obtain a linear equation system.

We illustrate this with an example of a 3 × 3 2D-mesh ONoC equipped with Crux routers, shown
in Figure 8(a). We obtain the linear equations of the three data communication paths (DPs) as:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ΔP2 + ΔP1 + ΔP4 = Pinj − P4
e j − 2 × ΔPwд

k × ΔP5 + ΔP6 = Pinj − P6
e j − ΔPwд

ΔP9 + ΔP8 + k × ΔP5 = Pinj − P5
e j − 2 × ΔPwд

, (7)

where P i
e j denotes the optical power received by the destination router i for each path. Pinj is the

input power sent by the transmitter in every path. ΔPwд is the power loss of a straight waveguide
connecting adjacent routers. It is determined by sidewall surface roughness and waveguide length
and can be modeled as ΔPwд = ε · Len, where ε is a constant mainly determined by the residual
surface roughness on the etched sidewalls of the waveguide and Len is the waveguide length.
Simulation results show that the temperature variation has a trivial impact on waveguide loss
[38]. Therefore, under typical silicon photonic fabrication technology, ΔPwд is constant for the
waveguides of the same length. The first and the third paths contain two waveguides and thus a
factor of 2 should be multiplied. By using post-fabrication calibration [43] that is widely employed
for typical ONoCs to overcome technology variances, all the CSEs in an ONoC are considered
to be identical and so do all the PSEs. Assuming the CSEs and the PSEs have the same physical
parameter settings, the optical power loss of the CSEs and the PSEs in router i are ΔPi and k ×
ΔPi , respectively. Considering the constant coefficient k , there is only one unknown variable, ΔPi ,
in the router i . In this example, R5 sends data to R6 with an injection-to-east transmission and
receives data from R8 with a south-to-ejection transmission, both of which involve PSEs as shown
in Figure 1(c); consequently, the factor k should be applied.

The set of Equations (7) can be generalized as matrix and vector multiplications:

A × ΔP = Lpath



where ΔP is the vector of the power loss for all the routers, Lpath is the vector of the total power

loss of routers for all the paths, and A is the coefficient matrix,

A =
�����
�

1 1 0 1 0 0 0 0 0
0 0 0 0 k 1 0 0 0
0 0 0 0 k 0 0 1 1

· · · · · · 0 · · · · · ·

�����
�

ΔP = (ΔP1,ΔP2,ΔP3,ΔP4,ΔP5,ΔP6,ΔP7,ΔP8,ΔP9)T

Lpath = (Pinj − P4
e j − 2ΔPwд , Pinj − P6

e j − ΔPwд , Pinj − P5
e j − 2ΔPwд , 0, 0, 0, 0, 0, 0)T .

The first three rows of A model the three paths, while the rest of the matrix is filled with zeros.
To obtain a unique solution for the linear equations with N variables, the coefficient square

matrix A must be nonsingular. In our example, there are seven variables but only three equations;

consequently, A cannot be full rank. To make the problem solvable, we can establish more equa-
tions by constructing some auxiliary paths (APs). Note that we merely need to model the working
routers whose injection or ejection ports are occupied by data communications, because the tem-
peratures of the free routers whose injection and ejection ports are both idle can be obtained using
the BTS module in Section 4. This is an important observation that can significantly reduce the
problem size (from the size of the entire network to the size of the set of working routers). In this
example, the free routers R3 and R7 in Figure 8(a) can be excluded from consideration. Thus, the

size of the coefficient matrix A is reduced to 7 × 7.

Theorem 5.1. Given an ONoC subset with N routers and M DPs, where all the M paths use only

the N routers including data injection, data ejection, and data passthrough, we can always construct

N −M APs by using the N routers.

Proof. We classify the ports of an optical router into incoming ports (including the injection
and passthrough ports) and outgoing ports (including the ejection and passthrough ports), through
which the optical signals transmitted into and out of the router, respectively. Incoming ports and
outgoing ports exist in pairs in a router and must be used in pairs as well due to the inability of
routers to buffer optical signals. Start with a router that has an idle injection port pi , pi ∈incoming

ports, there must exists an idle portpj ,pj ∈outgoing ports, in the router. We can follow the outgoing
portpj to either the local processor (pj is the ejection port) or to the next router (pj is a passthrough
port). In the latter case, we continue searching for an outgoing port in the next router and repeat
the process until an available ejection port is found, at which point an AP is constructed. Similar
rules can always be applied to construct the rest of the APs. Because N routers have N injection
and ejection ports andM DPs use exactlyM ports of them, we can always construct the rest N −M
APs. �

Theorem 5.1 guarantees that N equations can be formulated for N routers. Furthermore, all the

row vectors of A must be linearly independent to solve the linear equations. When a new AP is
constructed, we need to analyze whether it is linearly independent of the existing paths to confirm
its usefulness in resolving the set of linear equations. We call two paths linearly independent iff the
coefficient vectors of the two paths are linearly independent. If adding an auxiliary path increases

the rank of A by 1, then the auxiliary path is linearly independent with the existing paths and should

be accepted. This evaluation method can be applied in the auxiliary path construction algorithm
to quickly determine the linear independence among communication paths.



5.3 Constructing Auxiliary Paths

Given a set of DPs, the number of AP alternatives is exponential. Indeed, the problem of construct-
ing a set of APs to make the equations solvable is NP-hard. Based on the analysis above, we present
a heuristic algorithm to construct feasible auxiliary paths efficiently.

As shown in Algorithm 1, given an ONoC and a set of DPs, we can identify a subgraph of
the ONoC containing only the working routers and the available links among them (Lines 1–3).
These resources are utilized to construct APs. First, the BTS approach proposed in Section 4 can be
applied for the routers with both injection and ejection ports available but some passthrough ports
occupied (Lines 4–6). Second, we construct an AP from each sending router whose injection port is
available. Along the available links among routers, we can find a path from the sender to a receiving
router with the ejection port available, by Depth First Search (DFS) (Lines 7–18). If the rank of the

coefficient matrix A is increased by 1, then the AP is accepted (Lines 14–16). Otherwise, the AP is
rejected, and DFS continues to the next router until a feasible AP has been constructed. If no such
path can be constructed, then the algorithm returns a failure indication (Lines 17 and 18). Note
that the function DepthFirstSearchNextRouter() can move back directly to the sender after
the branch along one direction has been visited (four directions at most) (Line 10). We illustrate
this algorithm in Figure 8(b). The free routers R3 and R7 are excluded from our equation system
as mentioned above. First, we apply the BTS approach for the working routers R1 and R8 whose
injection and ejection ports are both idle but some passthrough ports are occupied. Then, we
construct two APs, (R4,R5,R8,R9) and (R6,R5,R2), starting from R4 and R6, respectively.

ALGORITHM 1: Auxiliary path construction algorithm.

Data: The ONoC , the set of DPs
Output: Success/Failure, the constructed set of APs

1 N = GetTheNumOfWorkingRouter(ONoC , DPs);

2 A = Path2Matrix(DPs);

3 APs = ∅;
4 while router = GetRouterWithBothIdleInjEjPorts() do

5 ap = router ; APs += ap;

6 A = A + Path2Matrix(ap);

7 while Rank (A) < N do

8 sender = GetRouterWithOnlyIdleInjPort();

9 ap = sender ; f ound = false;

10 while router = DepthFirstSearchNextRouter(ap) do

11 ap += router ;

12 if router is a receiver then

13 A′ = A + Path2Matrix(ap);

14 if Rank (A′) == Rank (A) + 1 then

15 A = A′; APs += ap; f ound = true;

16 Break;

17 if !f ound then

18 return Failure;

19 return (Success, APs);



Fig. 9. The theoretical and FDTD-simulated responses of the MR at room temperature.

Complexity analysis: The complexity of Algorithm 1 is O (N 2), where N is the number of the

working routers. Each router has a fixed number of five ports. The complexity of constructing an
AP isO (N ) using the depth-first search without backtracking. With N APs to be constructed in the
worst case, this algorithm has a polynomial time complexity of O (N 2). Furthermore, by reducing
the search space from the entire network to the set of working routers, the execution time of
Algorithm 1 is largely reduced in practice use.

Although we consider 2D-mesh based ONoCs as the target platforms in this article, Algorithm 1
can be extended to be applied in other network topologies, such as torus. The difference is, as each
router in torus-based networks has four neighbors, there are four candidates when finding the
next router for a router using DFS in Line 10; while in mesh-based networks, the routers located at
the edges of the networks have two or three neighbors, thus there are only two or three candidates
when finding the next router for these routers. In addition, we do not restrict the routing algorithm
for APs to obtain high flexibility; that is, more AP alternatives can be attempted to be constructed.
The APs would adapt to the DPs without interrupting their execution, and only a small amount of
optical data is transmitted along every AP for energy saving. The data communications have pri-
ority over auxiliary communications. If the resources that are being occupied by APs for thermal
sensing are required by new data communications, then the APs would be released immediately
with tiny overhead, and the available resources can be used for the new data communications.
Based on the given DPs, the APs are constructed in batch without deadlock by using the central-
ized algorithm (Algorithm 1). Besides, considering the hybrid network architecture employed in
our work, the path establishment is performed via the electrical network. Deadlock in the electri-
cal network can be avoided using virtual channel flow control [25], and the photonic network is
inherently deadlock-free due to circuit switching and predetermined routing path.

Based on the constructed APs using Algorithm 1, the linear equations can be solved with a
unique solution. Combined with the BTS module proposed in Section 4, the optical power losses
for all the routers are known. We can estimate their temperatures (as well as the chip thermal
distribution) using Equation (4).

6 EVALUATION

6.1 Accuracy of the Thermal Sensitivity Model

We use a compact silicon-on-insulator (SOI) MR with a radius of 4 µm to experimentally verify the
accuracy of our thermal sensitivity model (Equation (4)). The coupling gaps between the silicon
waveguides and the ring are 100 nm with a cross section of 400 nm×180 nm. We simulate the MR
and study its optical characteristics through device-level 3D FDTD simulations [1]. Figure 9(a)
shows a perspective view of the MR in FDTD simulator. FDTD method is a recognized numerical

.



Table 3. Loss Parameters for the MR

λr es (nm) 1505.28 1525.61 1546.29 1567.54 1589.59
FSR (nm) 20.33 20.51 20.97 21.65 22.05

γt 0.01146 0.01302 0.00350 0.00883 0.00454
θ (nm) 1.03 1.16 1.40 1.92 2.53
κ2

p 0.0339 0.0406 0.0248 0.0524 0.0486

κ2 = κ2
e = κ

2
d

0.14158 0.15745 0.19737 0.25243 0.33618

Exp. loss (dB) 1.1564 0.8817 0.6694 0.8944 0.8799
Theo. loss (dB) 0.9834 1.0522 0.5300 0.8570 0.6057

analysis technique used for modeling computational electrodynamics by solving Maxwell’s
equations.

Supporting the fundamental TE mode for wavelengths at 1,500 nm to 1,600 nm, Table 3 lists all
the resonance peaks λr es and their optical responses (FSR, the minimum power transmission of
the through-port γt and the -3-dB bandwidth of the drop-port θ ) obtained by FDTD simulations
at room temperature (300 K). We compare the theoretical losses obtained by Equation (3) with the
FDTD-simulated results. Small discrepancies (<0.28 dB) between them are observed due to the
uncertain contributions from coupling and waveguide cleavage facets.

Using the extracted parameters in Table 3, we plot the theoretical response curves and the FDTD-
simulated results at center resonant wavelengths of ∼1526 nm and ∼1546 nm at room temperature.
In Figure 9(b) and (c), the blue and black dots are the responses of the MR at the through-port and
drop-port in FDTD simulations, respectively, while the red (ϕthrouдh ) and green (ϕdrop ) curves are
derived from Equation (3). It shows that the theoretical curves match well with simulation results.
These results verify the high accuracy of our thermal sensitivity model at room temperature.

Given the incident light as the fundamental TE mode for the wavelength at ∼1546 nm, with
which the MR resonates at room temperature, we test the accuracy of the thermal sensitivity
model under different ambient temperature from 300 K to 380 K through FDTD simulations. A
temperature of 380 K is an extremely high value for silicon chips. But the our model is not only
applicable to the MRs in ONoCs but also suitable to be used for dedicated MR-based thermal sen-
sors. In every group of experiments, setting a simulation temperature for FDTD simulator, we can
obtain the responses of the MR (e.g., the optical power loss in the drop-port) under this temper-
ature from simulation results. For every simulation, on the basis of the temperature profile data
obtained from a 3D heat transport simulator (called HEAT) [2] that is a finite element method
providing designers with comprehensive thermal modeling capabilities, a recognized linear model
is applied in the FDTD simulator to calculate the material refractive index under the simulation
temperature, formulated as n + iy = (n0 + Δn) + i (y0 + Δy), where n and y, respectively, are the
real and imaginary parts of the complex refractive index of the material at simulation tempera-
ture T ; n0 and y0 are the real and imaginary parts of the unperturbed refractive index at default

temperature T0 (room temperature in this article), and Δn = dn
dT

(T −T0) and Δy =
dy

dT
(T −T0) are

the changes in the real and imaginary part of the refractive index, respectively. Using the linear
model and the obtained temperature profile data from HEAT, the FDTD simulator can calculate
the effective refractive index of the simulated MR and then obtain its optical characteristics under
the simulation temperature.

As shown in Figure 10, the red curve is the response of the MR under different simulation tem-
perature in FDTD simulator; the green curve is derived from Equation (4). An average difference of
only 0.4985 K (a minimum absolute difference of 0.0021 K and a maximum difference of 1.7166 K)



Fig. 10. The accuracy of the thermal sensitivity model based on MRs of different structures.

exists between the simulation temperature (ground-truth value) and the temperature obtained
from our thermal sensitivity model. This accurate thermal model provides a good foundation to
support our CTS technique.

Our methodology and simulations can be conducted based on MRs of different structures. The
MR simulated in this article is based on typical dimensions, similarly to the MR in Reference [42].
We use this MR to experimentally verify the effectiveness of our thermal model and methodol-
ogy. To validate the applicability of the proposed model (Equation (4)) and our methodology on
MRs of different structures, we have conducted another two groups of simulations. Generally, the
extinction ratio (ER) of a MR is predetermined by the structure design. According to the simu-
lation results above, the ER of the simulated MR is about 18 dB. Similar MRs with high ERs are
employed in Reference [39, 46]. In the simulations, we use two MRs with different ERs. Their ERs
are approximately 13 dB and 22 dB. As shown in Figure 10, the blue and yellow curves are the
simulated results of the two MRs and the black and purple curves are derived from Equation (4).
Results validate the prediction accuracy of our model based on the MRs of different structures,
with the average errors of only 0.3201 K and 0.7321 K. Note that the constant parameters in our
model will take different values for MRs of different structures (thus different ERs). For a specific
MR, the values of the constant parameters in our model are fixed and will be determined by its
optical responses (e.g., FSR, γt and θ shown in Table 3).

6.2 The Feasibility of the CTS Technique

Besides the accuracy of the thermal sensitivity model, the effectiveness of the CTS technique relies
on whether it can always construct feasible APs to successfully solve the linear equations within
polynomial time. To test the feasibility of the CTS technique, we consider 2D mesh-based ONoCs
with size range from 2 × 2 to 18 × 18 as the target platforms. For every ONoC, we set nine discrete
communication load rates from 0.1 to 0.9, with an interval of 0.1. The communication load rate
is the ratio between the number of DPs and the maximum number of communications afforded
by ONoCs; for example, the maximum communication load of a 2 × 2 ONoC is 4, since at most
four communications exist simultaneously. We conduct 100 groups of experiments under each
communication load rate. In every group of experiment, the sources and the destinations of the
data communications among processors are randomly generated.

We count the percentage of the cases where the CTS technique finds a set of APs to successfully
solve the linear equations and denote it as success rate. As shown in Figure 11(a), the CTS technique
achieves an average success rate as high as 98.94% and is scalable to large-size ONoCs. A 100%



Fig. 11. The feasibility of the CTS technique.

success rate is achievable with additional efforts. It is observed that the success rates of the CTS
in small-size ONoCs are lower than those in large-size ONoCs. That is because, for the small-
size ONoCs with lightweight communication loads, the number of DPs and the number of AP
alternatives are too less to find a set of feasible APs. For example, there is only one DP in a 2 × 2
ONoC when the communication load rate is below 50%; consequently, only one AP alternative
exists and it is very possibly linearly dependent on the DP. Thus, this is not a fundamental limit
of our CTS approach but a result of the experimental setup.

To further analyze the success rate of the CTS technique under different communication load
rates, we extract the results on 3 × 3, 9 × 9, 14 × 14, and 18 × 18 ONoCs. As shown in Figure 11(b),
the CTS technique adapts well to heavily-loaded communication situations though its success rate
varies slightly with different load rates.

6.3 The Effectiveness of the CTS Technique

Considering the impact of crosstalk noise and the insertion loss of optical devices that commonly
exist in ONoCs, we further evaluate the effectiveness of the CTS technique at the system level
based on both synthetic communication traces and realistic benchmarks.

The target platforms are 2D mesh-based ONoCs with sizes from 2 × 2 to 18 × 18. We simulate
the communications in ONoCs through a photonic integrated circuits (PICs) simulator, called IN-
TERCONNECT [3]. Incorporating the resultant compact model parameters (e.g., S parameters)
extracted from device-level simulations using FDTD simulators, INTERCONNECT can simulate
PICs accurately in both the frequency and time domain and obtain the total circuit response using
scattering data analysis. Figure 12(a) provides an example view of one communication path sim-
ulated in INTERCONNECT, including an optical transceiver (ONA), three optical routers (R_i),
and waveguides between the routers (Wi j ). We also illustrate the internal structure of a router, in
which the S parameters of switches are extracted from 3D FDTD simulations. Optical routers are
connected by 1-mm-length SOI waveguides in the simulations. Experimental results show that the
optical loss of the waveguides used in the simulations is approximately 0.2803 dB/mm.

To base simulations on synthetic communication traces, we conduct 10 groups of experiments
for each size of ONoC. In every group of experiments, the source, destination and volume of data
communications among processor cores are randomly generated. Based on the generated DPs, we
construct a set of APs following Algorithm 1 and then simulate all the communications (includ-
ing the DPs and the APs) on the ONoC through INTERCONNECT. The total power loss of each



Fig. 12. The accuracy of the CTS technique based on (b) synthetic communication traces and (c) realistic

benchmarks (error bars donate S.D).

communication path can be obtained from simulation results. The temperature of every individual
router is also randomly generated with a range from 300 K to 380 K, which is set as the simula-
tion temperature of the router in the simulator. By comparing the temperatures obtained by the
CTS with the simulation temperatures (ground-truth values), we can obtain the measurement in-
accuracy of the CTS technique. As shown in Figure 12(b), the CTS achieves high measurement
accuracy with an average error of only 1.1003 K and is scalable to large-size ONoCs. As the ONoC
size increases, the insertion loss of the growing number of optical devices and the crosstalk noise
among them would aggravate the sensing accuracy of the CTS. We would fail to obtain accurate
temperature values based on inaccurate loss measurements. Nevertheless, with the improvement
of silicon photonic technologies, this kind of negative effect would be largely alleviated.

We further conduct evaluations based on a set of realistic applications, including autocor ,
audiobeam, tde_pp, f mradio, f ilter bank , and beamf ormer in StreamIt benchmarks [28];
8_Rlslattice and I IR f ilter in the DSP-stone benchmark; and the industry standard H.264 HDTV
decoder [44], to evaluate the CTS technique in practice use. We build a realistic simulator in Python
to produce the data communication traces and thermal profiles for the execution of every applica-
tion, both of which are the inputs to the CTS. First, the data communication traces are generated
using the task mapping algorithm proposed in Reference [44]. Then, the power modeling of the
task executions is performed by integrating McPAT v1.0 [24] into the Python simulator. Consid-
ering the DVFS capability of modern processors, McPAT models computation power under differ-
ent voltage/frequency levels based on out-of-order Alpha 21346 cores in 22-nm technology. The
generated power consumption traces of the processor cores are used to obtain steady-state chip
thermal profiles through HotSpot v5.02 [17], which exhibits on-chip thermal distribution. Finally,
by approximating router temperature to their adjacent processor core, using the generated data
communication traces and the corresponding temperature profiles, we set the simulation tempera-
tures for the routers and simulate the communications in ONoCs through INTERCONNECT, sim-
ilar to the experiments based on the synthetic communication traces. In the experiments, we have



validated the accuracy of the CTS against HotSpot simulator, which is widely used in manycore
systems for temperature prediction. For simplicity, we assume that the steady-state chip thermal
profiles obtained by HotSpot are the ground-truth values in the experiments without regard to
its errors, and obtain the monitoring error of our approach by comparing with them. Note that
our approach is also applicable in actual use. By setting the real chip temperature distribution as
the ground-truth values, our approach works in the same way as it works in the experiments. As
shown in Figure 12(c), the average inaccuracy of the CTS technique is 0.6648 K. The evaluation
results are consistent with those based on the synthetic communication traces, which validates
the effectiveness of our CTS approach for thermal monitoring.

6.3.1 Overhead Analysis. Our CTS technique can be integrated into the centralized resource
manager in the operating system (OS). The manager takes control of the whole network and knows
the occupation of optical links. Based on the task-to-core mapping determined by a given task
mapping algorithm, the inter-processor communications (i.e., DPs) are known by the manager.
The known information (including the information of optical link occupation and DPs) is helpful
for constructing auxiliary paths. When the OS receives a temperature-sensing request, it would
construct a feasible set of APs based on the DPs by using Algorithm 1 if APs are needed. A set of
AP-constructed tasks are delivered to the corresponding processor cores; consequently, the APs
are established, along which small amounts of optical data are transmitted. After the receiver
of a communication path (including DPs and APs) obtains the received optical power, a small
packet containing that information will be sent to the manager via the electronic network. The
total loss of every communication path can be easily obtained with the known sent power and
measured received power. After solving the constructed linear equations, the OS can calculate the
temperature of each router using Equation (4).

The overheads of the CTS technique are mainly incurred by (i) executing Algorithm 1, (ii)
constructing APs, and (iii) solving the linear equations. The cost incurred by sending the AP-
constructed tasks to the cores and the power information to the OS is a general issue in central-
ized thermal management. Similar overhead also exists when using traditional thermal sensors,
where the centralized manager send the temperature-sensing command to the sensors and the
temperature of each core is sent to the manager.

Time overhead: It requires no extra time for AP construction, because the processes of auxiliary
communication and data communication are in parallel. Specifically, the latency of AP construc-
tion includes the latencies of the VCSELs and PDs, the path-setup latency in the electronic net-
work and the data transmission latency in the photonic network. The VCSELs and PDs both have
nanosecond or lower latency, which is at the same order with the path-setup latency in ONoC [7].
As the transmission rates of O-E interfaces reach tens of Gbps and the transmission velocity of light
in silicon waveguides is ∼6.6 × 107 m/s, the time costed to transmit small amounts of data along
optical paths is also typically at nanosecond level once the paths are established [33]. In summary,
the time cost for AP construction is on the order of nanosecond. Algorithm 1 has a polynomial
time complexity of O (N 2), where N is the number of the working routers. By reducing the size of
search space from the whole network to the set of working routers, its execution time is further
reduced. Similarly, solving the set of linear equations can be implemented with high efficiency by
using the Gaussian elimination method and LUP decomposition, which is also of polynomial time
complexity [12].

Energy overhead: Besides the energy consumed by executing heuristic Algorithm 1 and the light-
weight solver of linear equations, the energy required for AP construction is another contributor
to the total energy consumption of the CTS. The VSCELs and PDs both consume 1 pJ/bit for O-E
and E-O conversion [14]. From Reference [14], the energy required by path establishment in the



electronic network is formulated as:

Ee
path−setup = Ee

int · Le
ctr l · h + E

e
cu · (h + 1), (8)

where Ee
int is the average energy required to transfer a single bit through electrical interconnec-

tions, Le
ctr l

is the total size of the control packets, h denotes the number of hops from the source
to the destination in the electronic network, and Ee

cu denotes the average energy required by the
control unit to make a decision for a single packet (generally 1.5 pJ). A typical control packet con-
tains 8+1 bits and requires 0.52 pJ/bit energy in an electronic network [14]. The energy consumed
for data transmission in the photonic network is extremely low thanks to the property of bit-rate

transparency—the energy dissipation of photonic switches does not scale with the bit rate, because
they switch on and off per packet instead of per bit of the transmitted data. To sum up, the total
energy consumption of our approach is on the order of pJ. Moreover, as the power consumption
of the CTS is kept at a negligible level, which is much lower than the requirement (i.e., at nJ level
[10]), the errors due to self-heating are largely mitigated.

6.3.2 Effect of Process Variations. Fabrication-induced process variations (PVs) in practice is a
device-level limitation in ONoCs. For a MR, a variation of 1 nm in waveguide width introduces
approximately 0.58-nm resonant wavelength shift [30]. Recent fabrication results show that the
physical dimension variation among MRs is observed as 0.37 nm within a die [43], resulting in a res-
onant wavelength drift of 0.2146 nm. According to Equation (2), given the temperature-dependent
resonant wavelength shift coefficient, ρMR , we can easily obtain the relationship between the res-
onant wavelength shift of a MR and its temperature variation. We have experimentally tested
the value of ρMR based on the simulated MR through 3D FDTD simulations. Simulation results
show that ρMR is approximately 0.0658 nm/K at the 1,550 nm wavelength range. Similar results
are presented in References [23, 26]. Consequently, within a die, the PVs among MRs would cause
a temperature error of about ±3.2614 K in our technique, which is acceptable for the current chip
thermal management techniques [17]. Besides, the accuracy degradation for temperature moni-
toring due to PVs would be reduced continuously as the nanophotonic technology advances.

Most of PVs are static and can be calibrated during the chip testing stage. Post-fabrication cali-
bration techniques are widely employed for MRs to precisely correct the wavelength drifts due to
PVs [30, 43]. The impact of PVs on our technique can be mitigated. Furthermore, we focus on im-
plementing chip-wide temperature sensing by utilizing the intrinsic thermal sensitivity of MRs. A
system-level thermal measurement methodology is proposed. State-of-the-art techniques address-
ing PVs at the device level are orthogonal to our approach and are considered good complement
to complete it.

However, based on the PV maps obtained during chip testing, we can also conduct detailed sta-
tistical analysis (such as Monte Carlo analysis) to simulate a different optical power value, ΔP ′,
for every MR instance laid out on the chip. Assumed that the optical power loss of a standard MR
(without PVs) is ΔP under ambient temperatureT , for any MR instance, its loss value ΔP ′ approx-
imates k ′ × ΔP , formally ΔP ′ = k ′ × ΔP , k ′ is different for MR instances. In this way, Equation (7)
can be formulated as follows:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

k ′1 × ΔP2 + k
′
2 × ΔP1 + k

′
3 × ΔP4 = Pinj − P4

e j − 2 × ΔPwд

k ′4 × ΔP5 + k
′
5 × ΔP6 = Pinj − P6

e j − ΔPwд

k ′6 × ΔP9 + k
′
7 × ΔP8 + k

′
8 × ΔP5 = Pinj − P5

e j − 2 × ΔPwд

, (9)

where ΔPj is the optical power loss of the standard MR in router j. k ′i (i = 1, 2, . . . , 8) is the PV-
induced coefficient that is obtained by dividing the loss of the active MR (under PVs) in router j
by that of the standard MR in this router; thus, k ′i × ΔPj is the optical power loss of the active MR



Fig. 13. (a) The effect of device-level wavelength tuning on MRs. (b) Our technique is compatible with local

wavelength tuning technique.

in router j. Note that we do not need to distinguish PSEs and CSEs in this case. According to the
PV maps obtained during chip testing, the values of k ′i (i = 1, 2, . . . , 8) are known. Therefore, if
solving the linear equation system successfully, then we can know the optical power loss of the
standard MR in every router; consequently, the temperature value of the router can be estimated
using Equation (4). Our thermal sensing methodology is still feasible. In addition, considering the

PVs among MRs, the coefficient square matrix A′ is expressed as

A′ =
�����
�

k ′2 k ′1 0 k ′3 0 0 0 0 0
0 0 0 0 k ′4 k ′5 0 0 0
0 0 0 0 k ′8 0 0 k ′7 k ′6

· · · · · · 0 · · · · · ·

�����
�
.

Compared to the matrixA where only two coefficients (1 and k) exist,A′ is easier to be full rank,
which potentially increases the success rate of the CTS technique and thus enhances its feasibility.

6.3.3 Discussion on Device-level Wavelength Tuning Technique. Device-level wavelength tuning
is one of the common techniques that can be applied for MRs to implement reliable inter-processor
communication in ONoCs [23, 31]. In this section, we analyze the applicability of our technique
under the circumstances where the local wavelength tuning technique is applied. Figure 13(a) il-
lustrates the effect of local wavelength tuning on MRs. Due to thermal variations, the resonant
wavelength of a MR red-shifts, termed as TV-drift (e.g., from the black wave to the red wave in
Figure 13(a)). Using local microheaters and auxiliary PDs, wavelength tuning technique compen-
sates for the wavelength shift (e.g., from the red wave to the grey wave in Figure 13(a)) and dynam-
ically maintains the resonance of the MR throughout the duration of its operation at the expense
of extra regulation power consumption. As the resonant wavelength is almost realigned with the
nominal one, the optical power loss of the MR caused by the undesired TV-drift would be largely
reduced.

Although we do not consider local wavelength tuning in this article, it is compatible with our
thermal sensing methodology. Given an ONoC where local wavelength tuning is employed for
MRs, the losses of the MRs obtained by the CTS technique are the losses after tuning but not those
before wavelength tuning; consequently, the thermal sensitivity model (i.e., Equation (4)) is no
longer applicable. Nevertheless, we can easily obtain the loss of a MR before tuning based on the
regulation power consumed by wavelength tuning and the loss of the MR after tuning obtained
by the CTS.

As shown in Figure 13(b), the top-down process shows the flow of local wavelength tuning
technique. If operating from the bottom up, then the optical power loss of the MR before tuning
(ΔP ) can be obtained, which is the sum of the loss after tuning (ΔPtuned ) and the loss reduced by
the wavelength tuning technique (ΔPr educed_by_W T ). Formally, ΔP = ΔPtuned + ΔPr educed_by_W T .
Analyzed in Reference [26], the power loss reduced by wavelength tuning can be expressed as



ΔPr educed_by_W T = 10loд
(
(

2κ2+κ2
p

2κ2 )2 (1 +
4P2

W T

ϵ2θ 2
)
)
, where PW T is the regulation power consumed

by wavelength tuning and ϵ is the tuning efficiency in mW/nm. Both of them are typically known
in ONoCs. Therefore, with the obtained power loss before tuning (ΔP ) for every MR, the thermal
sensitivity model (Equation (4)), as well as our methodology, is still feasible.

To simplify this process, we further extend Equation (4) to Equation (10) with fine-grained con-
sideration of the thermal sensitivity of MRs in the presence of local wavelength tuning,

T = T0 +

√(
β +

P 2
W T

ϵ 2

)
· c (k×ΔPtuned ) − β + (λin − λ0)

ρMR
. (10)

For every MR, once we know the regulation power consumed for wavelength tuning technique
(PW T ) and obtain the optical power loss of the MR after tuning (ΔPtuned ) using the CTS, the am-
bient temperature of the MR can be derived from Equation (10) directly.

7 CONCLUSION

In this article, we have proposed a novel hardware-software collaborative solution for run-
time chip temperature monitoring. By utilizing the intrinsic thermal sensitivity of MRs and the
inter-processor communications in ONoCs, the proposed collaborative thermal sensing technique
achieves high monitoring accuracy and efficiency, while requires no additional hardware or chip
area but lightweight software computations. Thanks to these favorable properties, our technique
can also be used as an efficient complement of existing thermal sensing techniques. Experimental
results based on professional photonic simulations strongly validate the effectiveness of the pro-
posed technique. In future work, we plan to evaluate our technique based on fabricated optical
devices and systems.
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