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ABSTRACT
In-band full duplex (IBFD) communications attracts increasing at-
tention in the underwater acoustic communication community due
to its potential to increase spectral efficiency. The suppression of
the self-interference remains the main obstacle to achieve IBFD in
the ocean. Limited work in the literature has been done to char-
acterize the self-interference in underwater acoustics. Here we
analyze the characteristics of the self-interference based on the
fieldwork, where self-interference measurements have been col-
lected for multiple acoustic frequencies ranging from 20 to 180 kHz.
The interference cancellation (IC) gain, as the performance metric
of the digital self-interference suppression, is found to decrease
when the acoustic carrier frequency increases. We propose to use
the channel variation ratio (CVR) to characterize channel variability.
Experimental results show that the CVR is larger at higher acoustic
frequencies and high CVRs lead to the performance degradation in
the self-interference suppression. Computer simulations have also
been conducted to explain the experimental observations.
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1 INTRODUCTION
Underwater acoustic communications is important to marine ex-
ploration and discovery. The acoustic communication technology
has experienced significant growth during the last few decades.
A number of spectrally-efficient schemes, for example multiple-
input/multiple-output systems and orthogonal frequency-division
multiplexing, have been thoroughly investigated, leaving researchers
willing to try more novel methods. In-band full duplex (IBFD) com-
munications enables a pair of users to transmit to each other using
the same frequency band at the same time. It may provide double
spectral efficiency, increased throughput, and real-time feedback.
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Although IBFD has been shown feasible in radio communications,
it has not been well explored for the underwater environment. It
is recognized that the suppression of the self-interference in the
underwater environment is the major obstacle to implement IBFD.
This paper focuses on characterizing the self-interference and ana-
lyzing the performance of digital methods for the self-interference
suppression.

Existing efforts in underwater IBFD have mainly focused on
receiver designs and developing methods to cancel the local in-
terference. Earlier work in [5] used frequency division to enable
full-duplex acoustic communications. This scheme avoided the issue
of cancelling the in-band self-interference and the limited acoustic
frequency was not fully exploited. In [4], an asynchronous IBFD
underwater acoustic communication system was developed. In the
same effort [4], the nonlinear distortion caused by the power am-
plifier was considered. An over-parameterization-based recursive
least squares algorithm was developed to suppress the nonlinear
self-interference. In [7], a time-reversal method was proposed to
separate the self-interference from the remote transmission. In
[3], both digital and analog IC methods were examined for their
effectiveness to suppress the self-interference.

Network protocols for IBFD acoustic networks have been consid-
ered. Using code division multiplex access techniques, the authors
in [8] and [1] examined the feasibility of establishing full-duplex
communications in underwater acoustic networks. A full-duplex
based media access (MAC) protocol for ad-hoc underwater acoustic
communication networks was developed in [9]. MAC protocols
were developed for underwater acoustic IBFD networks to cope
with different type of collisions in [6].

The characteristics of the self-interference, although important,
have not been examined in detail in the literature. Due to the low
propagation speed of sound and limited available bandwidth, un-
derwater acoustic communications is very different from radio fre-
quency communications. The unique propagation properties make
the knowledge of the self-interference valuable and thus necessary.
Channel variation is also a key factor limiting the performance of
acoustic communications. Surface fluctuations, platform motion,
and water volume dynamics are the causes for time-variation of
the acoustic channel. But how does the channel variation impact
self-interference suppression has not been studied in the literature.

IBFD requires co-located transmissions and receptions, within
a short distance. The self-interference in IBFD is the result of the
propagation in the near field, which is not well documented in
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the open literature. Understandings of the self-interference itself is
the first step toward its cancellation. Therefore, our focus here, is
to characterize the self-interference based on field measurements,
over a range of acoustic frequencies from 20 to 180 kHz. Frequency-
dependency of the self-interference and interference cancellation
(IC) gain are to be analyzed. The self-interference channel charac-
teristics are to be presented to explain the IC gains observed in the
field measurements.

The rest of the paper is organized as follows. Section 2 introduces
the system model and the metric to measure the performance of the
interference suppression, the IC gain. The IC gains across multiple
acoustic frequencies are presented from the recent field measure-
ments. Section 3 presents characteristics of the self-interference
channel. Numeric simulations are also presented to explain the
observed IC gains. Conclusions are given in section 4.

2 SELF-INTERFERENCE AND ITS
CANCELLATION

2.1 Signal model
IBFD underwater acoustic communications allows modems to ex-
change information using the same frequency band at the same
time. While transmitting, the IBFD acoustic modem also receives
the transmissions from another modem. Therefore, the self trans-
mission is treated as interference to the remote signal that needs to
be demodulated. To focus fully on the self-interference, we consider
only the local interference without the remote signal. As illustrated
in Fig. 1, the acoustic unit has a transmitter and a receiver, separated
by some distance. Thus the baseband received signal at the local
hydrophone is represented by

r [n] = s[n] ∗ h[n;m] +w[n], (1)

where s[n] denotes the transmitted symbols as the self-interference.
h[n;m] represents the channel impulse response at arrival index of
m for the discrete time index of n.w[n] is the Gaussian white noise,
w[n] ∼ N (0,σ 2). "∗" denotes the convolution operation.

Assume the channel remains invariant during the observation
window, Eq. 1 can then be rewritten into a vector-matrix form as

r = Sh +w, (2)

where r ∈ CM×1 and r = (r [n], r [n + 1], · · · , r [n + M − 1])T ,
h ∈ CN×1 and h = (h[n; 0],h[n; 1], · · · ,h[n;N − 1])T , w ∈ CM×1

and w = (w[n],w[n + 1], · · · ,w[n + M − 1])T , S ∈ CM×N is the
convolution matrix as in Eq. 3. N is the length of the channel, M
is the length of observation window and N ≤ M . We useM = 2N
throughout this paper.

S =


s[n] s[n − 1] · · · s[n − N + 1]

s[n + 1] s[n] · · · s[n − N + 2]
...

...
. . .

...

s[n +M − 1] s[n +M − 2] · · · s[n +M − N ]


(3)

The primary task that enables IBFD communication is the self-
interference suppression. Tomeasure the performance of self-interference
cancellation, we introduce the performance metric of IC gain.

2.2 IC gain
Weonly consider the digital cancellation to suppress the self-interference
here. The digital cancellation method involves three steps: estimat-
ing the baseband self-interference channel, reconstructing the self-
interference signal, subtracting the reconstructed self-interference
signal from the received signal. According to the signal model in
Eq. 1, the signal after IC is given by

rr es = r − r̂ , (4)

where r̂ is the reconstructed self-interference.
We define IC gain as the signal intensity ratio between before

and after IC,

G = 10 log10(
E[rHr ]

E[rHresrr es ]
), (5)

where E[·] denotes the expectation operation.

2.3 IC gain at different signal frequencies
An experiment was conducted to characterize the self-interference
at multiple acoustic frequencies on February, 19, 2018 at the Black
Warrior River, Tuscaloosa Alabama. The water depth at the site
was 7.5 meters. The experiment configuration is shown in Fig. 1.
The transducer was mounted 4 meters below the water surface.
This configuration makes the reflection from surface and bottom
arrive 5 ms and 4 ms later than the direct path. Corresponding
channel structure can be verified in section 3.1. A high-precision
hydrophone was mounted at the same transmission line, 1 meter
below the transducer.

During the experiment, acoustic signals at nine frequencies were
transmitted using three broadband omnidirectional transducers.
The three transducers were mounted at the same depth, one at each
time. The resonance frequencies of the three transducers are at 28,
85 and 160 kHz, respectively. Two different linear power amplifiers
were used. The 28 and 85 kHz transducers used the same model
of power amplifiers, but with different matching networks. Each
transducer transmitted signals at three frequency points. The tested
frequencies were 20, 25, 30, 75, 85, 95, 140, 160 and 180 kHz. The
low-frequency transmissions at 20, 25, and 30 kHz were sent out
by the 28 kHz transducer, with the source level around 170 dB. The
mid-frequency transmissions at 75, 85, and 95 kHz were sent out
by the 85 kHz transducer, with the source level around 186 dB. The
high-frequency transmissions at 140, 160, and 180 kHzwere sent out
by the wideband 160 kHz transducer, with the source level around
170 dB. Nine m-sequence packets, each of which was one second
long, were transmitted at the specified frequency. The symbol rate
was set to be 5 kHz. The digital IC algorithm was applied to the field
measurements. The least squares estimator was used to estimate the
impulse responses. We computed corresponding IC gains according
to Eq. 5. The IC gain results are shown in Fig. 2. The highest IC
gain, measured, 39.2 dB, was attained at the acoustic frequency of
20 kHz. The lowest IC gain, 20.6 dB, was at the highest frequency
of 180 kHz.

Note a high precision digital hydrophone was used in the field
experiment. The received waveforms were sampled with 24-bit
Sigma-Delta analog-to-digital converters (ADC), allowing a dy-
namic range of 132 dB. The maximum achievable IC gain was far
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Figure 1: Experiment setup in the river experiment

smaller than this dynamic range. Thus the influence of ADC on
digital cancellation was neglected.

It is clear in Fig. 2 that the IC gain decreased when the acoustic
frequency increased over the frequency range of 20 to 180 kHz.
The decrease in IC gain was about 19 dB, which was significant,
from the tested acoustic frequency range. The same trend existed
within each of the three frequency clusters, where the same set of
transmitter and receiver were used. The gradient of IC gain curve
slowed down with the increased frequency. This change of gradient
indicates the IC gain decreases faster at lower frequencies.
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Figure 2: IC gain at nine acoustic frequencies, from 20 to 180
kHz, based on the field measurements in a local river.

3 SELF-INTERFERENCE CHANNEL
CHARACTERIZATION

To further understand the frequency-dependency of the IC gain
achieved by the digital cancellation method, we focus on the charac-
teristics of the self-interference channel in this section, specifically
on channel coherence and channel variations.

3.1 Measured channel impulse responses
Using the experimental data, we extracted the measured impulse
responses at multiple acoustic frequencies. Since the transducers
had different transmitting voltage responses at different carrier fre-
quencies, we normalized the measured channel impulse responses
to a total energy of one.

The impulse responses are shown in Fig. 3 to Fig. 5 for three
acoustic frequencies: 30, 95, and 180 kHz. The three impulse re-
sponses had a similar arrival structure. This was explained by the
same transmitter-receiver geometry in the experiment for all the
transmissions. The three impulse responses had strong, stable re-
turns at the arrival-time of 5 ms. After 5 ms, the arrivals at 30 kHz
were more stable than those at 95 and 180 kHz.
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Figure 3: Estimated impulse responses at 30 kHz.
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Figure 4: Estimated impulse responses at 95 kHz.
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Figure 5: Estimated impulse responses at 180 kHz.

3.2 CTIR
We here adopt the coherent-to-incoherent intensity ratio (CTIR)
metric [2] to characterize the self-interference channel within the
one-second period.

The CTIR is defined as

η(m) =
|En [h[n;m]]|2

En [| |h[n;m]| |22]
, (6)

where | · | represents absolute value and | | · | |2 denotes l2-norm.
The expectation is applied over the packet duration in this work.
The numerator in η(m) is the coherently averaged intensity and the
denominator is the incoherently averaged intensity for the path
indexed bym at time instant n.

We examine the impulse responses at three acoustic frequencies,
30, 95, and 180 kHz, and compute their corresponding CTIRs. The
channel estimation method we used was threshold least squares.
The channel impulse responses were integrated over a time dura-
tion of one second. The CTIR for each arrival was averaged over
nine packets. As shown in Fig. 6, acoustic arrivals had much higher
CTIR at 30 kHz than those at 95 and 180 kHz. This was true, even
for the strong arrivals at the arrival time of 5 ms. The CTIRs at 5 ms
decreased with increased frequency, even though the correspond-
ing channel responses had similar strong returns at all three tested
frequencies. This phenomenon is caused by the change of the chan-
nel phase. By analyzing the phase of these channels, we confirmed
it that channel phase changed faster at higher frequencies. Also,
later arrivals have lower CTIRs than that of the preceding ones.
The same trend existed in CTIR plot at all three frequencies. This
indicated that later arrivals were more scattered. The CTIR results
confirmed that the arrivals at 30 kHz were more stable, or more
time-invariant.

The CTIR metric was aligned with the trend of IC gain with
respect to the acoustic frequency. It is believed that higher IC gains
can be achieved at lower frequencies since the self-interference
channels are more stable.
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Figure 6: CTIR from the river experiment.

3.3 CVR
To quantify the channel dynamics, we split the acoustic channel
into two parts, time-invariant and time-variant components. We
assume the time-invariant part is stable over the entire observation
window, which is twice the channel length. Thus the channel is
denoted as

ht = hi + h
t
v , (7)

where ht is the channel impulse response vector at instant t , hi
is the time-invariant component and htv is the time-varying com-
ponent at instant t . In channel estimation, it is assumed that the
channel impulse response is stationary over a period of time. If the
channel experiences fast fluctuations, that htv is present, it may
bring difficulties to obtain true channel impulse responses.

Here, we assume the elements of the time-varying channel com-
ponent, htv , follows Gaussian distributions with the mean of zero.
If we take expectation of Eq. 7 during observation window T , we
can obtain the time-invariant channel component as

hi = E[ht :t+T ]. (8)

where the expectation is applied over acquired channel samples.
Least square estimator is adopted for channel estimation. We can

get multiple estimations, denoted as ĥt , from observation window
T . Using these estimations, we define the channel variation ratio
(CVR) as

γ =
E[ ˆ| |ht | |22] − ||hi | |22

E[ ˆ| |ht | |22]
= 1 −

||hi | |22

E[ ˆ| |ht | |22]
. (9)

where E[ ˆ| |ht | |22] is the intensity of the entire channel and the nu-
merator denotes the intensity of the varying portion.

We calculated CVRs at all tested acoustic frequencies. The cal-
culation was performed for 80 ms, which was twice the channel
length. To get enough estimations of ht , we re-estimated the chan-
nel each time the received signal sample got updated. The sampling
rate in the channel estimation process was 5 kHz. Results are show
in Fig. 7, where the CVR increases with the acoustic frequency.
Of course, the increased CVR was the result of increased channel
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variation for high acoustic frequencies. The gradient of the CVR
curve became smaller with the increase of frequency. This change
of gradient was consistent with that in Fig. 2. This result, again,
indicated the increase of CVR was the key cause of the IC gain
decrease. Predictions can be made that we can achieve higher IC
gains at even lower carrier frequencies.
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Figure 7: CVRs at nine acoustic frequencies.

To analyze the influence of channel fluctuations on IC gain, we
simulated the IC performance for a time-varying channel. We gen-
erated the channel based on the two-component model in Eq. 7. We
used the averaged impulse responses at 20 kHz as the time-invariant
component of the simulated channel. A total number of 41 paths
were extracted from the measurement at 20 kHz. A time-varying
component was generated based on Gaussian distribution. We as-
sumed the later 10 paths, arrivals after 11 ms, were time variant.
To make each simulated htv naturalistic, a linear interpolation was
applied between the generated Gaussian distributed numbers. By
changing the intensity proportion of the two components, we got
multiple simulated channels with different CVRs. The intensity
proportion of the time-variant component ranged from 0.001 to
0.200 in the simulation. The interference to noise ratio (INR) in the
experiment ranged from 72-94 dB.We set the INR in our simulations
to be 80 dB.

Simulated IC gains are shown for different CVRs in Fig. 8, where
the IC gains from the river experiment are shown for comparison.
The two curves are almost parallel to each other. Both simulated and
experimental IC gains decreased as CVR increased. The experimen-
tal IC gains were about 1.5 dB higher than that in the simulation
for the same CVR. This difference between the two curves still
needs further analysis. A possible reason may be a mismatch in the
channel varying pattern. Plus, possible nonlinearity of the trans-
mission/reception system is not considered in this work.

Based on both simulations and experimental analysis, we con-
cluded that the channel variation was a key factor limiting the
stability of the self-interference channel. This channel variation
was the cause that degraded digital IC performance. This result
suggests that a lower acoustic frequency is favorable to attain a
higher IC gain in the digital IC.
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Figure 8: IC gain comparison.

4 CONCLUSION
We analyzed the relationship between IC gain and carrier frequency
based on the field experiment conducted in a local river. Using
digital cancellation methods, we reported that higher IC gains were
obtained at lower frequencies. Furthermore, a channel variation
metric, CVR, was proposed to quantify fluctuations of the self-
interference channel. It is well known that channel variation at
higher frequencies is more intensive than that of lower frequencies.
Naturally, the acoustic channel at higher frequencies had larger
CVRs. We used computer simulations to show that higher CVRs
led to performance degradation of digital cancellation in the self-
interference. It is believed that the channel variations contributed
to the loss of the IC gain at the high acoustic frequencies.
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