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#### Abstract

Using recent developments on coalgebraic and monad-based semantics, we present a uniform study of various notions of machines, e.g. finite state machines, multi-stack machines, Turing machines, valence automata, and weighted automata. They are instances of Jacobs' notion of a $\mathbf{T}$-automaton, where $\mathbf{T}$ is a monad. We show that the generic language semantics for $\mathbf{T}$-automata correctly instantiates the usual language semantics for a number of known classes of machines/languages, including regular, context-free, recursively-enumerable and various subclasses of context free languages (e.g. deterministic and real-time ones). Moreover, our approach provides new generic techniques for studying the expressivity power of various machine-based models.
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## 1. INTRODUCTION

In recent decades much interest has been drawn to studying generic abstraction devices that not only formally generalize various computation models and tools, but also help to identify core principles and reasoning patterns behind them. One example of this kind is given by the notion of compиtational monad [Moggi 1991], which made an impact both on the theory of programming (as an organization tool for denotational semantics [Fiore et al. 2002; Plotkin and Power 2002]) and on the practice (e.g. being implemented as a programming language feature of Haskell [Peyton Jones 2003] and F\# [Syme et al. 2007]). Another pivotal abstraction device is given by the notion of coalge$b r a$, providing a uniform syntax-independent framework for concurrency theory and observational semantics of state based systems (see e.g. [Rutten 2000]).

In this paper, we combine the use of monads and coalgebras for formalizing semantics and behaviors of systems to give a unified (bialgebraic) perspective of classical automata theory as well as of some less standard models such as weighted automata and valence automata.

We base our framework on the notion of T-automaton whose original definition goes back to [Jacobs 2006]. A T-automaton is a coalgebra of the form

$$
m: X \rightarrow B \times(T X)^{A}
$$

where $T$ is the functor part of a monad $\mathbf{T}$, which we understand as a mathematical abstraction of a computational effect (in the sense of [Moggi 1991]) happening in conjunction with state transitions

[^0]of the automaton, $A$ is the set of inputs, and $B$ is the set of outputs which is required to be a T-algebra. For example, nondeterminism, viz. the computational effect of nondeterministic finite state machines, is modeled by the finite-power set monad $T=\mathcal{P}_{\omega}$, and $B=\{0,1\}$, modeling accepting and rejecting states is a $\mathcal{P}_{\omega}$-algebra, equivalently a join-semilattice, with the obvious structure. Analogously, we show that certain (nondeterministic) extensions of the pushdown store form the underlying effect of pushdown automata.

A crucial ingredient of our framework is the generalized powerset construction [Silva et al. 2013], which serves as a coalgebraic counterpart of classical Rabin-Scott determinization algorithm [Rabin and Scott 1959] and allows us to provide a generic (deterministic) semantics of T-automata. By instantiating the operational analysis of computational effects from [Plotkin and Power 2002] to our setting we axiomatize relevant monads and algebras and thus arrive at syntactic fixpoint expressions, which we dub reactive expressions, representing T-automata. Furthermore, we prove a Kleene-style theorem relating $\mathbf{T}$-automata and the corresponding expressions, thus generalizing previous work in [Silva et al. 2010; Silva et al. 2011]. This generic correspondence instantiates to three large classes of machines actively studied in the literature:

- state machines over various types of store, as classically studied in formal language theory [Rozenberg and Salomaa 1997]; here we elaborate in detail push-down stores and their combination with one another and with nondeterminism, as well as Turing tapes;
- valence automata [Render and Kambites 2009; Kambites 2009; Zetzsche 2016], capturing nondeterministic computations over a store modeled by various classes of monoids;
— weighted automata [Droste et al. 2009; Sakarovitch 2009].

We also capture systems combining probability and nondeterminism [Segala 1995; Segala and Lynch 1995], which do not fit any of the above classes.

A unifying semantic domain in our framework is the set $B^{A^{*}}$ of formal power series, standardly used in weighted automata theory (where $B$ is assumed to be a semiring). With $B$ being the twoelement set $\{0,1\}$ this is isomorphic to the set of all formal languages over $A$, which is the semantic domain for finite state automata. In the case of stack $\mathbf{T}$-automata, i.e. where $\mathbf{T}$ models a pushdown store, $B$ consists of certain predicates in $2^{\Gamma^{*}}$, where $\Gamma$ denotes the stack alphabet. Hence formal power series may be identified with certain functions $\Gamma^{*} \rightarrow 2^{A^{*}}$, and our semantics assigns to a state of a given $\mathbf{T}$-automaton the function which maps a word $w \in \Gamma^{*}$ to the language recognized by the automaton with initial stack content $w$. Analogous considerations apply to T-automata where T models a Turing tape. Furthermore, note that most textbooks (e.g. [Hopcroft et al. 2006]) define a Turing machine with a single tape both for performing computations and for communicating the data. However, it is important in our approach to diffentiate the reactive and computational parts of a machine. Therefore we consider online Turing machines [Hennie 1966] that have a designated (one-way) input tape alongside with the Turing tape. Essentially the same type of machines (but subject to bisimulation semantics instead of language semantics) was recently studied under the name reactive Turing machines [Baeten et al. 2011].

The format of our general reactive expressions deviates from the format of the familiar Kleene's regular expressions. This is inevitable, for the latter use various features of the underlying model that are not generally available, most notably nondeterministic choice, but also the fact that $B$ is precisely the two-element set $\{0,1\}$. However, our syntax features precisely the operations coming from an equational presentation of the computation monad $\mathbf{T}$. This allows us to instances which are beyond the reach of expression formats with "hard-wired" nondeterminism. Specifically, we elaborate the case of deterministic machines over a pushdown store, recognizing precisely real-time deterministic context-free languages, which are properly contained in the class of all context-free languages, which in turn are recognized by the respective nondeterministic stack $\mathbf{T}$-automata. Moreover, we show that our syntax can be simplified for monads whose presentation features a finitary summation operation (generalizing nondeterministic choice), and under further expected assump-
tions, become convertible to the one familiar in weighted automata theory for defining rational formal power series [Droste et al. 2009; Sakarovitch 2009].

A considerable part of our technical development (especially Section 3) is devoted to characterizing monads capturing realizable transitions of state machines. For example, the stack of a pushdown automaton is standardly modeled by the set of finite sequences $\Gamma^{*}$ over an alphabet $\Gamma$ of stack symbols. However, not every transformation $\Gamma^{*} \rightarrow \Gamma^{*}$ is realizable by such an automaton (they need not even be computable). We characterize the relevant stack monad of realizable stack transformers in two complementary ways: as a submonad of the store monad $T X=\left(X \times \Gamma^{*}\right)^{\Gamma^{*}}$ and as an algebraic theory over primitive stack operations push and pop. Analogous characterizations are established for the (Turing) tape monad, whose theory, in contrast to the stack theory, fails to be finitely axiomatizable.

The main salient feature of our approach is that it allows one to untie from the standard enumerative and diverse definitions of various kinds of state machines and reason about them collectively in a uniform way. We demonstrate this by providing some initial constructions on $\mathbf{T}$-automata, specifically by tensoring the underlying monads for obtaining machines over combined effects, e.g. store and nondeterminism. Another construction we present is a certain continuations passing style (CPS) transformation of a given $\mathbf{T}$-automaton allowing us to define an extension of the canonical coalgebraic semantics to the case of unobservable (aka silent) transitions. The latter semantics allows us to capture recursively enumerable languages by (deterministic) $\mathbf{T}$-automata over the Turing tape. This provides an answer to a long standing challenge of giving a coalgebraic description for any Turing complete computation model.

Using a reduction to previous work [Book and Greibach 1970] on real-time machines we show that $\mathbf{T}$-automata with nondeterminism and an arbitrary number of stacks but without unobservable moves capture precisely the class $\operatorname{NTIME}(n)$ of nondeterministic linear time languages. Based on this result we argue that it seems unlikely to be able to capture languages beyond $\operatorname{NTIME}(n)$ by any computationally feasible class of $\mathbf{T}$-automata without unobservable moves. In fact, we conjecture that this bound remains valid also for our tape $\mathbf{T}$-automata. The requirement to be real-time is an inherent feature of coalgebraic modelling and is often regarded a desirable feature of reactivity or productivity of computations.

Finally, we prove a coalgebraic version of one direction of the classical Chomsky-Schützenberger theorem (Theorem 7.5). As an instance, this allows to conclude that for every polycyclic monoid $M$ of rank at least 2 , every context-free language is recognized by a valence automaton over $M$; that context-free languages are precisely the languages recognized by valence automata over polycyclic monoids was proven in [Render and Kambites 2009].

Related work. We build on previous work on coalgebraic modelling and monad-based semantics. Most of the applications of coalgebra to automata and formal languages however address rational models (e.g. rational streams, regular languages) from which we note [Rutten 2003] (regular languages and finite automata), [Jacobs 2006] (bialgebraic treatment of Kleene algebra and regular expressions), [Silva et al. 2010; Silva et al. 2011; Milius 2010; Bonsangue et al. 2013] (coalgebraic regular expressions).

More recently, some further generalizations were proposed. In recent work [Winter et al. 2013] a coalgebraic model of context-free grammars is given, and [Bonsangue et al. 2012] captures weighted context-free grammars and algebraic formal power-series coalgebraically, without however an analogous treatment of (weighted) push-down automata. Winter [2014] devotes a chapter of his thesis to the treatmeant of push-down automata (and weighted push-down systems), including e.g. a bisimulation-based proof of the result that any power series recognizable by a weighted pushdown system is also recognizable by a weighted pushdown system with a single state, the latter of which coincide with weighted grammars in Greibach normal form. However, a final coalgebra based semantics of push-down systems, like the one we present for stack $\mathbf{T}$-automata, is not presented in loc. cit. Finally, [Milius et al. 2016] gives a unifying account of various finite state behaviours, and in particular characterizes the domain of finite state behaviours by a universal property; applications
include all known coalgebraic models of rational behaviour, but also (weighted) context-free languages and algebraic power-series and the languages recognized by $\mathbf{T}$-automata. Myers established a rather general form of a Kleene theorem for surjection preserving functors on varieties [Myers 2013], while we stick to a concrete functor $B \times(-)^{A}$. His Kleene Theorem is parametric in a given presentation of the variety and the type functor by operations and equations; but we do not derive our Kleene-type theorem from his general one. The specific form of the functor we are using allows us to directly associate $\mathbf{T}$-automata and the corresponding expressions with their semantics, which are formal power series from $B^{A^{*}}$. Moreover, this enables us to give a direct syntactic translation between the reactive expressions in Section 4 and the more convenient additive expressions in Section 5 (see Proposition 5.5).

The notion of $\mathbf{T}$-automata appeared for the first time in [Jacobs 2006]. In addition, we will also use in our development two results from [Jacobs 2006] (these appeared also in Bartels' thesis [Bartels 2004] and Turi and Plotkin's seminal paper [Turi and Plotkin 1997]) stating that: (i) in the presence of a distributive law $\mathbf{T} G \Rightarrow G \mathbf{T}$, the final $G$-coalgebra carries a $\mathbf{T}$-algebra structure; (ii) there is a bijective correspondence between $G T$-coalgebras (in Set) and $\lambda$-bialgebras. [Jacobs 2006] gives a list of T-automata examples, including non-deterministic automata and semiring automata, but these are not treated in detail and, more importantly, this list does not include machines with memory such as pushdown automata. We go beyond [Jacobs 2006] both in terms of examples, but more importantly, in that we provided a uniform expression syntax for a large class of automata, which include automata equipped with memory, for which we make use of algebraic presentations of monads.

Pattinson and Schöder [2016] independently investigated an axiomatization of the Turing tape equivalent to ours and showed that the axioms precisely characterize the Turing tape as a final comodel of the corresponding algebraic theory. They proved a completeness theorem which can be read as the fact that the induced monad injectively embeds into the store monad with the Turing tape as the store. In contrast to the latter result in our work we additionally characterize precisely that submonad by a collection of conditions on the store transformers.

The present paper is a considerably extended version of our previous conference publication [Goncharov et al. 2014].

## 2. DETERMINISTIC MOORE AUTOMATA, COALGEBRAICALY

In this section we recall the main definitions and existing results on coalgebraic modelling of state machines that we need. This material, as well as the material of the following sections, uses the language of category theory, hence we assume readers to be familiar with basic notions. We use Set as the main underlying category throughout. Further abstraction from Set to a more general category, while possible (and often quite straightforward), will not be pursued in this paper.

Our central notion is that of an $F$-coalgebra, where $F$ is an endofunctor on Set called transition type. An $F$-coalgebra is a pair $(X, f: X \rightarrow F X)$ where $X$ is a set called the state space and $f$ is a map called transition structure. We shall often identify a coalgebra with its state space if no confusion arises.

Coalgebras of a fixed transition type $F$ form a category whose morphisms are maps of the state spaces commuting with the transition structure: a map $h: X \rightarrow Y$ is a (coalgebra) homomorphism from $(X, f: X \rightarrow F X)$ to $(Y, g: Y \rightarrow F Y)$ if the square below commutes:

$g \circ h=F h \circ f$. A final object of this category (if it exists) plays a particularly important role and is called final coalgebra. We denote the final $F$-coalgebra by

$$
(\nu F, \iota: \nu F \rightarrow F \nu F),
$$

and write $\widehat{f}: X \rightarrow \nu F$ for the unique homomorphism from $(X, f)$ to $(\nu F, \iota)$.
Our core example is the standard formalization of Moore automata as coalgebras [Rutten 2000]. For the rest of the paper we fix a finite set $A$ of actions and a set $B$ of outputs. We call the functor $L=B \times(-)^{A}$ the language functor (over $A, B$ ). The coalgebras for $L$ are given by a set $X$ of states with a transition structure on $X$ given by maps

$$
o: X \rightarrow B \quad \text { and } \quad \partial_{a}: X \rightarrow X, \quad(a \in A)
$$

where the left-hand map, called the observation map, represents an output function (e.g. an acceptance predicate if $B=2$; here and elsewhere we identify 2 with $\{0,1\}$ ) and the right-hand maps, called $a$-derivatives, are the next state functions indexed by input actions from $A$. Finite $L$-coalgebras are hence precisely classical Moore automata. It is straightforward to extend $a$ derivatives to $w$-derivatives with $w \in A^{*}$ by induction: $\partial_{\epsilon}(x)=x ; \partial_{a w}(x)=\partial_{a}\left(\partial_{w}(x)\right)$ where $\epsilon \in A^{*}$ is the empty word.

The final $L$-coalgebra $\nu L$ always exists and is carried by the set of all formal power series $B^{A^{*}}$. The transition structure on $B^{A^{*}}$ is given by

$$
o(\sigma)=\sigma(\epsilon) \quad \text { and } \quad \partial_{a}(\sigma)=\lambda w \cdot \sigma(a w), \quad(a \in A)
$$

for every formal power series $\sigma: A^{*} \rightarrow B$. The unique homomorphism from an $L$-coalgebra $X$ to the final one $B^{A^{*}}$ assigns to every state $x_{0} \in X$ a formal power series that we regard as the (language) semantics of $X$ with $x_{0}$ as an initial state. Specifically, if $B=2$ then finite $L$-coalgebras are deterministic automata and $B^{A^{*}} \cong \mathcal{P}\left(A^{*}\right)$ is the set of all formal languages over $A$ and the language semantics assigns to every state of a given finite deterministic automaton the language accepted by that state. The transition structure on $\mathcal{P}\left(A^{*}\right)$ is given by the predicate $o$ distinguishing languages containing the empty word and by the maps $\partial_{a}$ assigning to a language their left derivatives:

$$
o(L)=\top \Longleftrightarrow \epsilon \in L \quad \text { and } \quad \partial_{a}(L)=\{w \mid a w \in L\} \quad(a \in A)
$$

Definition 2.1 (Language semantics, Language equivalence). Given an $L$-coalgebra $(X, f)$, the language semantics is given by

$$
\widehat{f}: X \rightarrow B^{A^{*}}
$$

For every $x \in X, \widehat{f}(x)$ is the formal power series recognized by $x$.
Language equivalence identifies exactly those $x$ and $y$ for which $\widehat{f}(x)=\widehat{g}(y)$ (for possibly distinct coalgebras $(X, f)$ and $(Y, g)$ ); this is denoted by $x \sim y$.

We obtain the following characterization of language equivalence.
Proposition 2.2. Given $x \in X$ and $y \in Y$ where $X$ and $Y$ are L-coalgebras, $x \sim y$ iff for any $w \in A^{*}, o\left(\partial_{w}(x)\right)=o\left(\partial_{w}(y)\right)$.

PROOF. Let $f$ and $g$ be the transition structures of $X$ and $Y$, respectively. Since both $\widehat{f}$ and $\widehat{g}$ are $L$-coalgebra morphisms, we have $o(z)=o(\widehat{f}(z))$ and $\widehat{f}\left(\partial_{a}(z)\right)=\partial_{a}(\widehat{f}(z))$ for every $a \in A$ and similarly for $\widehat{g}$. By an easy induction, the latter equation yields $\widehat{f}\left(\partial_{w}(z)\right)=\partial_{w}(\widehat{f}(z))$ for every $z \in X$ and $w \in A^{*}$. Therefore,

$$
\begin{aligned}
o\left(\partial_{w}(x)\right) & =o\left(\widehat{f}\left(\partial_{w}(x)\right)\right)=o\left(\partial_{w}(\widehat{f}(x))\right)=\widehat{f}(x)(w), \\
o\left(\partial_{w}(y)\right) & =o\left(\widehat{g}\left(\partial_{w}(y)\right)\right)=o\left(\partial_{w}(\widehat{g}(y))\right)=\widehat{g}(y)(w)
\end{aligned}
$$

where the last equations easily follow from the definitions of $o$ and $\partial_{w}$ on $\nu L=B^{A^{*}}$.

Now note that $x \sim y$ iff $\widehat{f}(x)=\widehat{g}(y)$ and the latter holds iff $\widehat{f}(x), \widehat{g}(y): A^{*} \rightarrow B$ are equal on every $w \in A^{*}$. Thus we conclude that $o\left(\partial_{w}(x)\right)=o\left(\partial_{w}(y)\right)$ iff $x \sim y$ as desired.

It is well-known that Moore automata, i.e. finite $L$-coalgebras, can be characterized in terms of formal power series occurring as their language semantics (see e.g. [Rutten 2003]).

Definition 2.3 (Regular power series). We call a formal power series $\sigma$ regular if the set $\left\{\partial_{w}(\sigma) \mid w \in A^{*}\right\}$ is finite.

The following result is a rephrasing of a classical result on regular languages (see e.g. [Eilenberg 1974, Theorem III.8.1]). The proof for formal power series is similar and left to the reader.

Proposition 2.4. A formal power series is accepted by a Moore automaton if and only if it is regular.

Remark 2.5. Formal power series are usually considered when $B$ is a semiring, in which case one usually also speaks of recognizable formal power series as behaviours of finite weighted automata over $B$ (see e.g. [Droste et al. 2009]). Our notion of regular formal power series (Definition 2.3) generally disagrees with the latter one (unless $B$ is finite) and is in conceptual agreement with such notions as 'regular events' and 'regular trees' [Goguen et al. 1977; Courcelle 1983].

Regular formal power series as the semantics of precisely the finite $L$-coalgebras are a special instance of a general coalgebraic phenomenon [Adámek et al. 2006; Milius 2010]. Let $F$ be any finitary endofunctor on Set. Define the set $\varrho F$ to be the union of images of all finite $F$-coalgebras $(X, f: X \rightarrow F X)$ under their respective unique homomorphisms $\widehat{f}: X \rightarrow \nu F$. Then $\varrho F$ is a subcoalgebra of $\nu F$ with an isomorphic transition structure map; $\varrho F$ is therefore called the rational fixpoint of $F$. It is (up to isomorphism) uniquely determined by either of the two following universal properties: (1) as an $F$-coalgebra it is the final locally finite coalgebra and (2) as an $F$-algebra it is the initial iterative algebra. We refer to [Adámek et al. 2006; Milius 2010] for details.

The characteristic property of regular formal power series can be used as a definitional principle. In fact, given a regular power series $\sigma$ and assuming that $A=\left\{a_{1}, \ldots, a_{n}\right\}$, we can view $\left\{\sigma_{1}, \ldots, \sigma_{k}\right\}=\left\{\partial_{w}(\sigma) \mid w \in A^{*}\right\}$ as a formal solution of a system of recursive equations of the form

$$
\begin{equation*}
\sigma_{i}=a_{1} \cdot \sigma_{i_{1}} \pitchfork \ldots \pitchfork a_{n} \cdot \sigma_{i_{n}} \pitchfork c_{i}, \quad i=1, \ldots, k, \tag{2.1}
\end{equation*}
$$

where for all $1 \leq i \leq k$ and $1 \leq j \leq n$ we have $\partial_{a_{j}}\left(\sigma_{i}\right)=\sigma_{i_{j}}$ and $\sigma_{i}(\epsilon)=c_{i}$. Here we introduce $\pitchfork$ as a notation allowing us to syntactically glue together the information about the "head" of a regular formal series and all its derivatives. Reading the $\sigma_{1}, \ldots, \sigma_{k}$ as recursion variables, the system (2.1) uniquely determines the corresponding regular power series: for every $i$ it defines $\sigma_{i}(\epsilon)$ as $c_{i}$ and for $w=a u$ it reduces calculation of $\sigma_{i}(w)$ to calculation of some $\sigma_{j}(u)$ - this induction is obviously well-founded.

Any recursive equation system (2.1) can be rewritten as a term using the fixpoint operator $\mu$. To do this, first write

$$
\begin{equation*}
\sigma_{i}=\mu \sigma_{i} \cdot a_{1} \cdot \sigma_{i_{1}} \pitchfork \ldots \pitchfork a_{n} \cdot \sigma_{i_{n}} \pitchfork c_{i} \tag{2.2}
\end{equation*}
$$

where $\mu \sigma_{i}$ binds the occurrences of $\sigma_{i}$ in the right-hand term. One can then successively eliminate all the variables $\sigma_{i}$ using the equations (2.2) as assignments and thus obtain a syntactic description of the given regular power series as $\sigma=t$ where $t$ is a closed term given by following grammar:

$$
\begin{equation*}
\gamma::=\mu x . a . \delta \pitchfork \ldots \pitchfork a . \delta \pitchfork b \quad \delta::=x \mid \gamma \quad(a \in A, x \in X, b \in B) \tag{2.3}
\end{equation*}
$$

Here $X$ refers to an infinite stock of recursion variables. The term $t$ according to (2.3) is then nothing but a condensed representation of the system (2.1) and as such it uniquely defines $\sigma$. Thus every regular formal power series yields a closed term. Proposition 2.6 below together with Poposition 2.4 then establish that closed expressions according to (2.3) capture precisely regular formal power

$$
\left\{\begin{array}{l}
q_{0}=a \cdot q_{1} \pitchfork b \cdot q_{2} \pitchfork 1 \\
q_{1}=a \cdot q_{2} \pitchfork b \cdot q_{0} \pitchfork 2 \\
q_{2}=a \cdot q_{0} \pitchfork b \cdot q_{1} \pitchfork 3
\end{array}\right.
$$



Fig. 1. A Moore automaton over $A=\{a, b\}, B=3=\{1,2,3\}$ as a graph (right) and as the corresponding system of equations (left).
series; this can be viewed as a coalgebraic reformulation of Kleene's theorem. This view has been advanced recently (in a rather more general form) in [Silva et al. 2010; Silva et al. 2011; Myers 2013] and is of crucial importance for the present work.

Admittedly, the expressions of the form (2.3) are still quite close to Moore automata. However, for T-automata (introduced in Section 4) we shall extended this syntax with operations from an algebraic theory given by the monad $\mathbf{T}$ (Definition 4.8) and show how to simplify that syntax in the case where $\mathbf{T}$ is an additive monad (Definition 5.4); in the special case of weighted automata, this yields a syntax that is equivalent to the familiar rational expressions (Remark 5.6).

Proposition 2.4 in conjunction with the presentation of regular formal power series as expressions (2.3) suggest that every expression gives rise to a finite $L$-coalgebra generated by it, whose state space consists of expressions. This is indeed true and can be viewed as a coalgebraic counterpart of Brzozowski's classical theorem for regular expressions [Brzozowski 1964]. Given $e=\mu x . a_{1} \cdot e_{1} \pitchfork \ldots a_{n} . e_{n} \pitchfork c$, let

$$
\begin{equation*}
o(e)=c \quad \text { and } \quad \partial_{a_{i}}(e)=e_{i}[e / x] . \tag{2.4}
\end{equation*}
$$

PROPOSITION 2.6. Let e be a closed expression (2.3). Then the set $\left\{\partial_{w}(e) \mid w \in A^{*}\right\}$ forms a finite $L$-coalgebra under the transition structure defined by (2.4).

Proof. We only have to show that $E=\left\{\partial_{w}(e) \mid w \in A^{*}\right\}$ is finite. Let $S$ be the set of all closed expressions $u \rho$ where $u$ is a subexpression of $e$ and $\rho$ is a substitution sending free variables of $u$ to closed subexpressions of $e$. Then, $S$ is closed under $a$-derivatives, for

$$
\partial_{a_{i}}(u \rho)=u_{i} \rho[u / x] \quad \text { if } u=\mu x \cdot a_{1} \cdot u_{1} \pitchfork \ldots \pitchfork a_{n} \cdot u_{n} \pitchfork c,
$$

and for $u=x \in X$, we have $\partial_{a_{i}}(u \rho)=\partial_{a_{i}}(\rho(x))$, which lies in $S$ by the previous case because $\rho(x)$ is a closed subexpression of $e$, which must start with a $\mu$-operator. By definition, $e \in S$, hence $E \subseteq S$. Since $S$ is finite, so is $E$.

Remark 2.7. If $B=2$, then Proposition 2.6 is essentially equivalent to Brzozowski’s theorem, for in that case the expressions (2.3) are equivalently convertible into the standard regular expressions; the proof of the latter conversion is similar to the one found in [Silva 2010]. The conversion from regular expressions to $\mu$-expressions deploys a determinization procedure, which is available for the underlying notion of automaton. We revisit the question of converting $\mu$-expressions into generalized regular expressions in a broader context in Section 6.

We close this section with a small illustration of the presented material.
Example 2.8. Let $B=\{1,2,3\}$ and let $A=\{a, b\}$. Consider a Moore automaton over these data as depicted in Fig. 1. Besides the standard pictorial representation as a graph, we consider an equivalent representation as a system of recursive equations. Given $w \in A^{*}$ let $\sharp_{a} w$ and $\sharp_{b} w$ denote the number of occurrences of $a$ and $b$ in $w$, respectively. Then the power series $\sigma$ recognized by state $q_{i}$ is the one for which

$$
\sigma(w)=\left(\sharp_{a} w+2 \cdot \sharp_{b} w+i\right) \bmod 3+1 .
$$

After picking $q_{0}$ as the initial state we can fold the system of equations into a single fixpoint expression

$$
\begin{aligned}
q_{0}=\mu x \cdot a \cdot \mu y \cdot(a \cdot \mu z \cdot(a \cdot x \pitchfork b \cdot y \pitchfork 3) \pitchfork b \cdot x \pitchfork 2) \pitchfork \\
b \cdot \mu z \cdot(a \cdot x \pitchfork b \cdot \mu y \cdot(a \cdot z \pitchfork b \cdot x \pitchfork 2) \pitchfork 3) \pitchfork 1 .
\end{aligned}
$$

If we replace 1 in $B$ with $\top$ and both 2 and 3 with $\perp$, then we obtain a deterministic automaton in which $q_{0}$ is the only final state. This state then accepts exactly those words $w \in A^{*}$ for which $\sharp_{a} w+2 \cdot \sharp_{b} w$ is divisible by 3 .

## 3. MONADS AND $\Sigma$-THEORIES

In the previous section we summarized a coalgebraic presentation of deterministic Moore automata, essentially capturing regular languages and regular formal power series. In order to capture bigger language classes we introduce (finitary) monads and $\Sigma$-theories as a critical ingredient of our formalization; this is following and extending ideas in previous work [Jacobs et al. 2012; Silva et al. 2013]. In this work we find it easiest to work with monads in the form of Kleisli triples.

Definition 3.1 (Kleisli triple). A Kleisli triple ( $T, \eta,-^{\star}$ ) consists of an object assignment $T$ sending sets to sets, a set-indexed family of maps $\eta_{X}: X \rightarrow T X$ and an operator, called Kleisli lifting, sending any map $f: X \rightarrow T Y$ to $f^{\star}: T X \rightarrow T Y$. These data are subject to the following axioms:

$$
\eta^{\star}=\mathrm{id}, \quad f^{\star} \cdot \eta=f, \quad\left(f^{\star} \cdot g\right)^{\star}=f^{\star} \cdot g^{\star}
$$

It is well-known that the definition of a monad as a Kleisli triple is equivalent to the usual definition of a monad $\mathbf{T}$ as an endofunctor $T$ equipped with natural transformations $\eta: I d \rightarrow T$ (unit) and $\mu: T T \rightarrow T$ (multiplication) making the following diagrams commute:


A T-algebra is a pair $(X, s)$ where $X$ is a set (called the carrier) and $s: T X \rightarrow X$ a map (called the structure) such that the diagrams below commute:

and a morphism of $\mathbf{T}$-algebras is just a morphism of algebras for the functor $T$, i.e. a morphism from $(X, s)$ to $(Y, t)$ is a map $h: X \rightarrow Y$ such that the square below commutes:


The category of $\mathbf{T}$-algebras and their morphisms is called Eilenberg-Moore category of $\mathbf{T}$ and is denoted by $\mathbf{S e t}^{\boldsymbol{\top}}$. Note that $\left(T X, \mu_{X}\right)$ is the free $\mathbf{T}$-algebra on the set $X$; that means that for every map $f: X \rightarrow Y$, where $Y$ is the carrier set of a $\mathbf{T}$-algebra $(Y, t)$, there exists a unique $\mathbf{T}$-algebra morphism $f^{\sharp}:\left(T X, \mu_{X}\right) \rightarrow(Y, t)$ extending $f$, i.e. such that $f^{\sharp} \cdot \eta_{X}=f$. For more background material on monads and $\mathbf{T}$-algebras see [MacLane 1998].

We find it useful to consider monads not only as a technical tool, but also as a metaphor for a notion of computation as manifested by Moggi [1991]. We therefore rely on the syntax of Moggi's computational metalanguage (aka, Haskell do-notation):

Notation 3.2 (do-notation). For any $p \in T X$ and $q: X \rightarrow T Y$ we write

$$
\text { do } x \leftarrow p ; q(x)
$$

to denote $q^{\star}(p) \in T Y$.
Intuitively, the construction do $x \leftarrow p ; q(x)$ should be read as follows: run the computation $p$; bind the result to $x$ and then run the computation $q(x)$ depending on $x$. This becomes particularly suggestive when considering state-based monads, for which one can form expressions like

$$
\text { do } x \leftarrow \operatorname{get}\left(l_{1}\right) ; \operatorname{set}\left(l_{2}, f(x)\right),
$$

meaning: get a value under location $l_{1}$, apply $f$ to it and put the result under $l_{2}$.
Remark 3.3. Some comments regarding the do-notation are in order.
(1) The interpretation of the do-notation in general requires that the corresponding monad is strong, i.e. equipped with a natural transformation $\tau_{X, Y}: X \times T Y \rightarrow T(X \times Y)$ called strength and satisfying a number of obvious coherence conditions, which are elided here because every monad on Set is strong via the following canonical strength [Kock 1972]: $\tau_{X, Y}(x, p)=T(\lambda y .\langle x, y\rangle)(p)$. Strength is needed for propagating values along the do-expressions. For example, the meaning of

$$
\text { do } x \leftarrow p ; y \leftarrow q(x) ; r(x, y) \quad \text { for every } p \in T X, q: X \rightarrow T Y \text { and } r: X \times Y \rightarrow T Z
$$

is precisely $r^{\star}\left(\left(\tau_{X, Y}\left\langle\operatorname{id}_{X}, q\right\rangle\right)^{\star}(p)\right)$ (which is $\left(\lambda x .(\lambda y . r(x, y))^{\star}(q(x))\right)^{\star}(p)$ in Set).
(2) Further standard notational conventions are as follows:

| Notation | Meaning | Condition |
| :--- | :--- | :--- |
| do $x \leftarrow p ; q$ | do $x \leftarrow p ;(\lambda x . q)(x)$ | - |
| do $p ; q$ | do $x \leftarrow p ; q$ | $x$ not a free variable in $q ;$ |
| do $\langle x, y\rangle \leftarrow p ; q(x, y)$ | do $z \leftarrow p ; q(z)$ | for $p \in T\left(X_{1} \times X_{2}\right)$ |
|  |  | and $q: X_{1} \times X_{2} \rightarrow T Y ;$ |
| do $x_{1} \leftarrow p_{1} ; \ldots ; x_{n} \leftarrow p_{n} ; q$ | do $x_{1} \leftarrow p_{1} ; \ldots ;$ do $x_{n} \leftarrow p_{n} ; q$ | - |

(3) Moggi [1991] has indeed proved that the following axiomatization of do-expressions is sound complete for strong monads

$$
\begin{aligned}
& \text { do } x \leftarrow(\text { do } y \leftarrow p ; q) ; r=\text { do } y \leftarrow p ; x \leftarrow q ; r \quad(y \text { not free in } r) \\
& \text { do } x \leftarrow \eta_{X}(a) ; p=p[a / x] \\
& \text { do } x \leftarrow p ; \eta_{X}(x)=p .
\end{aligned}
$$

making the do-notation a fully fledged internal language of strong monads.
A monad $\mathbf{T}$ is finitary if the underlying functor $T$ is finitary, i.e., $T$ preserves filtered colimits. Informally, $T$ being finitary means that $T$ is determined by its action on finite sets. In addition, finitary monads admit a presentation in terms of (finitary) equational theories over an algebraic signature as we now outline.

Definition 3.4 ( $\Sigma$-theory). An algebraic signature $\Sigma$ consists of operation symbols $f$, each of which comes together with its arity $n$, which is a nonnegative integer - we denote this by $f: n \rightarrow 1$. Symbols of zero arity are also called constants. $\Sigma$-terms are constructed from the operations in $\Sigma$ and variables in the usual way. A $\Sigma$-theory is given by a set of $\Sigma$-term equations closed under inference of the standard equational logic. We shall usually present an algebraic theory $\mathcal{E}$ by its signature $\Sigma$ together with a set of axioms; we then obtain $\mathcal{E}$ as the deductive closure of the given set of axioms under standard equational reasoning.

Given a $\Sigma$-theory $\mathcal{E}$ we can form a monad $\mathbf{T}_{\mathcal{E}}$ as follows: $T_{\mathcal{E}} X$ is the set of equivalence classes of terms of the theory over free variables from $X$ (in what follows we shall refer to equivalences of terms always by terms representing them); $\eta_{X}: X \rightarrow T_{\mathcal{E}} X$ casts a variable to a term; given $\rho: X \rightarrow T_{\mathcal{E}} Y$ and $p \in T_{\mathcal{E}} X, \rho^{\star}(p)$ is the term $p \rho$ obtained by substituting the free variables in the term $p$ according to the substitution $\rho$.

Conversely, we can pass from a finitary monad $\mathbf{T}$ to the $\Sigma_{\mathbf{T}}$-theory $\mathcal{E}_{\mathbf{T}}$, where $\Sigma_{\mathbf{T}}$ is the signature that contains an operation symbol $f_{a}: n \rightarrow 1$ for each element $a$ of $T n$. Such an operation symbol can be interpreted as a map

$$
\left\langle t_{1}, \ldots, t_{n}\right\rangle \mapsto\left(\lambda i . t_{i}\right)^{\star}(a)
$$

from $(T X)^{n}$ to $T X$. This yields a semantics of $\Sigma_{\mathbf{T}}$-terms over $T X$ and we define $\mathcal{E}_{\mathbf{T}}$ to be the $\Sigma_{\mathbf{T}}$-theory given by all term equations valid over any $T X$. Notably, $\mathbf{T}$-algebras are then exactly the models of the $\Sigma$-theory $\mathcal{E}_{\mathbf{T}}$.

While the passage from a monad to the $\Sigma_{\mathbf{T}}$-theory $\mathcal{E}_{\mathbf{T}}$, followed by the passage in the opposite direction yields an identical transformation, the passage from a $\Sigma$-theory, followed by the passage from monads to theories does not yield the original $\Sigma$-theory, but instead produces its clone, i.e. a theory, obtained from the original $\Sigma$-theory by recognizing all $\Sigma$-terms as (possibly new) operation symbols. This fundamental observation, going back to Lawvere [1963], allows us to consider $\Sigma$-theories as presentations of finitary monads. It will be instrumental in our study of syntactic presentations of generic automata, e.g. our Kleene Theorem (Theorem 4.13).

Definition 3.5 (Presentation of a monad). A $\Sigma$-theory $\mathcal{E}$ is said to be a presentation of the monad $\mathbf{T}$ if $\mathbf{T}$ is naturally isomorphic to $\mathbf{T}_{\mathcal{E}}$. We also say that $\mathcal{E}$ generates $\mathbf{T}$.
While the $\Sigma_{\mathbf{T}}$-theory $\mathcal{E}_{\mathbf{T}}$ yields a canonical presentation of the monad $\mathbf{T}$ we shall subsequently be interested in working out more compact presentations. In order to do this we will consider semantics of $\Sigma$-terms and $\Sigma$-theories over monads not necessarily of the form $\mathbf{T}_{\mathcal{E}}$. We will make free use of the equivalence between $n$-ary algebraic operations over a monad $\mathbf{T}$ and the elements of $T n$ (where we identify $n$ with the set $\{1, \ldots, n\}$ ). This equivalence was presented by Plotkin and Power [2003] (more generally as a duality between algebraic operations $n \rightarrow m$ and Kleisli morphisms $m \rightarrow T n$ ), and we recall it below.

Let $\mathbf{T}$ be any monad, and recall that an n-ary algebraic operation over $\mathbf{T}$ is a natural transformation $\alpha: T^{n} \rightarrow T$, where $T^{n}$ denotes the $n$-fold product $T \times \cdots \times T,{ }^{1}$ such that for every $f: X \rightarrow T Y$ we have


Any element $a \in T n$ yields $\alpha: T^{n} \rightarrow T$ by defining

$$
\alpha_{X}(f)=f^{\star}(a)=\text { do } x \leftarrow a ; f(x)
$$

for any $f: n \rightarrow T X$. And given an $n$-ary algebraic operation $\alpha: T^{n} \rightarrow T$ over $\mathbf{T}$ we obtain $\alpha_{n}\left(\eta_{n}\right) \in T n$. It is not difficult to show that these two passages are mutually inverse.

The technical advantage of using elements of $T n$ is that they are unconstrained whereas $n$-ary algebraic operations $\alpha: T^{n} \rightarrow T$ need to satisfy the above coherence condition (3.1).

Definition 3.6. Let $\Sigma$ be a signature and let $\mathbf{T}$ be a (not necessarily finitary) monad. A semantics of $\Sigma$ over $\mathbf{T}$ is an assignment $\left([-)_{T}\right.$ sending any $f: n \rightarrow 1$ in $\Sigma$ to $\left(\int f\right)_{T} \in T n$. For every $\Sigma$-term $t$ over a set of variables $X$ this determines $(t t)_{T X} \in T X$ inductively as follows:

[^1]- $(x)_{T X}=\eta_{X}(x)$ for $x \in X$;
- $\left(f\left(t_{1}, \ldots, t_{n}\right) \rrbracket_{T X}=\right.$ do $i \leftarrow\left(f \rrbracket_{T} ;\left[t_{i} \rrbracket_{T X}=\alpha_{X}\left(\left(t_{1}\right)_{T X}, \ldots,\left(t_{n}\right)_{T X}\right)\right.\right.$, where $\alpha: T^{n} \rightarrow T$ is the $n$-ary algebraic operation over $\mathbf{T}$ corresponding to $\left(f f \rrbracket_{T}\right.$.

Now let $\mathcal{E}$ be a $\Sigma$-theory. We call a semantics of $\Sigma$ over $\mathbf{T}$

- sound if for any equation $s=t$ from $\mathcal{E}$ such that the free variables for $s, t$ are included in $X$, $(s)_{T X}=(t t)_{T X}$;
- complete if $s=t \in \mathcal{E}$ whenever $(s)_{T X}=(t t)_{T X}$ for some $X$ containing all the free variables of $s$ and $t$;
- expressive if for every $p \in T X$ there is a $\Sigma$-term $t$ over $X$ such that $p=(t)_{T X}$.

In the future we shall omit the subscripts of $(\square-\downarrow$ whenever $T$ or $T X$, respectively, are clear from the context. If a semantics of $\mathcal{E}$ over $\mathbf{T}$ is assumed, we simply call $\mathcal{E}$ sound, complete and expressive over $\mathbf{T}$ in the corresponding cases.

Remark 3.7. Note that if a $\Sigma$-theory is presented by a signature and axioms then it suffices to verify soundness for every axiom. Soundness of all equations in the closure $\mathcal{E}$ of the set of axioms under inference of standard equational logic then follows easily by induction.

Example 3.8. For every $\Sigma$-theory $\mathcal{E}$ we have a canonical semantics over the monad $\mathbf{T}_{\mathcal{E}}$ given by setting $(f)=f(1,2, \ldots, n) \in T_{\mathcal{E}} n$.

The following theorem shows that the fact that a $\Sigma$-theory $\mathcal{E}$ generates a monad $\mathbf{T}$ entails a canonical presentation of $\mathbf{T}$ in terms of $\mathcal{E}$ up to isomorphism.

THEOREM 3.9. Let $\mathcal{E}$ be a $\Sigma$-theory and let $\mathbf{T}$ be a finitary monad. Then $\mathcal{E}$ generates $\mathbf{T}$ iff there exists a sound, complete and expressive semantics of $\Sigma$ over $\mathbf{T}$.

Proof. As we outlined after Definition 3.4, from $\mathcal{E}$ we can construct a finitary monad $\mathbf{T}_{\mathcal{E}}$ such that $T_{\mathcal{E}} X$ consists of $\Sigma$-terms over $X$ modulo $\mathcal{E}$ and equip it with the canonical semantics $(\square-)$. Essentially due to Lawvere [1963] this semantics is sound, complete and expressive. Thus if $\mathcal{E}$ generates $\mathbf{T}$, i.e. we have a natural isomorphism $\gamma: \mathbf{T}_{\mathcal{E}} \rightarrow \mathbf{T}$, then we can define the semantics $(-)_{\mathbf{T}}=\gamma_{n} \cdot(-)$, and show by an easy induction that

$$
\begin{equation*}
(-)_{T X}=\gamma_{X} \cdot(\mathbb{-}-)_{T_{\mathcal{E}} X} \quad \text { for every set } X \tag{3.2}
\end{equation*}
$$

Soundness, completeness and expressivity now easily follow from the fact that $\gamma_{X}$ is bijective.
Conversely, we have to show that for any sound, complete and expressive semantics $(\square-)_{\boldsymbol{T}}$ of $\mathcal{E}$ over $\mathbf{T}$, the latter is isomorphic to $\mathbf{T}_{\mathcal{E}}$ via some natural isomorphism $\gamma$. Indeed, since any element of $T_{\mathcal{E}} X$ is represented by a $\Sigma$-term $t$ we can define $\gamma_{X}: T_{\mathcal{E}} X \rightarrow T X$ by sending $t$ to $(t t)_{T X}$. It immediately follows by soundness that this definition is well-defined (i.e. independent of the concrete choice of $t$ ). Completeness and expressiveness of the given semantics imply injectivity and surjectivity, respectively, of $\gamma_{X}$. It is also easy to see by definition that $\gamma_{X}$ respects unit and Kleisli lifting, hence it extends to a monad isomorphism.

Example 3.10 (Monads, $\Sigma$-theories). Standard examples of computationally relevant monads include (cf. [Moggi 1991]) the following ones.

1. The finite and unbounded powerset monads $\mathcal{P}_{\omega}$ and $\mathcal{P}$. For both monads the unit is the singleton map $\eta_{X}: x \mapsto\{x\}$ and the Kleisli-lifting extends a map $f: X \rightarrow \mathcal{P} Y$ to $f^{\star}: \mathcal{P} X \rightarrow \mathcal{P} Y$ taking direct images: $f^{\star}(M \subseteq X)=\bigcup_{x \in M} f(x)$ (and similarly for $\mathcal{P}_{\omega}$ ). Only $\mathcal{P}_{\omega}$ is finitary and corresponds to the $\Sigma$-theory of join-semilattices with bottom over $\Sigma=\{\perp, \vee\}$, or equivalently to the theory of commutative idempotent monoids.
2. The monoid action monad for a monoid $(M, \cdot, 1)$ maps a set $X$ to $M \times X$. Its unit is formed by the maps $\eta_{X}: x \mapsto(1, x)$ and the Kleisli-lifting extends $f: X \rightarrow M \times Y$ to $f^{\star}: M \times X \rightarrow M \times Y$
with $f^{\star}(m, x)=(m \cdot n, y)$ where $(n, y)=f(x)$. The corresponding $\Sigma$-theory is the theory of $M$ actions, i.e., $\Sigma$ has a unary operation symbol $m \cdot(-)$ for every $m \in M$ with the usual axioms $m \cdot(n \cdot x)=(m \cdot n) \cdot x$ and $1 \cdot x=x$.
3. The store monad over a store $S$. The object assignment of this monad is $X \mapsto(X \times S)^{S}$ and the unit $\eta_{X}: X \rightarrow(X \times S)^{S}$ assigns $\eta_{X}(x)=\lambda s .\langle x, s\rangle$. Typically, $S$ is the set of maps $L \rightarrow V$ from locations $L$ to values $V$. A function $f: X \rightarrow(Y \times S)^{S}$ represents a computation that takes a value in $X$ and, depending on the current contents of the store $S$ returns a value in $Y$ and a new store content. The Kleisli lifting sends $f$ to $f^{\star}:(X \times S)^{S} \rightarrow(Y \times S)^{S}$ with

$$
f^{\star}(h)=\left(S \xrightarrow{h} X \times S \xrightarrow{f \times S}(Y \times S)^{S} \times S \xrightarrow{\text { ev }} Y \times S\right),
$$

where ev is the obvious evaluation map. As shown in [Power and Shkaravska 2004], if $V$ is finite then the corresponding store monad can be presented by a $\Sigma$-theory for $\Sigma=\left\{\right.$ lookup $_{l}:|V| \rightarrow$ $1\}_{l \in L} \cup\left\{\text { update }_{l, v}: 1 \rightarrow 1\right\}_{l \in L, v \in V}$.
4. The continuation monad. Given any set $R$, the assignment $X \mapsto R^{R^{X}}$ yields a monad under the following definitions:

$$
\eta_{X}(x)=\lambda f . f(x) \quad \text { and } \quad f^{\star}(k)=\lambda c . k(\lambda x . f(x)(c)) .
$$

This monad is known to be non-finitary, unless $R=1$.
We will need the following technical lemma for monads on Set and specifically implications from it for submonads of the store monad.

Lemma 3.11. Let $\mathbf{T}^{\prime}$ be a submonad of $\mathbf{T}$ and let $\alpha: \mathbf{T} \rightarrow \mathbf{P}$ be a monad morphism. Then $\alpha$ restricted to $\mathbf{T}^{\prime}$ induces a monad morphism $\alpha^{\prime}: \mathbf{T}^{\prime} \rightarrow \mathbf{P}^{\prime}$ such that


Proof. For every set $X$ take the factorization of $\alpha_{X} \cdot i_{X}$ into a surjective map $\alpha_{X}^{\prime}: T^{\prime} X \rightarrow$ $P^{\prime} X$ followed by an injective map (inclusion) $j_{X}: P^{\prime} X \rightarrow P X$. Using the diagonal fill-in property of image factorizations, it is easy to verify that $\alpha^{\prime}$ and $j$ form natural transformations. Define $\eta_{X}^{\prime}$ : $X \rightarrow P^{\prime} X$ as the composition of $\eta_{X}: X \rightarrow T^{\prime} X$ and $\alpha_{X}^{\prime}: T^{\prime} X \rightarrow P^{\prime} X$ and $\mu_{X}^{\prime}: P^{\prime} P^{\prime} X \rightarrow$ $P^{\prime} X$ as the unique diagonal fill-in below (here $*$ denotes the usual horizontal composition of natural transformations):


Indeed, $\left(\alpha^{\prime} * \alpha^{\prime}\right)_{X}=T^{\prime} \alpha_{X}^{\prime} \cdot \alpha_{P^{\prime} X}^{\prime}$ is surjective since $T^{\prime}$ preserves surjections, and the outside square clearly commutes (using that $\alpha \cdot i$ is a monad morphism):

$$
\mu_{X}^{P} \cdot(j * j)_{X} \cdot\left(\alpha^{\prime} * \alpha^{\prime}\right)_{X}=\mu_{X}^{P} \cdot((\alpha \cdot i) *(\alpha \dot{i}))_{X}=(\alpha \cdot i)_{X} \cdot \mu_{X}=j_{X} \cdot \alpha_{X}^{\prime} \cdot \mu_{X}
$$

Using the unique diagonal fill-in property, it is now an easy exercise to verify that $\eta^{\prime}$ and $\mu^{\prime}$ are natural, that $\left(P^{\prime}, \eta^{\prime}, \mu^{\prime}\right)$ satisfies the monad laws and that $\alpha^{\prime}$ and $j$ are monad morphisms.

Corollary 3.12. Let $\mathbf{T}_{S}$ be the store monad over $S$ and let $\mathbf{R}_{S}$ be the reader monad over $S$ (i.e. $R_{S} X=X^{S}$ ). For any submonad $\mathbf{T}$ of $\mathbf{T}_{S}$, the monad morphism $\alpha$ sending any $f: S \rightarrow X \times S$ to $\pi_{1} f: S \rightarrow X$ restricts to a submonad $\mathbf{R}$ of $\mathbf{R}_{S}$.

The following class of examples is especially relevant for the coalgebraic modelling of state-based systems.

Definition 3.13 (Semimodule monad, Semimodule theory). Given a semiring $R$, the semimodule monad $\mathbf{T}_{R}$ assigns to a set $X$ the free left $R$-semimodule $\langle X\rangle_{R}$ over $X$. Explicitly, $\langle X\rangle_{R}$ consists of all formal linear combinations of the form

$$
\begin{equation*}
r_{1} \cdot x_{1}+\ldots+r_{n} \cdot x_{n} \quad\left(r_{i} \in R, x_{i} \in X\right) \tag{3.4}
\end{equation*}
$$

Equivalently, the elements of $\langle X\rangle_{R}$ are maps $f: X \rightarrow R$ with finite support (i.e. with $\mid\{x \in$ $X \mid f(x) \neq 0\} \mid<\omega$ ). The assignment $X \mapsto\langle X\rangle_{R}$ extends to a monad, which we call the (free) semimodule monad: $\eta_{X}$ sends any $x \in X$ to $1 \cdot x$ and $\theta^{\star}(p)$ applies the substitution $\theta: X \rightarrow\langle Y\rangle_{R}$ to $p \in\langle X\rangle_{R}$ and renormalizes the result as expected.

The semimodule monad corresponds to the $\Sigma$-theory of $R$-semimodules. Explicitly, we have a constant $\emptyset: 0 \rightarrow 1$, a binary operation $+: 2 \rightarrow 1$, and a unary operation $\bar{r}: 1 \rightarrow 1$ for each $r \in R$. The axioms presenting this theory are the laws of commutative monoids for + and $\emptyset$, plus the following identities for the (left) semiring action of $R$ :

$$
\begin{aligned}
\bar{r}(x+y) & =\bar{r}(x)+\bar{r}(y) & \bar{r}(x)+\bar{s}(x) & =\overline{r+s}(x) \\
\bar{r}(\emptyset) & =\emptyset & \bar{r}(x) & =\emptyset
\end{aligned}
$$

It can be shown by using these laws that any term can by normalized to a term of the form $\bar{r}_{1}\left(x_{1}\right)+$ $\ldots+\bar{r}_{n}\left(x_{n}\right)$, and the latter represent precisely the element (3.4) of $\langle X\rangle_{R}$. Thus, the above $\Sigma$-theory generates $\mathbf{T}_{R}$.

Some notable instances of $\mathbf{T}_{R}$ are the following:

- If $R$ is the Boolean semiring $\{0,1\}$ then $\mathbf{T}_{R}$ is (isomorphic to) the finite powerset monad $\mathcal{P}_{\omega}$.
- If $R$ is the semiring of natural numbers then $\mathbf{T}_{R}$ is the multiset monad: the elements of $\langle X\rangle_{R}$ are in bijective correspondence with finite multisets over $X$.
- If $R$ is the interval $[0,+\infty)$ then $\mathbf{T}_{R}$ is the monad of finite valuations used for modelling probabilistic computations [Varacca and Winskel 2006]. Two other well-known monads of finite distributions and finite subdistributions serving the same purpose embed into $\mathbf{T}_{R}$ : the formal sums (3.4) for them are requested to satisfy the additional constraints $r_{1}+\ldots+r_{n}=1$ and $r_{1}+\ldots+r_{n} \leq 1$, respectively.


### 3.1. The Stack Monad

The following example shows how to model a push-down store, see [Goncharov 2013].
Definition 3.14 (Stack monad, Stack theory). Given a finite set of stack symbols $\Gamma$, the stack monad (over $\Gamma$ ) is the submonad $\mathbf{T}$ of the store monad $\left(-\times \Gamma^{*}\right)^{\Gamma^{*}}$ for which the elements $\langle r, t\rangle$ of $T X \subseteq\left(X \times \Gamma^{*}\right)^{\Gamma^{*}}$ satisfy the following restriction: there exists $k$ depending on $r, t$ such that for every $w \in \Gamma^{k}$ and $u \in \Gamma^{*}$,

$$
\begin{equation*}
r(w u)=r(w) \quad \text { and } \quad t(w u)=t(w) u \tag{3.5}
\end{equation*}
$$

Intuitively, a function $f: X \rightarrow T Y$ (cf. Example 3.10) has to compute its output in $Y$ and result stack in $\Gamma^{*}$ using only a portion of the stack of a predeclared size $k$ that does not depend on the current content of the stack.

The stack signature w.r.t. $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ consists of operations pop : $n+1 \rightarrow 1$ and push $_{i}$ : $1 \rightarrow 1,1 \leq i \leq n$. The intuition behind these operations is as follows (in each case the arguments represent continuations, i.e. computations that will be performed once the operation has completed its task, cf. [Plotkin and Power 2002]):

- $\operatorname{pop}\left(x_{1}, \ldots, x_{n}, y\right)$ proceeds with $y$ if the stack is empty; otherwise it removes the top element from it and proceeds with $x_{i}$, where $\gamma_{i} \in \Gamma$ is the removed stack element.
- push $h_{i}(x)$ adds $\gamma_{i} \in \Gamma$ on top of the stack and proceeds with $x$.

```
(push-pop)
(pop-push)
(pop-pop)
```

$$
\begin{aligned}
\operatorname{push}_{i}\left(\operatorname{pop}\left(x_{1}, \ldots, x_{n}, y\right)\right) & =x_{i} \\
\operatorname{pop}\left(\operatorname{push}_{1}(x), \ldots, \operatorname{push}_{n}(x), x\right) & =x \\
\operatorname{pop}\left(x_{1}, \ldots, x_{n}, \operatorname{pop}\left(y_{1}, \ldots, y_{n}, z\right)\right) & =\operatorname{pop}\left(x_{1}, \ldots, x_{n}, z\right)
\end{aligned}
$$

Fig. 2. Axioms for the stack monad $(i \in\{1, \ldots, n\})$.
The stack theory is presented by these operations and the axioms in Fig. 2. These axioms capture semantic equivalences of terms considered as programs transforming the underlying store. This implies that composition is to be read from left to right, e.g. the left-hand term of the first equation means "push $\gamma_{i}$, then pop one symbol from the stack, then proceed with with $y$ if the stack was empty or with $x_{j}$ if the popped symbol was $\gamma_{j}$. We connect the stack theory with the stack monad $\mathbf{T}$ by the following semantics:

$$
\left(p o p \rrbracket(\epsilon)=\langle n+1, \epsilon\rangle, \quad\left(p o p \rrbracket\left(\gamma_{i} w\right)=\langle i, w\rangle, \quad\left\lfloor p u s h_{i}\right\rceil(w)=\left\langle 1, \gamma_{i} w\right\rangle\right.\right.
$$

where $w \in \Gamma^{*}$, and $\epsilon$ denotes the empty stack.
As claimed in [Goncharov 2013] the stack theory generates the stack monad. We include a proof of this fact below. It relies on the following auxiliary statement.

Lemma 3.15. Any semantic identity

$$
\left\lfloor p o p\left(p_{1}, \ldots, p_{n}, p\right) \rrbracket=\left\lfloor p o p\left(q_{1}, \ldots, q_{n}, q\right) \rrbracket\right.\right.
$$

with $p$ and $q$ not containing pop implies the semantic identities

$$
\left.\left.\left(p_{1}\right\rceil=\left(q_{1}\right\rceil, \ldots,\left(p_{n}\right\rceil\right)=\left(q_{n}\right\rceil,(p)=(q\rceil\right)
$$

Proof. Using the semantics of pop, for any $1 \leq i \leq n$ and any $w \in \Gamma^{*}$,

$$
\left.\left\lfloor p_{i}\right\rceil(w)=\llbracket p o p\left(p_{1}, \ldots, p_{n}, p\right)\right\rfloor\left(\gamma_{i} w\right)=\left(\operatorname{pop}\left(q_{1}, \ldots, q_{n}, q\right)\right\rfloor\left(\gamma_{i} w\right)=\left(q_{i}\right\rfloor(w)
$$

Analogously, one proves $(\{p)(\epsilon)=(q q)(\epsilon)$.
In order to prove $\left\lfloor p \downarrow(w)=(q q)(w)\right.$ for all words $w \in \Gamma^{*}$, we use that neither $p$ nor $q$ contain $p o p$, i.e. both of them are nested applications of push (with various indices) to some variables. Using the above semantics it is easy to calculate that for any $w \in \Gamma^{*}$,

$$
\left\langlep D ( w ) = \langle x _ { 1 } , u _ { 1 } w \rangle \quad \text { and } \quad \left\lfloor q D(w)=\left\langle x_{2}, u_{2} w\right\rangle\right.\right.
$$

for some $x_{1}, x_{2} \in X$ and $u_{1}, u_{2} \in \Gamma^{*}$ that do not depend on $w$. By substituting $w$ with $\epsilon$ and using $(p)(\epsilon)=(q \downarrow)(\epsilon)$ we obtain $x_{1}=x_{2}$ and $u_{1}=u_{2}$. It follows that $(p p)(w)=(q \downarrow)(w)$ holds for all $w \in \Gamma^{*}$ as desired.

THEOREM 3.16. The stack theory generates the stack monad.
Proof. We directly verify soundness, expressiveness and completeness in order.

- Soundness is straightforward to verify. Consider for example the left-hand side of the second axiom of the stack theory:

$$
\llbracket p o p\left(p u s h_{1}(x), \ldots, \operatorname{push}_{n}(x), x\right) \rrbracket=\text { do } i \leftarrow(p o p \rrbracket) \text {; if }(i<n+1) \text { then }\left(p p u s h_{i}(x) \rrbracket \text { else }(\{x\rceil \text {. }\right.
$$

Using the definition of the store monad, and the semantic of push and pop,

$$
\begin{aligned}
& \llbracket p o p\left(\text { push }_{1}(x), \ldots, \operatorname{push}_{n}(x), x\right) \downarrow(\epsilon)=\llbracket x \rrbracket(\epsilon) \\
& \left.\llbracket p o p\left(p u s h_{1}(x), \ldots, \text { push }_{n}(x), x\right) \rrbracket\left(\gamma_{i} w\right)=\llbracket \text { push }_{i}(x) \downarrow(w)=\llbracket x\right\rangle\left(\gamma_{i} w\right)
\end{aligned}
$$

which is in agreement with the right-hand side of the identity in question.

- Expressiveness. Let $\langle r, t\rangle \in T X$. By definition, there is $k$ such that for any $w \in \Gamma^{k}$ and any $u \in \Gamma^{*}$, (3.5) is satisfied. Using these data we construct by induction over $k$ a $\Sigma$-term $p_{k}(r, t)$ over $X$ :
— if $k=0$ then $p_{k}(r, t)=$ push $_{i_{m}}\left(\ldots\right.$ push $\left._{i_{1}}(r(\epsilon)) \ldots\right)$ where $t(\epsilon)=\gamma_{i_{1}} \ldots \gamma_{i_{m}}$;
- if $k>0$ let us define for any $1 \leq i \leq n,\left\langle r_{i}, t_{i}\right\rangle \in T X$ by the following equations

$$
r_{i}(w)=r\left(\gamma_{i} w\right) \quad \text { and } \quad t_{i}(w)=t\left(\gamma_{i} w\right) \quad \text { for every } w \in \Gamma^{*}
$$

Then we put $p_{k}(r, t)=\operatorname{pop}\left(p_{k-1}\left(r_{1}, t_{1}\right), \ldots, p_{k-1}\left(r_{n}, t_{n}\right), p_{0}(r, t)\right)$.
We now prove that $\left\{p_{k}(r, t) \downarrow=\langle r, t\rangle\right.$ by induction over $k$. For the base case $k=0$, (3.5) states that for all $w \in \Gamma^{*}$ we have $r(w)=r(\epsilon)$ and $t(w)=t(\epsilon) w$. Therefore we have

$$
\begin{align*}
\llbracket p_{0}(r, t) \downarrow(w) & =\llbracket \text { push }_{i_{m}}\left(\ldots \text { push }_{i_{1}}(r(\epsilon)) \ldots\right) D(w) \\
& =\left\langle r(\epsilon), \gamma_{i_{1}} \cdots \gamma_{i_{m}} w\right\rangle  \tag{3.5}\\
& =\langle r(w), t(w)\rangle
\end{align*}
$$

$$
=\left\langle r(\epsilon), \gamma_{i_{1}} \cdots \gamma_{i_{m}} w\right\rangle \quad / / \text { def. of }\left(p u s h_{i} \rrbracket\right)
$$

For the induction step note first that we may apply the induction hypothesis with $r_{i}, t_{i}$ since this pair satisfies (3.5) for every $w \in \Gamma^{k-1}$. Thus we have

$$
\left\lfloor p_{k}(r, t) \rrbracket(\epsilon)=\llbracket p o p\left(p_{k-1}\left(r_{1}, t_{1}\right), \ldots, p_{k-1}\left(r_{n}, t_{n}\right), p_{0}(r, t)\right) D(\epsilon)=\llbracket p_{0}(r, t) \rrbracket(\epsilon)=\langle r, t\rangle(\epsilon)\right.
$$

and furthermore we have

$$
\begin{array}{rlr}
\llbracket p_{k}(r, t) \rrbracket\left(\gamma_{i} w\right) & =\llbracket p o p\left(p_{k-1}\left(r_{1}, t_{1}\right), \ldots, p_{k-1}\left(r_{n}, t_{n}\right), p_{0}(r, t)\right) \downarrow\left(\gamma_{i} w\right) & \\
& =\left\lfloor p_{k-1}\left(r_{i}, t_{i}\right) \downarrow(w)\right. & \\
& =\left\langle r_{i}, t_{i}\right\rangle(w) & \text { // def. of }(p o p) \rrbracket \text { induction hypothesis } \\
& =\langle r, t\rangle\left(\gamma_{i} w\right) . &
\end{array}
$$

- Completeness. We turn the stack axioms into a rewriting system by orienting each equation from left to right. This rewriting system is obviously strongly normalizing because each application of the rule decreases the term size. There are no nontrivial critical pairs and therefore using the standard argument from term rewriting any term has a unique normal form [Terese 2003]. From the structure of the rules we can see that any normal form $p$ either does not contain pop or is of the form $\operatorname{pop}\left(p_{1}, \ldots, p_{n}, p^{\prime}\right)$ where each $p_{i}$ is in a normal form and $p^{\prime}$ does not contain pop.

By soundness, it remains to show that for any normal $p$ and $q,(p)=(q \downarrow)$ implies $p=q \in \mathcal{E}$. We proceed by induction over the total number of the pop operators in $p$ and $q$.

1. If both $p$ and $q$ do not contain pop they must be of the form $p u s h_{i_{1}}\left(\ldots p u s h_{i_{m}}(x) \ldots\right)$ and $\operatorname{push}_{j_{1}}\left(\ldots \operatorname{push}_{j_{l}}(y) \ldots\right)$, respectively. Then $\lfloor p\rangle(w)=\backslash q \rrbracket(w)$ amounts to $\left\langle x, \gamma_{i_{m}} \ldots \gamma_{i_{1}} w\right\rangle=$ $\left\langle y, \gamma_{j_{l}} \ldots \gamma_{i_{1}} w\right\rangle$ and therefore $x=y, m=l$ and $i_{1}=j_{1}, \ldots, i_{m}=j_{m}$, i.e. $p$ is identical to $q$.
2. If $p=\operatorname{pop}\left(p_{1}, \ldots, p_{n}, p^{\prime}\right)$ and $q$ does not contain pop, then we have

$$
(p p)=\left(q q \rrbracket=\left\lfloor p o p\left(p u s h_{1}(q), \ldots, \text { push }_{n}(q), q\right) \rrbracket .\right.\right.
$$

 terms $\operatorname{push}_{i}(q)$ need not be normal, but they can be normalized and since normalization only decreases the number of the pop operators the induction hypothesis applies to the result, and we have $\left\{p_{1}=\operatorname{push}_{1}(q), \ldots, p_{n}=\operatorname{push}_{n}(q), p^{\prime}=q\right\} \subseteq \mathcal{E}$. Hence, in $\mathcal{E}, p=\operatorname{pop}\left(p_{1}, \ldots, p_{n}, p^{\prime}\right)=$ $\operatorname{pop}\left(\operatorname{push}_{1}(q), \ldots\right.$, push $\left._{n}(q), q\right)=q$.
3. If $q=\operatorname{pop}\left(q_{1}, \ldots, q_{n}, q^{\prime}\right)$ and $p$ does not contain $p o p$, then we proceed analogously to the previous case.
4. If $p=\operatorname{pop}\left(p_{1}, \ldots, p_{n}, p^{\prime}\right)$ and $q=\operatorname{pop}\left(q_{1}, \ldots, q_{n}, q^{\prime}\right)$, then $\left(p_{i}\right)=\left(q_{i}\right), i=1, \ldots, n$, and $\left(p^{\prime} \backslash\right)=\left(q^{\prime}\right\rfloor$ by Lemma 3.15. By induction hypothesis, we have $\left\{p_{1}=q_{1}, \ldots, p_{n}=q_{n}, p^{\prime}=q^{\prime}\right\} \subseteq$ $\mathcal{E}$. Hence, in $\mathcal{E}, p=\operatorname{pop}\left(p_{1}, \ldots, p_{n}, p^{\prime}\right)=\operatorname{pop}\left(q_{1}, \ldots, q_{n}, q^{\prime}\right)=q$.

### 3.2. The Tape Monad

We now introduce a monad and the corresponding theory underlying the tape of a Turing machine. The idea we use here is the same as in the case of the stack theory: we specify a submonad of a suitable store monad in such a way that only local transformations of the Turing tape are allowed.

## Locality conditions:

$$
\begin{gathered}
t\left(i, \rho^{\prime}\right) \equiv t(i, \rho) \quad(\bmod [i-k, i+k]) \quad t(i, \rho) \equiv \rho \quad(\bmod \overline{[i-k, i+k]}) \\
z\left(i, \rho^{\prime}\right)=z(i, \rho) \quad|z(i, \rho)-i| \leq k \quad r\left(i, \rho^{\prime}\right)=r(i, \rho)
\end{gathered}
$$

Shift-invariance conditions:
$t\left(i, \rho_{+j}\right)=t(i+j, \rho)_{+j} \quad z\left(i, \rho_{+j}\right)=z(i+j, \rho)-j \quad r\left(i, \rho_{+j}\right)=r(i+j, \rho)$
Fig. 3. Conditions of the tape monad, assuming $\rho \equiv \rho^{\prime}(\bmod [i-k, i+k])$.
Let $\mathbb{Z}$ be the set of integers. We will need the following notation: given two maps $\rho, \rho^{\prime}: \mathbb{Z} \rightarrow \Gamma$ and a set $I \subseteq \mathbb{Z}$ we write

$$
\begin{equation*}
\rho \equiv \rho^{\prime} \quad(\bmod I) \tag{3.6}
\end{equation*}
$$

if $\rho(i)=\rho^{\prime}(i)$ for all $i \in I$. We use interval notation to specify subsets of $\mathbb{Z}$, e.g.

$$
[i-k, i+k]=\{j \mid i-k \leq j \leq i+k\}
$$

and by $\bar{I}$ denote the complement of $I \subseteq \mathbb{Z}$. Also, for any $\rho: \mathbb{Z} \rightarrow \Gamma$ and any $i$, let $\rho_{+i}: \mathbb{Z} \rightarrow \Gamma$ be such that $\rho_{+i}(j)=\rho(i+j)$. The intuition here is that the maps $\rho$ and $\rho^{\prime}$ represent snapshots of a Turing tape being filled with symbols from $\Gamma$ ( $\Gamma$ may contain a special symbol for a blank cell, but it does not play a role sofar). The relation (3.6) indicates that $\rho$ and $\rho^{\prime}$ agree on the positions indexed by $I$. The tape $\rho_{+i}$ is obtained from $\rho$ by reindexing the cells with the function $\lambda x . x-i$. We also commonly use the notation $\rho\left[k \mapsto \gamma_{i}\right]$ to refer to $\rho^{\prime}: \mathbb{Z} \rightarrow \Gamma$ defined by $\rho^{\prime}(k)=\gamma_{i}$ and $\rho^{\prime}(l)=\rho(l)$ if $l \neq k$. This generalizes to sequences of assignments $k \mapsto \gamma_{i}$ in the obvious way.

Definition 3.17 (Tape monad, Tape theory). Let $\Gamma$ be a finite set of tape symbols. The tape monad (over $\Gamma$ ) is the submonad $\mathbf{T}$ of the store monad $\left(-\times \mathbb{Z} \times \Gamma^{\mathbb{Z}}\right)^{\mathbb{Z} \times \Gamma^{\mathbb{Z}}}$ for which $T X$ consists of exactly those maps

$$
p=\langle r, z, t\rangle: \mathbb{Z} \times \Gamma^{\mathbb{Z}} \rightarrow\left(X \times \mathbb{Z} \times \Gamma^{\mathbb{Z}}\right)
$$

satisfying the following restriction: there exists a $k \geq 0$, which we call a locality parameter of $p$, such that for any $i, j \in \mathbb{Z}$ and $\rho, \rho^{\prime}: \mathbb{Z} \rightarrow \Gamma$ if $\rho \equiv \overline{\rho^{\prime}}(\bmod [i-k, i+k])$ then the conditions in Fig. 3 are satisfied.

The tape signature w.r.t. $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ consists of the operations $r d: n \rightarrow 1, w r_{i}: 1 \rightarrow 1$ $(1 \leq i \leq n), m v_{k}: 1 \rightarrow 1(k \in\{-1,1\})$, which we interpret over any $T X$ as follows:

$$
\begin{array}{rlr}
\lfloor r d\rfloor(j, \rho) & =\langle i, j, \rho\rangle, & \text { where } \rho(j)=\gamma_{i}, \\
\left\lfloor w r_{i}\right\rceil(j, \rho) & =\left\langle 1, j, \sigma\left[j \mapsto \gamma_{i}\right\rceil\right\rangle \\
\left\lfloor m v_{k}\right\rfloor(j, \rho) & =\langle 1, j+k, \rho\rangle . &
\end{array}
$$

The tape theory w.r.t. $\Gamma$ consist of all those equations $p=q$ in the tape signature, which are valid over every $T X$.

We shall henceforth use $m v_{k}(p)$ with arbitrary integer $k$ as an abbreviation for $p$ if $k=0 ; m v$ nested $k$ times and applied to $p$ if $k>0$; and $m v_{-1}$ nested $-k$ times and applied to $p$ if $k<0$. It is straightforward to see that the semantic assignments remain intact under such extended use of the $m v_{k}$ construct.

It is not obvious that Definition 3.17 does indeed define a monad. In order to show this, we will need the following auxiliary fact.

Lemma 3.18. Suppose, for some $\rho, \rho^{\prime}, \theta, \theta^{\prime}: \mathbb{Z} \rightarrow \Gamma$ and $I \subseteq J \subseteq \mathbb{Z}$ that

$$
\begin{array}{rlrl}
\rho \equiv \rho^{\prime} & (\bmod J), & \theta & \equiv \theta^{\prime} \\
\rho \equiv \theta & (\bmod I), \\
\rho & (\bmod \bar{I}), & \rho^{\prime} \equiv \theta^{\prime} & (\bmod \bar{I}) .
\end{array}
$$

Then $\theta \equiv \theta^{\prime}(\bmod J)$.
Proof. We need to prove that $\theta(i)=\theta^{\prime}(i)$ for all $i \in J$. If $J=\emptyset$, we are done. So let $i \in J$. If $i \in I$, we are done since $\theta \equiv \theta^{\prime}(\bmod I)$. Otherwise we have $i \notin I$ and obtain

$$
\theta(i)=\rho(i)=\rho^{\prime}(i)=\theta^{\prime}(i)
$$

by using the third, first, and last of the given equivalences.
Now we can prove that Definition 3.17 correctly defines a monad.
THEOREM 3.19. The conditions of Definition 3.17 identify a submonad $\mathbf{T}$ of the store monad over $\mathbb{Z} \times \Gamma^{\mathbb{Z}}$.

Proof. We have to show that the unit and Kleisli lifting of the store monad restrict to $T$. First recall the definition of the monad structure of the store monad over $\mathbb{Z} \times \Gamma^{\mathbb{Z}}$ : for any $x \in X, f$ : $X \rightarrow T Y$ and $p=\langle r, z, t\rangle \in T X$,

$$
\begin{aligned}
& \eta_{X}(x): \mathbb{Z} \times \Gamma^{\mathbb{Z}} \rightarrow X \times \mathbb{Z} \times \Gamma^{\mathbb{Z}} \quad \text { with } \quad \eta_{X}(x)(i, \rho)=\langle x, i, \rho\rangle, \\
& f^{\star}(p): \mathbb{Z} \times \Gamma^{\mathbb{Z}} \rightarrow Y \times \mathbb{Z} \times \Gamma^{\mathbb{Z}} \quad \text { with } \quad f^{\star}(p)(i, \rho)=f(r(i, \rho))(z(i, \rho), t(i, \rho)) .
\end{aligned}
$$

It is our task to prove that the maps $\eta_{X}(x)$ and $f^{\star}(p)$ lie in $T X$ and $T Y$, respectively, i.e. they satisfy the conditions in Fig. 3. For $\eta_{X}(x)$ this clearly holds, for $\eta_{X}(x)=\langle r, z, t\rangle$, where $z$ and $t$ are the left- and right-hand product projections and $r$ is the constant map on $x \in X$. We proceed to prove this for $f^{\star}(p)$.

Let $p \in T X$, let $f: X \rightarrow T Y$ and let $r, z, t, r_{x}, z_{x}, t_{x}$ be defined by

$$
\begin{aligned}
p(i, \rho) & =\langle r(i, \rho), z(i, \rho), t(i, \rho)\rangle \\
f(x)(i, \rho) & =\left\langle r_{x}(i, \rho), z_{x}(i, \rho), t_{x}(i, \rho)\right\rangle
\end{aligned}
$$

for any $x \in X$.

1. We first show the locality conditions for $f^{\star}(p)$. Let us fix a locality parameter $k_{p}$ of $\langle r, z, t\rangle$. For any $\rho$ and $\rho^{\prime}$ such that $\rho \equiv \rho^{\prime}\left(\bmod \left[i-k_{p}, i+k_{p}\right]\right)$ we have that $r\left(i, \rho^{\prime}\right)=r(i, \rho)$ by the locality condition for $r$, and hence $f\left(r\left(i, \rho^{\prime}\right)\right)=f(r(i, \rho))$. Let $k_{f}$ be a locality parameter of $f(r(i, \rho))$. Finally put $k=k_{p}+k_{f}$ and let us verify the locality conditions in Fig. 3 for $f^{\star}(p)$ using $k$ as the corresponding locality parameter. First we calculate using the above notation:

$$
\begin{aligned}
f^{\star}(p)(i, \rho) & =f(r(i, \rho))(z(i, \rho), t(i, \rho)) \\
& =\left\langle r_{r(i, \rho)}(z(i, \rho), t(i, \rho)), z_{r(i, \rho)}(z(i, \rho), t(i, \rho)), t_{r(i, \rho)}(z(i, \rho), t(i, \rho))\right\rangle \\
& =\left\langle r_{x}(j, \theta), z_{x}(j, \theta), t_{x}(j, \theta)\right\rangle
\end{aligned}
$$

where $x=r(i, \rho), j=z(i, \rho)$ and $\theta=t(i, \rho)$ will be fixed from now on. Similarly,

$$
\begin{aligned}
f^{\star}(p)\left(i, \rho^{\prime}\right) & =f\left(r\left(i, \rho^{\prime}\right)\right)\left(z\left(i, \rho^{\prime}\right), t\left(i, \rho^{\prime}\right)\right) \\
& =\left\langle r_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right), z_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right), t_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)\right\rangle
\end{aligned}
$$

where we also fix $x^{\prime}=r\left(i, \rho^{\prime}\right), j^{\prime}=z\left(i, \rho^{\prime}\right)$ and $\theta^{\prime}=t\left(i, \rho^{\prime}\right)$.
Let us fix such $\rho, \rho^{\prime}$ that $\rho \equiv \rho^{\prime}(\bmod [i-k, i+k])$. Note that this implies that

$$
\rho \equiv \rho^{\prime} \quad\left(\bmod \left[i-k_{p}, i+k_{p}\right]\right) \quad \text { and } \quad \rho \equiv \rho^{\prime} \quad\left(\bmod \left[i-k_{f}, i+k_{f}\right]\right)
$$

and therefore we can apply the locality conditions for both $p$ (with locality parameter $k_{p}$ ) and for $f(r(i, \rho))=f\left(r\left(i, \rho^{\prime}\right)\right)$ (with locality parameter $k_{f}$ ). The former immediately implies that

$$
\begin{equation*}
x=x^{\prime} \quad \text { and } \quad j=j^{\prime} \tag{3.7}
\end{equation*}
$$

On the other hand, using the locality condition for $f(r(i, \rho))=f\left(r\left(i, \rho^{\prime}\right)\right)$ we obtain:

$$
\begin{align*}
\theta^{\prime} & \equiv \theta \quad\left(\bmod \left[i-k_{f}, i+k_{f}\right]\right) \\
\theta & \equiv \rho \quad\left(\bmod \overline{\left[i-k_{f}, i+k_{f}\right]}\right)  \tag{3.8}\\
\theta^{\prime} & \equiv \rho^{\prime} \quad\left(\bmod \overline{\left[i-k_{f}, i+k_{f}\right]}\right)
\end{align*}
$$

Hence, by Lemma 3.18, we conclude

$$
\begin{equation*}
\theta^{\prime} \equiv \theta \quad(\bmod [i-k, i+k]) \tag{3.9}
\end{equation*}
$$

Since $|i-j| \leq k_{p}$ and $k=k_{p}+k_{f}$, the interval $[i-k, i+k]$ includes $\left[j-k_{f}, j+k_{f}\right]$, hence (3.9) implies

$$
\begin{equation*}
\theta^{\prime} \equiv \theta \quad\left(\bmod \left[j-k_{f}, j+k_{f}\right]\right) \tag{3.10}
\end{equation*}
$$

We proceed to show the locality conditions for $f^{\star}(p)$.

- $t_{x}(j, \theta) \equiv t_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)(\bmod [i-k, i+k])$. By applying the locality conditions for $f(x)=$ $f(r(i, \rho))$ to (3.10) we obtain

$$
\begin{align*}
t_{x}\left(j, \theta^{\prime}\right) & \equiv t_{x}(j, \theta) \quad\left(\bmod \left[j-k_{f}, j+k_{f}\right]\right)  \tag{3.11}\\
t_{x}(j, \theta) & \equiv \theta \quad\left(\bmod \overline{\left[j-k_{f}, j+k_{f}\right]}\right)  \tag{3.12}\\
t_{x}\left(j, \theta^{\prime}\right) & \equiv \theta^{\prime} \quad\left(\bmod \overline{\left[j-k_{f}, j+k_{f}\right]}\right) \tag{3.13}
\end{align*}
$$

Recall that $|i-j| \leq k_{p}$ and $k=k_{p}+k_{f}$. Then by combining (3.12), (3.13) with (3.9) we obtain

$$
t_{x}\left(j, \theta^{\prime}\right) \equiv t_{x}(j, \theta) \quad\left(\bmod \left[i-k, j-k_{f}\right) \cup\left(j+k_{f}, i+k\right]\right)
$$

In conjunction with (3.11) and (3.7) this yields the desired result.
$-t_{x}(j, \theta) \equiv \rho(\bmod \overline{[i-k, i+k]})$. Since $\left[i-k_{f}, i+k_{f}\right]$ is contained in $[i-k, i+k]$ this follows from (3.12) and (6.5),

- $z_{x}\left(j, \theta^{\prime}\right)=z_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)$. By applying the locality condition for $f(x)$ to the assumption (3.10) we obtain $z_{x}(j, \theta)=z_{x}\left(j, \theta^{\prime}\right)$ and then we are done by (3.7).
- $\left|z_{x}(j, \theta)-i\right| \leq k$. We estimate the left-hand side as follows:

$$
\begin{aligned}
\left|z_{x}(j, \theta)-i\right| & =\left|z_{x}(j, \theta)-z(i, \rho)+z(i, \rho)-i\right| \\
& \leq\left|z_{x}(j, \theta)-z(i, \rho)\right|+|z(i, \rho)-i| \\
& =\left|z_{x}(j, \theta)-j\right|+|z(i, \rho)-i|
\end{aligned}
$$

By applying the locality conditions for $f(x)$ and $p$ to the assumptions $\rho \equiv \rho^{\prime}\left(\bmod \left[i-k_{p}, i+\right.\right.$ $\left.k_{p}\right]$ ) and (3.10), we see that the last sum is smaller or equal than $k_{f}+k_{p}=k$.

- $r_{x}\left(j, \theta^{\prime}\right)=r_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)$. Using the locality conditions for $f(x)$ with (3.10) as assumption we obtain $r_{x}(j, \theta)=r_{x}\left(j, \theta^{\prime}\right)$ and hence $r_{x}(j, \theta)=r_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)$ by (3.7).

2. We now prove the shift-invariance conditions for $f^{\star}(p)$. For this we need to compare $f^{\star}(p)\left(i, \rho_{+m}\right)$ and $f^{\star}(p)(i+m, \rho)$ for any $i, m \in \mathbb{Z}$. Similarly as before let us define

$$
\begin{aligned}
x & =r\left(i, \rho_{+m}\right) & j & =z\left(i, \rho_{+m}\right) \\
x^{\prime} & =r(i+m, \rho) & j^{\prime} & =z(i+m, \rho)
\end{aligned}
$$

so that

$$
\begin{aligned}
f^{\star}(p)\left(i, \rho_{+m}\right) & =\left\langle r_{x}(j, \theta), z_{x}(j, \theta), t_{x}(j, \theta)\right\rangle \\
f^{\star}(p)(i+m, \rho) & =\left\langle r_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right), z_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right), t_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)\right\rangle .
\end{aligned}
$$

| $(\mathbf{m v - l})$ | $m v_{-1}\left(m v_{1}(x)\right)=x$ | $(\mathbf{r d - w r})$ | $r d\left(w r_{1}(x), \ldots, w r_{n}(x)\right)=x$ |
| :--- | :--- | ---: | ---: |
| $(\mathbf{m v}-\mathbf{r})$ | $m v_{1}\left(m v_{-1}(x)\right)=x$ | $(\mathbf{w r - r d})$ | $w r_{i}\left(r d\left(x_{1}, \ldots, x_{n}\right)\right)=w r_{i}\left(x_{i}\right)$ |

(wr-wr)

$$
w r_{i}\left(w r_{j}(x)\right)=w r_{j}(x)
$$

$(\mathbf{w r}-\mathbf{m v}) \quad w r_{i}\left(m v_{k}\left(w r_{j}\left(m v_{-k}(x)\right)\right)\right)=m v_{k}\left(w r_{j}\left(m v_{-k}\left(w r_{i}(x)\right)\right)\right)$
Fig. 4. Axioms for the tape $\operatorname{monad}(k \in \mathbb{Z} \backslash\{0\}, i, j \in\{1, \ldots, n\})$.
Establishing the desired conditions now boils down to proving the following equations:

$$
r_{x}(j, \theta)=r_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right), \quad z_{x}(j, \theta)=z_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)-m, \quad t_{x}(j, \theta)=t_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)_{+m}
$$

The shift-invariance conditions of $p=\langle r, z, t\rangle$ state that

$$
x=x^{\prime}, \quad j+m=j^{\prime}, \quad \theta=\theta_{+m}^{\prime} .
$$

Using these equations and the shift-invariance conditions of $f(x)$ we obtain the desired equations:

$$
\begin{aligned}
& r_{x}(j, \theta)=r_{x^{\prime}}(j, \theta)=r_{x^{\prime}}\left(j, \theta_{+m}^{\prime}\right)=r_{x^{\prime}}\left(j+m, \theta^{\prime}\right)=r_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right) \\
& z_{x}(j, \theta)=z_{x^{\prime}}(j, \theta)=z_{x^{\prime}}\left(j, \theta_{+m}^{\prime}\right)=z_{x^{\prime}}\left(j+m, \theta^{\prime}\right)-m=z_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)-m, \\
& t_{x}(j, \theta)=t_{x^{\prime}}(j, \theta)=t_{x^{\prime}}\left(j, \theta_{+m}^{\prime}\right)=t_{x^{\prime}}\left(j+m, \theta^{\prime}\right)_{+m}=t_{x^{\prime}}\left(j^{\prime}, \theta^{\prime}\right)_{+m}
\end{aligned}
$$

This completes the proof.
In contrast to the stack theory, the tape theory is so far defined indirectly. We present the corresponding infinitary axiomatization for it in Fig. 4. Like in the case of the stack theory, these equations capture semantic equivalences of terms considered as programs transforming the underlying store. This implies that composition is to be read from left to right, e.g. $w r_{i}\left(w r_{j}(x)\right)$ means "write $\gamma_{i}$, then $\gamma_{j}$, then proceed with $x$ ".

THEOREM 3.20. The deductive closure of the axioms in Fig. 4 generates the tape monad over $\Gamma=\left\{\gamma, \ldots, \gamma_{n}\right\}$.
Proving Theorem 3.20 requires some preliminaries. Let us introduce the following auxiliary operations: $w r_{i, k}: 1 \rightarrow 1, r d_{k}: n \rightarrow 1$ with $k$ ranging over all integers and $i$ ranging from 1 to $n$. These are just abbreviations for the following derived operations:

$$
\begin{aligned}
w r_{i, k}(x) & =m v_{k}\left(w r_{i}\left(m v_{-k}(x)\right)\right) \\
r d_{k}\left(x_{1}, \ldots, x_{n}\right) & =m v_{k}\left(r d\left(m v_{-k}\left(x_{1}\right), \ldots, m v_{-k}\left(x_{n}\right)\right)\right)
\end{aligned}
$$

Note that $w r_{i, 0}=w r_{i}, r d_{0}=r d$. Clearly, we have

$$
\begin{aligned}
\left(w r_{i, k} \rrbracket_{T}(j, \rho)\right. & =\left\langle 1, j, \rho\left[j+k \mapsto \gamma_{i}\right]\right\rangle \\
\left(r d_{k} \rrbracket_{T}\left(j, \rho\left[j+k \mapsto \gamma_{i}\right]\right)\right. & =\left\langle i, j, \rho\left[j+k \mapsto \gamma_{i}\right]\right\rangle
\end{aligned}
$$

It is easy to establish the following implications of the axioms in Fig. 4.
LEMMA 3.21. The following proof rule is sound w.r.t. the axioms in Fig. 4:

$$
\frac{w r_{1, k}(s)=w r_{1, k}(t) \quad \cdots \quad w r_{n, k}(s)=w r_{n, k}(t)}{s=t} \quad \text { for every } k \in \mathbb{Z}
$$

Proof. Indeed we have

$$
\begin{aligned}
s & =r d_{k}\left(w r_{1, k}(s), \ldots, w r_{n, k}(s)\right) \\
& =r d_{k}\left(w r_{1, k}(t), \ldots, w r_{n, k}(t)\right) \\
& =t
\end{aligned}
$$

// (mv-l), (mv-r), (rd-wr)
// premises
// (mv-l), (mv-r), (rd-wr)

LEMMA 3.22. The following equations are derivable from the ones in Fig. 4.

$$
\begin{array}{rlrl}
w r_{i, k}\left(w r_{j, k}(x)\right) & =w r_{j, k}(x) & \\
w r_{i, k}\left(w r_{j, k^{\prime}}(x)\right) & =w r_{j, k^{\prime}}\left(w r_{i, k}(x)\right) & & \left(k \neq k^{\prime}\right) \\
w r_{i, k}\left(r d_{k}\left(r_{1}, \ldots, r_{n}\right)\right) & =w r_{i, k}\left(r_{i}\right) & & \\
w r_{i, k}\left(r d_{k^{\prime}}\left(r_{1}, \ldots, r_{n}\right)\right) & =r d_{k^{\prime}}\left(w r_{i, k}\left(r_{1}\right), \ldots, w r_{i, k}\left(r_{n}\right)\right) & \left(k \neq k^{\prime}\right) \tag{3.17}
\end{array}
$$

Proof. Equation (3.14) is shown as follows:

$$
\begin{array}{rlrl}
w r_{i, k}\left(w r_{j, k}(x)\right) & & \\
& =m v_{k}\left(w r_{i}\left(m v_{-k}\left(m v_{k}\left(w r_{j}\left(m v_{-k}(x)\right)\right)\right)\right)\right) & & \text { definition } \\
& =m v_{k}\left(w r_{i}\left(w r_{j}\left(m v_{-k}(x)\right)\right)\right) & & \text { /(mv-l), (mv-r) } \\
& =m v_{k}\left(w r_{j}\left(m v_{-k}(x)\right)\right) & & \text { /(wr-wr) } \\
& =w r_{j, k}(x) . & & \text { /l definition }
\end{array}
$$

Analogously one obtains (3.16) using (wr-rd). Let us show (3.15):

$$
\begin{aligned}
w r_{i, k} & \left(w r_{j, k^{\prime}}(x)\right) & & \\
& =m v_{k}\left(w r_{i}\left(m v_{-k}\left(m v_{k^{\prime}}\left(w r_{j}\left(m v_{-k^{\prime}}(x)\right)\right)\right)\right)\right) & & \text { /definition } \\
& =m v_{k}\left(w r_{i}\left(m v_{k^{\prime}-k}\left(w r_{j}\left(m v_{-k^{\prime}}(x)\right)\right)\right)\right) & & \text { /(mv-l),(mv-r) } \\
& =m v_{k^{\prime}}\left(m v_{k-k^{\prime}}\left(w r_{i}\left(m v_{k^{\prime}-k}\left(w r_{j}\left(m v_{-k^{\prime}}(x)\right)\right)\right)\right)\right) & & \text { /(mv-l),(mv-r) } \\
& =m v_{k^{\prime}}\left(w r_{j}\left(m v_{k-k^{\prime}}\left(w r_{i}\left(m v_{k^{\prime}-k}\left(m v_{-k^{\prime}}(x)\right)\right)\right)\right)\right) & & \text { (wr-mv) } \\
& =m v_{k^{\prime}}\left(w r_{j}\left(m v_{k-k^{\prime}}\left(w r_{i}\left(m v_{-k}(x)\right)\right)\right)\right) & & \text { /(mv-l),(mv-r) } \\
& =m v_{k^{\prime}}\left(w r_{j}\left(m v_{-k^{\prime}}\left(m v_{k}\left(w r_{i}\left(m v_{-k}(x)\right)\right)\right)\right)\right) & & \text { /(mv-l),(mv-r)} \\
& =w r_{j, k^{\prime}}\left(w r_{i, k}(x)\right) . & & \text { // definition }
\end{aligned}
$$

Finally, let us show (3.17). To this end, apply $w r_{j, k^{\prime}}$ to both sides of the identity and simplify the result. For the left-hand side of the equation we obtain

$$
\begin{align*}
& w r_{j, k^{\prime}}\left(w r_{i, k}\left(r d_{k^{\prime}}\left(r_{1}, \ldots, r_{n}\right)\right)\right) \\
& \quad=w r_{i, k}\left(w r_{j, k^{\prime}}\left(r d_{k^{\prime}}\left(r_{1}, \ldots, r_{n}\right)\right)\right)  \tag{3.15}\\
& \quad=w r_{i, k}\left(w r_{j, k^{\prime}}\left(r_{j}\right)\right) \tag{3.16}
\end{align*}
$$

and for the right-hand side,

$$
\begin{align*}
& w r_{j, k^{\prime}}\left(r d_{k^{\prime}}\left(w r_{i, k}\left(r_{1}\right), \ldots, w r_{i, k}\left(r_{n}\right)\right)\right) \\
& \quad=w r_{j, k^{\prime}}\left(w r_{i, k}\left(r_{j}\right)\right)  \tag{3.16}\\
& \quad=w r_{i, k}\left(w r_{j, k^{\prime}}\left(r_{j}\right)\right) \tag{3.15}
\end{align*}
$$

We are now done by Lemma 3.21, since the desired equation holds when $w r_{j, k^{\prime}}$ is applied to both sides for every $k^{\prime} \in \mathbb{Z}$.

Proof of Theorem 3.20. By Theorem 3.9 it suffices to verify the following.

- Soundness. This is a routine calculation using $(\square-)$ from Definition 3.6.
- Expressiveness. Recall that for any $p=\langle r, z, t\rangle: \mathbb{Z} \times \Gamma^{\mathbb{Z}} \rightarrow\left(X \times \mathbb{Z} \times \Gamma^{\mathbb{Z}}\right)$ in $T X$ there exists $k$ for which the conditions in Fig. 3 are satisfied. We claim that

$$
\begin{align*}
p=\text { do } & x_{-k} \leftarrow\left(r d_{-k} \rrbracket_{T} ; \ldots ; x_{k} \leftarrow\left(r d_{k}\right)_{T} ;\right. \\
& \left(w r_{t\left(0, p\left(x_{-k}, \ldots, x_{k}\right)\right)(-k),-k} \rrbracket_{T} ; \ldots ;\left(w r_{t\left(0, p\left(x_{-k}, \ldots, x_{k}\right)\right)(k), k}\right)_{T}\right.  \tag{3.18}\\
& \left(m v_{\left.z\left(0, p\left(x_{-k}, \ldots, x_{k}\right)\right)\right)_{T} ;\left(\left[r\left(0, h\left(x_{-k}, \ldots, x_{k}\right)\right)\right)\right.}\right.
\end{align*}
$$

(slightly abusing the notation by writing $w r_{\gamma_{i}, j}$ in lieu of $w r_{i, j}$ ) where $h: \Gamma^{2 k+1} \rightarrow \Gamma^{\mathbb{Z}}$ is any map for which $h\left(\gamma_{i_{-k}}, \ldots, \gamma_{i_{k}}\right)(j)=\gamma_{i_{j}}$ whenever $-k \leq j \leq k$. Intuitively, the constructed program works as follows: in the first step it reads values from the interval $[-k, k]$ on the tape relative to the current head position, and stores the obtained results in $x_{-k}, \ldots, x_{k}$; in the step round it updated the tape according to $t$; in the third step, it moves the head according to $z$; and in the final fourth step, it returns the result from $X$ computed by $r$.

Once we prove (3.18) we are done with the proof of expressiveness; indeed, recall from Definition 3.6 that for any $f: m \rightarrow 1$ and any family of terms $t_{1}, \ldots t_{m}$,

$$
(x)=\eta_{X}(x) \quad\left(f\left(t_{1}, \ldots, t_{m}\right) D=\text { do } i \leftarrow(\llbracket f)_{T} ;\left(\backslash t_{i}\right) .\right.
$$

Then a straightforward induction argument shows that the right-hand side of (3.18) is $(t t)$ for some term $t$.

Now we prove (3.18). Let $j \in \mathbb{Z}$ and let $\rho: \mathbb{Z} \rightarrow \Gamma$. Applying the right-hand side of (3.18) to $\langle j, \rho\rangle$ and using the semantics of $r d$ we obtain

$$
\left(\operatorname { d o } \left(\left\{w r_{t(0, \theta)(-k),-k} \rrbracket_{T} ; \ldots ;\left(\downarrow w r_{t(0, \theta)(-k),-k} \rrbracket_{T} ;\left(\llbracket v_{z(0, \theta)} \rrbracket_{T} ;(\llbracket r(0, \theta) \rrbracket)\langle j, \rho\rangle\right.\right.\right.\right.\right.
$$

for some $\theta: \mathbb{Z} \rightarrow \Gamma$ such that

$$
\begin{equation*}
\rho_{+j} \equiv \theta \quad \bmod [-k, k] . \tag{3.19}
\end{equation*}
$$

Using the semantics of $w r$ we further reduce the right-hand side of (3.18) to

$$
\left(\operatorname{do}\left(\left[m v_{z(0, \theta)}\right)_{T} ; \llbracket r(0, \theta) D\right)\langle j, \rho[j-k \mapsto t(0, \theta)(-k), \ldots, j+k \mapsto t(0, \theta)(k)]\rangle\right.
$$

and the latter is equal to

$$
\langle r(0, \theta), j+z(0, \theta), \rho[j-k \mapsto t(0, \theta)(-k), \ldots, j+k \mapsto t(0, \theta)(k)]\rangle
$$

It remains to show that this is equal to $p(j, \rho)=\langle r(j, \rho), z(j, \rho), t(j, \rho)\rangle$. Consider the first component: using shift-invariance and the locality condition with assumption (3.19) for $r$ we have $r(j, \rho)=r\left(0, \rho_{+j}\right)=r(0, \theta)$.

Analogously, for the second component, $z(j, \rho)=j+z\left(0, \rho_{+j}\right)=j+z(0, \theta)$.
Finally, consider the third component. We shall prove separately that

$$
\begin{array}{ll}
t(j, \rho) \equiv \rho[j-k \mapsto t(0, \theta)(-k), \ldots, j+k \mapsto t(0, \theta)(k)] & \bmod [j-k, j+k] \\
t(j, \rho) \equiv \rho[j-k \mapsto t(0, \theta)(-k), \ldots, j+k \mapsto t(0, \theta)(k)] & \bmod \overline{[j-k, j+k]}
\end{array}
$$

The first congruence is equivalent to

$$
\begin{aligned}
t(j, \rho)_{+j} & \equiv \rho_{+j}[-k \mapsto t(0, \theta)(-k), \ldots, k \mapsto t(0, \theta)(k)] \bmod [-k, k] \\
& \equiv t(0, \theta) \quad \bmod [-k, k] .
\end{aligned}
$$

The last congruence clearly holds: by shift-invariance for $t, t(j, \rho)_{+j}=t\left(0, \rho_{+j}\right)$ and by the first locality condition for $t, t\left(0, \rho_{+j}\right) \equiv t(0, \theta) \bmod [-k, k]$ (using (3.19)).

Let us check the second congruence. It is equivalent to $t(j, \rho)_{+j} \equiv \rho_{+j} \bmod \overline{[-k, k]}$. Like before $t(j, \rho)_{+j}=t\left(0, \rho_{+j}\right)$ and using the second locality condition for $t$, we have $t\left(0, \rho_{+j}\right) \equiv \rho_{+j}$ $\bmod \overline{[-k, k]}$ which completes the proof of expressiveness.

- Completeness. Let $s$ and $t$ be tape theory terms such that $(s)=(t)$. We have to prove that $s=t$ is a provable identity. We first consider the case where both $s$ and $t$ are normal, that means that $s$ and $t$ are composed from $r d_{k}, w r_{i, k}, m v_{k}$ and variables in such a way that (i) no $r d$ occurs under $w r$; (ii) $m v$ is only applied to variables. We proceed by induction over the total number of $r d$ operations in $\langle s, t\rangle$.

In the base case neither $s$ nor $t$ contains $r d$ and hence

$$
s=w r_{k_{1}, i_{1}}\left(\ldots\left(w r_{k_{m}, i_{m}}\left(m v_{k}(x)\right)\right) \ldots\right), \quad t=w r_{l_{1}, j_{1}}\left(\ldots\left(w r_{l_{w}, j_{w}}\left(m v_{l}(y)\right)\right) \ldots\right)
$$

with suitable indices and variables $x, y$. W.l.o.g. we can assume that the sequences $k_{1}, \ldots, k_{m}$ and $l_{1}, \ldots, l_{w}$ are increasing and nonrepetetive - otherwise we can rearrange and possibly remove some of the $w r$ operators by Lemma 3.22. Then we argue that $s$ must be provably equal to $t$. We have for all $v$ and $\rho$ that $\left(\{s\rangle(v, \rho)=\left\langle x, v+k, \rho_{1}\right\rangle\right.$ and $\left.(t\rangle\right)(v, \rho)=\left\langle y, v+l, \rho_{2}\right\rangle$ for some $x, y, k, l, \rho_{1}$ and $\rho_{2}$. By hypothesis we have $k=l, x=y$ and $\rho_{1}=\rho_{2}$. Moreover, $\rho_{1}=\rho\left[k_{1} \mapsto \gamma_{i_{1}}, \ldots, k_{m} \mapsto \gamma_{i_{m}}\right]$ and $\rho_{2}=\rho\left[l_{1} \mapsto \gamma_{j_{1}}, \ldots, l_{w} \mapsto \gamma_{j_{w}}\right]$. Since these are equal for all $\rho$ it follows that the sequences $\left\langle k_{1}, i_{1}\right\rangle, \ldots,\left\langle k_{m}, i_{m}\right\rangle$ and $\left\langle l_{1}, j_{1}\right\rangle, \ldots,\left\langle l_{w}, j_{w}\right\rangle$ must be equal, too.

For the induction step suppose that $s=r d_{k}\left(r_{1}, \ldots, r_{n}\right)$. We apply $w r_{i, k}$ to $s$ and $t$ for every $i$. Note that any term $w r_{i, k}(s)$ can be transformed to a normal form $s_{i}$ using (3.16) and (3.17) as rewrite rules as follows:

$$
\begin{align*}
w r_{i, k}\left(r d_{k}\left(r_{1}, \ldots, r_{n}\right)\right) & \rightarrow w r_{i, k}\left(r_{i}\right)  \tag{3.20}\\
w r_{i, k}\left(r d_{k^{\prime}}\left(r_{1}, \ldots, r_{n}\right)\right) & \rightarrow r d_{k^{\prime}}\left(w r_{i, k}\left(r_{1}\right), \ldots, w r_{i, k}\left(r_{n}\right)\right) \tag{3.21}
\end{align*}
$$

where $k^{\prime} \neq k$. In the same way any $w r_{i, k}(t)$ reduces to a normal form $t_{i}$. Since $(\leqslant s)=(t)$ we have for every $i$ that

$$
\left.\left(s_{i}\right\rceil\right)=\left(w r_{i, k}(s) \downarrow=\left(w r_{i, k}(t) \downarrow=\left(t_{i}\right\rceil\right.\right.
$$

Now notice that $s_{i}$ has at least one $r d$ operator less than $s$; thus, the total number of $r d$ operators in $\left\langle s_{i}, t_{i}\right\rangle$ is lower than that of $\langle s, t\rangle$. Hence, by induction hypothesis,

$$
w r_{i, k}(s)=s_{i}=t_{i}=w r_{i, k}(t)
$$

are provable identies in the tape theory for every $i$. By Lemma $3.21, s=t$ is a provable identity as desired.

The remaining case $t=r d_{k}\left(t_{1}, \ldots, t_{n}\right)$ is symmetric to the previous one.
In order to complete the proof it remains to show how an arbitrary tape theory term $t$ can be reduced to a normal form satisfying the above conditions (i) and (ii) in such a way that the reductions are sound w.r.t. the identities in Fig. 4. Given $t$ we ensure first (ii) and then (i) as follows.
(ii) We exhaustively apply the reductions

$$
\begin{aligned}
m v_{k}\left(m v_{l}(s)\right) & \rightarrow m v_{k+l}(s) \\
m v_{k}\left(w r_{i, l}(s)\right) & \rightarrow w r_{i, k+l}\left(m v_{k}(s)\right) \\
m v_{k}\left(r d_{l}\left(s_{1}, \ldots, s_{n}\right)\right) & \rightarrow r d_{k+l}\left(m v_{k}\left(s_{1}\right), \ldots, m v_{k}\left(s_{n}\right)\right)
\end{aligned}
$$

which are easily seen to be sound by (mv-l) and (mv-r).
(i) Then we exhaustively apply (3.20) and (3.21).

It can now be readily shown that any axiomatization of the tape monad is necessarily infinitary.
THEOREM 3.23. The tape theory over $\Gamma$ is not finitely axiomatizable, unless $|\Gamma| \leq 1$.
Proof. If $|\Gamma|=0$ then the axiom scheme (wr-mv) disappears instantly, and if $|\Gamma|=1$ then it is entailed by the axioms (mv-l), (mv-r) and the identity $w r(x)=x$ (we omit the index 1 at $w r$ ); this identity is derived as follows using (rd-wr) and (wr-wr):

$$
x=r d(w r(x))=r d(w r(w r(x)))=w r(x)
$$

Note that for $|\Gamma|=0$, the monad becomes trivial $(T X=\emptyset)$ and for $|\Gamma|=1, T X=X \times \mathbb{Z}$, for it captures precisely those moves $z: \mathbb{Z} \rightarrow \mathbb{Z}$ of the head for which by the second shift-invariance condition, $z(i)=z(0)+i$, i.e. such transformations that are precisely characterized by a single number $z(0)$.

Let us assume henceforth that $|\Gamma| \geq 2$. Given a finite set of identities $\mathcal{A}$ belonging to the tape theory, we prove the claim by constructing a model $M$ of $\mathcal{A}$ which does not satisfy all instances of ( $\mathbf{w r} \mathbf{- m v}$ ). Let $m$ be greater than the total number of instances of operations $m v_{-1}$ and $m v_{1}$ in any equation from $\mathcal{A}$. Our model $M$ is carried by the set of all endomaps on a tape of length $m$, i.e. all endomaps on the set $\mathbb{Z}_{m} \times \Gamma^{\mathbb{Z}_{m}} \rightarrow \mathbb{Z}_{m} \times \Gamma^{\mathbb{Z}_{m}}$, where $\mathbb{Z}_{m}=\{0, \ldots, m-1\}$ is the finite ring
of integers modulo $m$. We interpret the operations of the tape theory on $M$ (here we overload our previous notation $(\square-)_{T X}$ and write $(-)_{M}$ for this interpretation) as follows:

$$
\begin{array}{rlr}
\left(r d \rrbracket_{M}\left(p_{1}, \ldots, p_{n}\right)(z, \rho)\right. & =p_{i}(z, \rho), & \text { where } \rho(z)=\gamma_{i}, \\
\left(w r_{i} \rrbracket_{M}(p)(z, \rho)\right. & =p\left(z, \rho\left[z \mapsto \gamma_{i}\right]\right) & \\
\left(m v_{k} \rrbracket_{M}(p)(z, \rho)\right. & =p\left(z+_{m} k, \rho\right) &
\end{array}
$$

where $i$ ranges from 1 to $n=|\Gamma|$ and $+_{m}$ denotes addition modulo $m$. By additionally defining $(x)_{M}=$ id for every variable $x$, we extend $(\square-)_{M}$ to terms over the tape signature. The inductive clauses for $(p p)_{M}(z, \rho)$ are the same as for $(p)_{T 1}(z, \rho)$, except that the tuples returned by the latter interpretation are extended to the left with an additional component constantly equal 1 , and by the fact that $\left([p)_{M}(z, \rho)\right.$ may call on addition modulo $m$ for sufficiently large $z$ and sufficiently many operations $m v_{k}$ in $p$. Specifically, this means that for any equation $p=q$ in $\mathcal{A}$, any $z \in \mathbb{Z}$ and any $\theta: \mathbb{Z}_{m} \rightarrow \Gamma$,

$$
(p p)_{M}(0, \theta)=\left\langle z^{\prime}, \theta^{\prime}\right\rangle \quad \text { iff } \quad(p)_{T 1}\left(0, \theta_{*}\right)=\left\langle 1, z, \theta_{*}^{\prime}\right\rangle
$$

for $\theta_{*}, \theta_{*}^{\prime}: \mathbb{Z} \rightarrow \Gamma$ defined as follows:

$$
\theta_{*}(i)=\theta(i \bmod m) \quad \text { and } \quad \theta_{*}^{\prime}(i)=\theta^{\prime}(i \bmod m) \quad \text { for every } i \in \mathbb{Z} .
$$

An analogous identity holds for $q$ and therefore

$$
\begin{equation*}
(p)_{M}(0, \theta)=\left(q q \rrbracket_{M}(0, \theta) \quad \text { for every } \theta: \mathbb{Z}_{m} \rightarrow \Gamma .\right. \tag{3.22}
\end{equation*}
$$

Now note that, for any $z \in \mathbb{Z}_{m}, \theta \in \Gamma^{\mathbb{Z}_{m}}$, in order to compute $(p)_{M}$ on $(z, \theta)$ one can first perform a cyclic left-shift on the model, then apply $(p p)_{M}$ with 0 it its first argument and then shift the result back to the right. More precisely, let $\theta_{+z}(i)=\theta\left(i+_{m} z\right)$ for every $i, z \in \mathbb{Z}$ and $\theta: \mathbb{Z} \rightarrow \Gamma$ (in analogy the same notation $\rho_{+z}$ we previously used for $\rho: \mathbb{Z} \rightarrow \Gamma$ ). Then we have

$$
(p)_{M}(z, \theta)=\left\langle z^{\prime}+_{m} z, \theta_{-z}^{\prime}\right\rangle, \quad \text { where }\left\langle z^{\prime}, \theta^{\prime}\right\rangle=(p p)_{M}\left\langle 0, \theta_{+z}\right\rangle
$$

This can be shown by a straightforward induction over the term $p$.
Hence, from (3.22), we obtain that $(p)_{M}(z, \theta)=(\llbracket q)_{M}(z, \theta)$ for every $\theta: \mathbb{Z}_{m} \rightarrow \Gamma$ and $z \in \mathbb{Z}_{m}$. We have thus shown that $\mathcal{A}$ is valid over $M$.

Now, if we take $k=m$ in (wr-mv) we obtain that for $i \neq j$ (such a pair of indices exists for $|\Gamma| \geq 2$, by assumption):

$$
\begin{aligned}
\left.\llbracket w r_{i}\left(m v_{m}\left(w r_{j}\left(m v_{-m}(x)\right)\right)\right)\right)_{M}(0, \rho) & =\left\langle 0, \rho\left[0 \mapsto \gamma_{j}\right]\right\rangle \\
& \neq\left\langle 0, \rho\left[0 \mapsto \gamma_{i}\right]\right\rangle \\
& \left.=\llbracket m v_{m}\left(w r_{j}\left(m v_{-m}\left(w r_{i}(x)\right)\right)\right)\right)_{M}(0, \rho)
\end{aligned}
$$

This concludes the proof.

## 4. REACTIVE T-ALGEBRAS AND T-AUTOMATA

As in Section 2 we fix a finite set of actions $A$. We first consider $\mathbf{T}$-algebras which are equipped with a transition structure similar to that of Moore automata but which, in addition, preserves the algebraic structure. Such a transition structure extends a $\mathbf{T}$-algebra with dynamic behaviour (making it into a coalgebra) and hence we call such structures reactive $\mathbf{T}$-algebras.

Definition 4.1 (Reactive $\mathbf{T}$-algebra). Let $B$ and $X$ be $\mathbf{T}$-algebras. Then $X$ is a reactive $\mathbf{T}$-algebra if $X$ is an coalgebra for $L=B \times(-)^{A}$ (cf. Definition 2.1) for which $\partial_{a}: X \rightarrow X$ and $o: X \rightarrow B$ are T-algebra morphisms.

Remark 4.2. The definition of a reactive $\mathbf{T}$-algebra is an instance of a more general construction [Bartels 2004] (the main idea goes back to Turi and Plotkin [1997]). Any endofunctor
$F:$ Set $\rightarrow$ Set equipped with a distributive law $\delta: \mathbf{T} F \rightarrow F \mathbf{T}$ is known to lift to the EilenbergMoore category $\mathbf{S e t}^{\boldsymbol{\top}}$. Under $F=L$ there is a standard distributive law, given by

$$
T\left(B \times X^{A}\right) \xrightarrow{\left\langle T \pi_{0}, T \pi_{1}\right\rangle} T B \times T\left(X^{A}\right) \xrightarrow{\alpha \times\left\langle T \mathrm{ev}_{a}\right\rangle_{a \in A}} B \times(T X)^{A}
$$

where $\pi_{0}, \pi_{1}$ denote the product projections, $\alpha: T B \rightarrow B$ is the $\mathbf{T}$-algebra structure on $B, \mathrm{ev}_{a}$ : $X^{A} \rightarrow X$ is the obvious evaluation at $a \in A$, and we regard $(T X)^{A}$ as the $|A|$-fold power of $T X$. A reactive $\mathbf{T}$-algebra is then simply a coalgebra in $\mathbf{S e t}^{\boldsymbol{\top}}$ for the lifting of $L$. Putting it yet differently, a reactive $\mathbf{T}$-algebra is a $\delta$-bialgebra for the above distributive law $\delta$ [Jacobs 2006] (see also [Klin 2011]).
Given a $\mathbf{T}$-algebra $B$, the set of all formal power series $B^{A^{*}}$ (which is the carrier of the final $L$ coalgebra in Set) can also be viewed as a reactive $\mathbf{T}$-algebra with a pointwise $\mathbf{T}$-algebra structure. The morphisms $\partial_{a}$ and $o$ are easily seen to be $\mathbf{T}$-algebra morphisms. Since every reactive $\mathbf{T}$-algebra is an $L$-coalgebra, reactive $\mathbf{T}$-algebras inherit the general coalgebraic theory from Section 2. In particular, we use for reactive $\mathbf{T}$-algebras the same notions of language semantics and language equivalence as for $L$-coalgebras (see Definition 2.1).

Definition 4.3 (T-automaton, cf. [Jacobs 2006]). Suppose, $\mathbf{T}$ is finitary and $B$ is finitely generated, i.e. there is a finite set $B_{0}$ of generators and a surjection $T B_{0} \rightarrow B$ underlying a $\mathbf{T}$-algebra morphism. A T-automaton $m$ is given by a triple of maps

$$
o^{m}: X \rightarrow B, \quad t^{m}: A \times X \rightarrow T X, \quad \alpha^{m}: T B \rightarrow B
$$

where $\alpha^{m}$ is a $\mathbf{T}$-algebra and $X$ is finite. The first two maps in $(\boldsymbol{\star})$ can be aggregated into a coalgebra transition structure, which we write as

$$
m: X \rightarrow B \times(T X)^{A}
$$

slightly abusing the notation.
Remark 4.4. We require the monad $\mathbf{T}$ in $(\star)$ to be finitary in order to be able to represent $\mathbf{T}$ automata using finite syntax. For technical reasons, it is sometimes convenient to drop this restriction (e.g. in Section 8 where $\mathbf{T}$ is the continuation monad). This is not in conflict with Definition 4.3, since we apply $\mathbf{T}$ to finite sets only, and therefore, in lieu of $\mathbf{T}$, we can use its finitary coreflection $\mathbf{T}_{\omega}$ whose object part is defined by $T_{\omega} X=\bigcup_{Y \subseteq X,|Y|<\omega} T Y$.

A simple nontrivial example of a $\mathbf{T}$-automaton is given with the nondeterministic finite state machines (NFSM) by taking $B=\{0,1\}, \mathbf{T}=\mathcal{P}_{\omega}$ and $\alpha^{m}(s \subseteq\{0,1\})=1$ iff $1 \in s$.

In order to introduce the language semantics of a $\mathbf{T}$-automaton we will first convert it into a reactive $\mathbf{T}$-algebra, and the language semantics of the latter is settled by Definition 2.1. This conversion is called the generalized powerset construction [Silva et al. 2013], as it generalizes the classical Rabin-Scott NFSM determinization [Rabin and Scott 1959] and amounts to the following. Observe that $L T X$ is a $\mathbf{T}$-algebra, since $T X$ is the free $\mathbf{T}$-algebra on $X$ and $L$ lifts to $\mathbf{S e t}^{\boldsymbol{\top}}$ (see Remark 4.2). Hence, given a $\mathbf{T}$-automaton $m: X \rightarrow B \times(T X)^{A}$ there exists a unique $\mathbf{T}$-algebra morphism

$$
m^{\sharp}: T X \rightarrow B \times(T X)^{A}
$$

such that $m^{\sharp} \cdot \eta_{X}=m$; explicitly, $m^{\sharp}(p)=\left(B \times \mu_{X}^{A}\right) \cdot \delta_{T X} \cdot T m$ where $\delta$ is the distributive law from Remark 4.2. This $m^{\sharp}$ is a reactive $\mathbf{T}$-algebra on $T X$.

Definition 4.5. Given a $\mathbf{T}$-automaton $m: X \rightarrow B \times(T X)^{A}$, its language semantics assigns to every state $x \in X$ the formal power series

$$
\llbracket x \rrbracket_{m}=\widehat{m}^{\sharp}\left(\eta_{X}(x)\right): A^{*} \rightarrow B
$$

where $\widehat{m}^{\sharp}$ is the unique $L$-coalgebra morphism from $\left(T X, m^{\sharp}\right)$ to the final coalgebra $\left(B^{A^{*}}, \iota\right)$. This can be summarized in the following diagram


Remark 4.6.
(1) Due to the 1-1-correspondence of $m$ and $m^{\sharp}$ given by freeness of $T X$, $\mathbf{T}$-automata bijectively correspond to reactive $\mathbf{T}$-algebras whose carrier is a free algebra on a finite set; but we find it useful to retain the distinction.
(2) The term language semantics comes from the fact that for $\mathbf{T}=\mathcal{P}_{\omega}$ and $B=\{0,1\}$, our language semantics of $\mathbf{T}$-automata is precisely the classical language semantics of NFSM; $\llbracket x \rrbracket_{m}$ is the formal language accepted by the NFSM given by $m$ with initial state $x$.
More generally, for any semiring $R$, take $B=R$ and the semimodule monad $\mathbf{T}_{R}$. Then $\mathbf{T}-$ automata are precisely weighted automata with weights in the semiring $R$, and for every state $x$ the formal power-series $\llbracket x \rrbracket_{m}: A^{*} \rightarrow R$ is the weighted language accepted by the weighted automaton given by $m$.
However, for other monads $\mathbf{T}$ and algebras $B$ elements in $B^{A^{*}}$ may look very different than formal languages, e.g. for the stack $\mathbf{T}$-automata we will discuss in Section 5.1.
(3) Note that $\mathbf{T}$-automata for the identity monad are precisely the same as Moore automata, and the above definition of their language semantics coincides with Definition 2.1.
Note that the generalized powerset construction does not reduce a $\mathbf{T}$-automaton to a Moore automaton over $T X$ as $T X$ need not be finite. However, when this is the case, e.g. for $\mathbf{T}=\mathcal{P}_{\omega}$, the semantics of a $\mathbf{T}$-automaton falls within regular power series, which is precisely the reason why the languages recognized by deterministic and nondeterministic FSM coincide. Surprisingly, all T-automata with a finite $B$ have the same property:

Proposition 4.7. For every $\mathbf{T}$-automaton ( $\star$ ) with finite $B$ and $x \in X, \llbracket x \rrbracket_{m}: A^{*} \rightarrow B$ is regular.

We will present the proof of this proposition after Corollary 8.2.
We are now ready to introduce fixpoint expressions for $\mathbf{T}$-automata similar to (2.3).
Definition 4.8 (Reactive expressions). Let $\Sigma$ be an algebraic signature and let $B_{0}$ be a finite set. Reactive expressions w.r.t. these data are closed terms $\delta$ defined according to the following grammar:

$$
\begin{array}{lr}
\delta::=x|\gamma| f(\delta, \ldots, \delta) & (x \in X, f \in \Sigma) \\
\gamma::=\mu x \cdot a_{1} \cdot \delta \pitchfork \ldots \pitchfork a_{n} \cdot \delta \pitchfork \beta & (x \in X) \\
\beta::=b \mid f(\beta, \ldots, \beta) & \left(b \in B_{0}, f \in \Sigma\right)
\end{array}
$$

where we assume $A=\left\{a_{1}, \ldots, a_{n}\right\}$ and an infinite collection of variables $X$. Free and bound variables here are defined in the standard way. We do not distinguish expressions equivalent under $\alpha$-conversion (i.e. renaming of bound variables).

Notation 4.9.
(1) Let $t$ be a $\Sigma$-term over $\{1, \ldots, n\}$ (i.e. the numbers $1, \ldots, n$ are identified as variables) and let $t_{1}, \ldots, t_{n}$ be any $\Sigma$-terms. Then we write $t\left(t_{1}, \ldots, t_{n}\right)$ for the substitution $t\left[t_{1} / 1, \ldots, t_{n} / n\right]$.
(2) For every $\Sigma$-algebra $A$ (so, in particular for every $\mathbf{T}$-algebra, where $\Sigma$ is part of a presentation of $\mathbf{T}$ ) we write $f^{A}: A^{n} \rightarrow A$ for the operation associated to $f: n \rightarrow 1$ from $\Sigma$. We also write $t^{A}: A^{n} \rightarrow A$ for the map evaluating the $\Sigma$-term $t$ over $\{1, \ldots, n\}$ in $A$.
(3) Finally, we shall sometimes call $\Sigma$-terms over a set $X$ of variables simply $\Sigma$-terms.

Observe that a reactive expression can be uniquely represented in the form $t\left(e_{1}, \ldots, e_{n}\right)$ where $e_{1}, \ldots, e_{n}$ are reactive expressions starting with $\mu$.

Let $\mathbf{T}$ be a finitary monad, generated by an algebraic theory $\mathcal{E}$ over the signature $\Sigma$ and let $B$ be a finitely generated $\mathbf{T}$-algebra over a finite set of generators $B_{0}$ (witnessed by the surjective $\mathbf{T}$-algebra morphism $h: T B_{0} \rightarrow B$ ). Let us denote by $\mathrm{E}_{\Sigma, B_{0}}$ the set of all reactive expressions over $\Sigma$ and $B_{0}$. We aim to define a reactive $\mathbf{T}$-algebra structure on a suitable quotient of $\mathrm{E}_{\Sigma, B_{0}}$. First, notice that $\mathrm{E}_{\Sigma, B_{0}}$ is obviously a $\Sigma$-algebra. Then we introduce an $L$-transition structure on $\mathrm{E}_{\Sigma, B_{0}}$ as follows: notice that expressions $b$ from the $\beta$-clause in Definition 4.8 are just $\Sigma$-terms on the generators from $B_{0}$. Recall also that $B$ is a surjective image of $T B_{0}$ and let $b^{B}$ be the image of $b \in B_{0}$ under

$$
B_{0} \xrightarrow{\eta_{B_{0}}} T B_{0} \xrightarrow{h} B
$$

This extends to arbitrary $\Sigma$-terms over $B_{0}$ by putting $\left(t\left(b_{1}, \ldots, b_{k}\right)\right)^{B}=t^{B}\left(b_{1}^{B}, \ldots, b_{k}^{B}\right)$. Then let us define

$$
\begin{align*}
o\left(f\left(e_{1}, \cdots, e_{n}\right)\right) & =f^{B}\left(o\left(e_{1}\right), \ldots, o\left(e_{n}\right)\right), \\
\partial_{a_{i}}\left(f\left(e_{1}, \cdots, e_{n}\right)\right) & =f\left(\partial_{a_{i}}\left(e_{1}\right), \ldots, \partial_{a_{i}}\left(e_{n}\right)\right), \\
o\left(\mu x \cdot\left(a_{1} \cdot e_{1} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n} \pitchfork b\right)\right) & =b^{B},  \tag{4.2}\\
\partial_{a_{i}}\left(\mu x \cdot\left(a_{1} \cdot e_{1} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n} \pitchfork b\right)\right) & =e_{i}\left[\mu x \cdot\left(a_{1} \cdot e_{1} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n} \pitchfork b\right) / x\right] .
\end{align*}
$$

This defines an $L$-transition structure $s: \mathrm{E}_{\Sigma, B_{0}} \rightarrow B \times\left(\mathrm{E}_{\Sigma, B_{0}}\right)^{A}$ and so $\widehat{s}: \mathrm{E}_{\Sigma, B_{0}} \rightarrow B^{A^{*}}$ provides language semantics to expressions and a language equivalence relation $\sim$ on them according to Definition 2.1.

Notation 4.10. We overload notation and write $\llbracket e \rrbracket:=\widehat{s}(e)$ (i.e. $\llbracket-\rrbracket$ with no subscripts) for the formal power series denoted by the expression $e$.

Note that the first two equations in (4.2) above imply that the $L$-transition structure $s$ is a $\Sigma$-algebra homomorphism.

Remark 4.11. Recall that the category of $\Sigma$-algebras (and its full subcategory of all $\mathbf{T}$-algebras) has image factorizations. That means that every $\Sigma$-algebra morphism $f: A \rightarrow B$ can be factorized as a surjective $\Sigma$-algebra morphism $e: A \rightarrow C$ followed by an injective one $m: C \mapsto B$. This factorization system has the usual diagonalization property: given a commutative square $m \cdot f=g \cdot e$ with $m$ injective and $e$ surjective we have a unique diagonal $d$ with $m \cdot d=g$ and $d \cdot e=f$. See e.g. Adámek, Herrlich and Strecker [1990] for basics on factorization systems.

THEOREM 4.12. The quotient $\mathrm{E}_{\Sigma, B_{0}} / \sim$ is a reactive T -algebra whose L-coalgebra part is inherited from $\mathrm{E}_{\Sigma, B_{0}}$ and whose $\mathbf{T}$-algebra part is a quotient of the $\Sigma$-algebra structure on $\mathrm{E}_{\Sigma, B_{0}}$.

Proof. Recall first that $\mathbf{T}$-algebras, being the variety of $\Sigma$-algebras satisfying the equations in $\mathcal{E}$, form a full subcategory of the category of $\Sigma$-algebras. We have seen that $\mathrm{E}_{\Sigma, B_{0}}$ is a coalgebra for the lifting of $L$ to the category of $\Sigma$-algebras and that the final coalgebra for the lifting is $B^{A^{*}}$ (its $L$-transition structure is a $\Sigma$-algebra morphism since it is a $\mathbf{T}$-algebra morphism). Thus, the language semantics map $\llbracket-\rrbracket: \mathrm{E}_{\Sigma, B_{0}} \rightarrow B^{A^{*}}$ is a $\Sigma$-algebra morphism. The quotient $\mathrm{E}_{\Sigma, B_{0}} / \sim$ is obtained by taking its factorization into a surjective followed by an injective $\Sigma$-algebra morphism:

$$
\mathrm{E}_{\Sigma, B_{0}} \xrightarrow{q} \mathrm{E}_{\Sigma, B_{0}} / \sim \longleftrightarrow B^{A^{*}}
$$

Since (the lifting of) $L$ preserves monos we obtain an $L$-transition structure on the quotient by diagonalization:


More explicitly, the $\Sigma$-algebra structure on $\mathrm{E}_{\Sigma, B_{0}} / \sim$ is given for any operation $f: k \rightarrow 1$ in $\Sigma$ by

$$
f^{\mathrm{E}_{\Sigma, B_{0}} / \sim}\left(\left[t_{1}\right]_{\sim}, \ldots,\left[t_{k}\right]_{\sim}\right)=\left[f\left(t_{1}, \ldots, t_{k}\right)\right]_{\sim}
$$

And the $L$-transition structure on $E_{\Sigma, B_{0}} / \sim$ is given by

$$
o\left([t]_{\sim}\right)=o(t) \quad \text { and } \quad \partial_{a}\left([t]_{\sim}\right)=\left[\partial_{a}(t)\right]_{\sim} .
$$

Now since $B^{A^{*}}$ is a $\mathbf{T}$-algebra and $\mathrm{E}_{\Sigma, B_{0}} / \sim$ is its sub- $\Sigma$-algebra, $\mathrm{E}_{\Sigma, B_{0}} / \sim$ is a sub-T-algebra of $B^{A^{*}}$ (since varieties are closed under subalgebras). Similarly, $L\left(\mathrm{E}_{\Sigma, B_{0}} / \sim\right.$ ) is a sub-T-algebra of $L\left(B^{A^{*}}\right)$. It then follows that the $L$-transition structure on $\mathrm{E}_{\Sigma, B_{0}} / \sim$ is a $\mathbf{T}$-algebra morphism as a restriction of the $L$-transition structure on $B^{A^{*}}$.

The following theorem is the main result of this section - it is a variant of the celebrated Kleene theorem for regular languages. Like its classical counterpart our theorem enables conversions from $\mathbf{T}$-automata to expressions and vice versa.

THEOREM 4.13 (KLEENE THEOREM). For any reactive expression $e \in \mathrm{E}_{\Sigma, B_{0}}$ there is a corresponding $\mathbf{T}$-automaton $(\star)$ and a state $x \in X$ such that $\llbracket e \rrbracket=\llbracket x \rrbracket m$. Conversely, for every $\mathbf{T}$-automaton $(\boldsymbol{\star})$ and state $x \in X$ there is an expression $e \in \mathrm{E}_{\Sigma, B_{0}}$ such that $\llbracket e \rrbracket=\llbracket x \rrbracket_{m}$.

Proof. $(\Rightarrow)$ From expressions to $\mathbf{T}$-automata. Let $e \in \mathrm{E}_{\Sigma, B_{0}}$ and let us proceed with the definition of the corresponding $\mathbf{T}$-automaton. Recall that the grammar generating reactive expressions has $\gamma$ - and $\delta$-clauses and let us call a not necessarily closed expression a $\gamma$-expression if it matches the $\gamma$-clause.

We assume w.l.o.g. that distinct $\mu$-operators bind distinct variables in $e$; this can be ensured by $\alpha$-conversion. Let $X=\left\{x_{1}, \ldots, x_{m}\right\}$ be the set of variables occurring in $e$. For $i=1, \ldots, m$, let

$$
t_{i}=\mu x_{i} \cdot a_{1} \cdot t_{1}^{i} \theta_{1}^{i} \pitchfork \ldots \pitchfork a_{n} \cdot t_{n}^{i} \theta_{n}^{i} \pitchfork b_{i}
$$

be the uniquely determined subexpression of $e$ with each $t_{j}^{i}$ being $\Sigma$-terms (i.e. not containing $\mu$ ) and each $t_{j}^{i} \theta_{j}^{i}$ being the maximal proper $\delta$-subexpression of $t_{i}$ (cf. Example 4.14 further below); consequently, the $t_{j}^{i}$ are obtained from the maximal proper $\delta$-subexpressions of $e$ by replacing topmost occurrences of $t_{k}$ (i.e. topmost subexpressions starting with $\mu x_{k}$ ) with $x_{k}$, and $\theta_{j}^{i}$ being the derived substitution sending every $x_{k}$ introduced in this way to $t_{k}$. Note that the $\theta_{j}^{i}$ need not be total on $X$ and note that the $t_{i}$, the $\theta_{j}^{i}$ and the $t_{j}^{i}$ are uniquely determined by $e$. Without loss of generality we may assume that $t_{1}=e$.

Starting with the triple

$$
\begin{equation*}
\left\},[],\left\{x_{1} \doteq t_{1}\right\}\right. \tag{4.3}
\end{equation*}
$$

where $\}$ denotes the emptyset and [ ] the empty substitution, we successively produce further triples of the form $I, \theta, S$, such that $I \subseteq\left\{x_{1}, \ldots, x_{m}\right\}, \theta$ is a substitution sending variables from
$I$ to closed $\gamma$-expressions, and $S$ is a set of formal equations of the form $x_{i} \doteq t_{i}$ such that all the free variable of each $t_{i}$ are among $I$. A successor of such triple is (nondeterministically) produced by the rule

$$
\frac{I, \theta, S \cup\left\{x_{k} \doteq t_{k}\right\}}{I \cup\left\{x_{k}\right\}, \theta\left[t_{k} \theta / x_{k}\right], S \cup\left\{x_{i} \doteq t_{i} \mid \theta_{j}^{k}\left(x_{i}\right)=t_{i}\right\}} \quad\left(\left\{x_{k} \doteq t_{k}\right\} \notin S\right)
$$

This procedure of successively applying the above rule eventually terminates with $S=\{ \}$, for each step reduces the number of $\mu$-operators that occur in the terms on the right-hand side of equations in $S$. Note that the above rule maintains the assumptions imposed on the triples $I, \theta, S$. Hence we obtain a triple $\left\{x_{1}, \ldots, x_{m}\right\}, \rho,\{ \}$ where the substitution $\rho$ sends each $x_{i}$ to a closed $\gamma$-expression, which we denote by $e_{i}$, i.e., $\rho=\left[e_{1} / x_{1}, \ldots, e_{m} / x_{m}\right]$, or equivalently $e_{i}=x_{i} \rho$ for $i=1, \ldots, m$.

We assume henceforth the representation

$$
\begin{equation*}
e_{i}=\mu x_{i} \cdot a_{1} \cdot e_{1}^{i} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n}^{i} \pitchfork b_{i} . \tag{4.4}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
e_{i}=t_{i} \rho, \tag{4.5}
\end{equation*}
$$

which can be seen by induction as follows: if $t_{i}$ was handled at the first iteration of the above procedure then

$$
e_{i}=x_{i} \rho=x_{i}\left[t_{i} / x_{i}\right]=t_{i}=t_{i} \rho
$$

otherwise, by induction, we have

$$
e_{i}=x_{i} \rho=x_{i} \theta\left[t_{i} \theta / x_{i}\right]=x_{i}\left[t_{i} / x_{i}\right] \theta=t_{i} \theta=t_{i} \rho
$$

where the middle equation holds by the properties of substitution.
Using the above definition of $t_{i}$, we obtain

$$
e_{i}=\mu x_{i} \cdot a_{1} \cdot t_{1}^{i} \theta_{1}^{i} \rho_{-i} \pitchfork \ldots \pitchfork a_{n} \cdot t_{n}^{i} \theta_{n}^{i} \rho_{-i} \pitchfork b_{i}
$$

where $\rho_{-i}$ agrees with $\rho$ except that it leaves $x_{i}$ unchanged. By comparing it with (4.4), we obtain for any $i, j$ that $t_{j}^{i} \theta_{j}^{i} \rho_{-i}=e_{j}^{i}$ and therefore $e_{j}^{i}\left[e_{i} / x_{i}\right]=t_{j}^{i} \theta_{j}^{i} \rho$. Recall that for any $k=1, \ldots, n, \theta_{j}^{i}$ sends $x_{k}$ to $t_{k}$ and $\rho$ sends $t_{k}$ to $e_{k}$, see (4.5). Therefore the composite substitution $\theta_{j}^{i} \rho$ sends each $x_{k}$ to $e_{k}$, i.e., we have $\theta_{j}^{i} \rho=\rho$, whence

$$
t_{j}^{i} \theta_{j}^{i} \rho=t_{j}^{i} \rho
$$

We have thus obtained

$$
e_{j}^{i}\left[e_{i} / x_{i}\right]=t_{j}^{i} \rho=t_{j}^{i}\left[e_{1} / x_{1}, \ldots, e_{m} / x_{m}\right] .
$$

This allows us to restate the definitions for $o$ and $\partial$ as follows:

$$
\begin{aligned}
o\left(t\left(e_{1}, \ldots, e_{m}\right)\right) & =t^{B}\left(b_{1}^{B}, \ldots, b_{m}^{B}\right) \\
\partial_{a_{j}}\left(t\left(e_{1}, \ldots, e_{m}\right)\right) & =t\left(t_{j}^{1}\left[e_{1} / x_{1}, \ldots, e_{m} / x_{m}\right], \ldots, t_{j}^{m}\left[e_{1} / x_{1}, \ldots, e_{m} / x_{m}\right]\right)
\end{aligned}
$$

for any $\Sigma$-term $t$ over $\{1, \ldots, m\}$. Let $\rho_{a_{j}}=\left[t_{j}^{1} / x_{1}, \ldots, t_{j}^{m} / x_{m}\right]$ and inductively define $\rho_{\epsilon}=\mathrm{id}$, $\rho_{a_{j} w}=\rho_{a_{j}} \rho_{w}$. By induction we obtain

$$
\begin{align*}
o\left(\partial_{w}\left(t\left(e_{1}, \ldots, e_{m}\right)\right)\right) & =r^{B}\left(b_{1}^{B}, \ldots, b_{m}^{B}\right)  \tag{4.6}\\
\text { where } \quad t\left(x_{1} \rho_{w}, \ldots, x_{m} \rho_{w}\right) & =r\left(x_{1}, \ldots, x_{m}\right)
\end{align*}
$$

Suppose that $e=s\left(e_{1}, \ldots, e_{m}\right)$ with a $\Sigma$-term $s$ and let $\widetilde{X}=\left\{x, x_{1}, \ldots, x_{m}\right\}$. We turn $T \tilde{X}$ into a reactive $\mathbf{T}$-algebra. Recall that every element of $T \tilde{X}$ can be written as $\left[t\left(x, x_{1}, \ldots, x_{m}\right)\right]_{\equiv}$, where $t$ is a $\Sigma$-term and $[p]_{\equiv}$ denotes the equivalence class of the $\Sigma$-term $p$ in $T \widetilde{X}$. Now let

$$
o\left(\left[t\left(x, x_{1}, \ldots, x_{m}\right)\right]_{\equiv}\right)=t^{B}\left(s^{B}\left(b_{1}^{B}, \ldots, b_{m}^{B}\right), b_{1}^{B}, \ldots, b_{m}^{B}\right)
$$

$$
\partial_{a_{j}}\left(\left[t\left(x, x_{1}, \ldots, x_{m}\right)\right]_{\equiv}\right)=\left[t\left(s\left(t_{j}^{1}, \ldots, t_{j}^{m}\right), t_{j}^{1}, \ldots, t_{j}^{m}\right)\right]_{\equiv} .
$$

It is not difficult to see that the $\mathbf{T}$-algebra and the $L$-transition structures interact properly, i.e. $o$ and the $\partial_{a}$ are $\mathbf{T}$-algebra morphisms; in fact, $o=\alpha \cdot T f$, where $\alpha: T B \rightarrow B$ is the $\mathbf{T}$-algebra on $B$ and the map $f: \widetilde{X} \rightarrow B$ is defined by $f\left(x_{i}\right)=b_{i}, i=1, \ldots, m, f(x)=s^{B}\left(b_{1}^{B}, \ldots, b_{n}^{B}\right)$; and $\partial_{a_{j}}=g_{j}^{\star}: T \widetilde{X} \rightarrow T \widetilde{X}$ where $g_{j}: \widetilde{X} \rightarrow T \widetilde{X}$ is the map defined by $g_{j}\left(x_{i}\right)=\left[t_{j}^{i}\right]_{\equiv}$ for $i=1, \ldots, m$ and $g_{j}(x)=\left[s\left(t_{j}^{1}, \ldots, t_{j}^{m}\right)\right]_{\equiv \text {. Note that the induced language semantics identifies } x}$ and $s\left(x_{1}, \ldots, x_{m}\right)$, i.e. we have $[x]_{\equiv} \sim\left[s\left(x_{1}, \ldots, x_{n}\right)\right]_{\equiv}$ (cf. Definition 2.1).

For a $\Sigma$-term $t$, by definition $\partial_{a_{j}}\left([t]_{\equiv}\right)=\left[t \rho_{a_{j}}\right]_{\equiv}$, so an easy induction shows that

$$
o\left(\partial_{w}\left(\left[t\left(x_{1}, \ldots, x_{m}\right)\right]_{\equiv}\right)\right)=r^{B}\left(b_{1}^{B}, \ldots, b_{m}^{B}\right) \quad \text { where } \quad t\left(x_{1} \rho_{w}, \ldots, x_{n} \rho_{w}\right)=r\left(x_{1}, \ldots, x_{m}\right)
$$

By comparing this to (4.6) we obtain by Proposition 2.2, that

$$
\llbracket t\left(e_{1}, \ldots, e_{n}\right) \rrbracket \sim\left[t\left(x_{1}, \ldots, x_{n}\right)\right]_{\equiv}
$$

Thus, specializing to $t=s$ we obtain

$$
e=s\left(e_{1}, \ldots, e_{m}\right) \sim\left[s\left(x_{1}, \ldots, x_{m}\right)\right]_{\equiv} \sim[x]_{\equiv}
$$

By Remark 4.6(1), the constructed reactive $\mathbf{T}$-algebra is equivalent to a $\mathbf{T}$-automaton $m$ for which we then clearly have $\llbracket e \rrbracket=\llbracket x \rrbracket_{m}$.
$(\Leftarrow)$ From $\mathbf{T}$-automata to expressions. Suppose, we are given a T-automaton $(\star)$. The generalized powerset construction yields a reactive $\mathbf{T}$-algebra over $T X$ for which

$$
\begin{equation*}
o\left(\left[t\left(x_{1}, \ldots, x_{m}\right)\right]_{\equiv}\right)=t^{B}\left(b_{1}^{B}, \ldots, b_{m}^{B}\right), \quad \partial_{a_{j}}\left(\left[t\left(x_{1}, \ldots, x_{m}\right)\right]_{\equiv}\right)=\left[t\left(t_{j}^{1}, \ldots, t_{j}^{m}\right)\right]_{\equiv} \tag{4.7}
\end{equation*}
$$

where $b_{i}^{B}=o^{m}\left(x_{i}\right) \in B, t_{j}^{i}$ is a term representing $t^{m}\left(a_{j}, x_{i}\right) \in T X$ and $[t]_{\equiv \text { denotes the equiva- }}$ lence class of the $\Sigma$-term $t$ in $T X$. We successively build expressions $u_{m}, \ldots, u_{1}$ such that all free variables of each $u_{i}$ with $i>1$ are in $\left\{x_{1}, \ldots, x_{i-1}\right\}$ and $u_{1}$ is closed. Let

$$
\begin{aligned}
u_{m} & =\mu x_{m} \cdot\left(a_{1} \cdot t_{1}^{m} \pitchfork \ldots \pitchfork a_{n} \cdot t_{n}^{m} \pitchfork b_{m}\right) \\
u_{i} & =\mu x_{i} \cdot\left(a_{1} \cdot t_{1}^{i}\left[u_{i+1} / x_{i+1}, \ldots, u_{m} / x_{m}\right] \pitchfork \cdots \pitchfork a_{n} \cdot t_{n}^{i}\left[u_{i+1} / x_{i+1}, \ldots, u_{m} / x_{m}\right] \pitchfork b_{i}\right)
\end{aligned}
$$

for all $i=m-1, \ldots, 1$, and let $e_{1}=u_{1}$. We now apply the same construction to $e_{1}$ that we applied to $e$ in the first part of the proof. Note that the $\Sigma$-terms $t_{j}^{i}$ in the construction are precisely the $t_{j}^{i}$ from (4.7) that we used to define the expressions $u_{i}$. Now the construction yields further expressions $e_{i}, i=2, \ldots, m$ and, for every $i$, expressions $e_{1}^{i}, \ldots, e_{n}^{i}$ satisfying the identities

$$
\begin{aligned}
e_{i} & =\mu x_{i} \cdot\left(a_{1} \cdot e_{1}^{i} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n}^{i} \pitchfork b_{i}\right), \\
e_{j}^{i}\left[e_{i} / x_{i}\right] & =t_{j}^{i}\left[e_{1} / x_{1}, \ldots, e_{n} / x_{n}\right] .
\end{aligned}
$$

By the same argument as in the first part of the proof we obtain (4.6). Moreover, for the original reactive $\mathbf{T}$-algebra, also

$$
o\left(\partial_{w}\left(\left[t\left(x_{1}, \ldots, x_{n}\right)\right]_{\equiv}\right)\right)=r^{B}\left(b_{1}^{B}, \ldots, b_{n}^{B}\right) \quad \text { where } \quad t\left(x_{1} \rho_{w}, \ldots, x_{n} \rho_{w}\right)=r\left(x_{1}, \ldots, x_{m}\right)
$$

and therefore we are done by Proposition 2.2.
Example 4.14. Fig. 5 depicts a simple instance of the general correspondence established by Theorem 4.13 in the particular standard case of NFSM. For the expression for $q_{0}$, the subexpressions $t_{i}, t_{j}^{i}$ and the substitutions $\theta_{j}^{i}$ are as follows (we omit empty substitutions $\theta_{j}^{i}$ ):

$$
\begin{aligned}
& t_{1}=\mu x \cdot(a \cdot x \pitchfork b \cdot \mu y \cdot(a \cdot \varnothing \pitchfork b \cdot(x+\mu z \cdot(a \cdot x \pitchfork b \cdot \varnothing \pitchfork \top)) \pitchfork \perp) \pitchfork \perp) \\
& t_{2}=\mu y \cdot(a \cdot \varnothing \pitchfork b \cdot(x+\mu z \cdot(a \cdot x \pitchfork b \cdot \varnothing \pitchfork \top)) \pitchfork \perp) \\
& t_{3}=\mu z \cdot(a \cdot x \pitchfork b \cdot \varnothing \pitchfork \top)
\end{aligned}
$$

$$
\left\{\begin{array}{l}
q_{0}=a . q_{0} \pitchfork b . q_{1} \pitchfork \perp \\
q_{1}=a . \varnothing \pitchfork b \cdot\left(q_{0}+q_{2}\right) \pitchfork \perp \\
q_{2}=a . q_{0} \pitchfork b . \varnothing \pitchfork \top
\end{array}\right.
$$



$$
q_{0}=\mu x .(a . x \pitchfork b . \mu y .(a . \varnothing \pitchfork b \cdot(x+\mu z .(a . x \pitchfork b . \varnothing \pitchfork \top)) \pitchfork \perp) \pitchfork \perp)
$$

Fig. 5. A $\mathcal{P}_{\omega}$-automaton over $A=\{a, b\}, B=\{\top, \perp\}$ as a system of recursive definitions (left); as a nondeterministic FSM (right); and as a reactive expression (bottom).

| $t_{1}^{1}=x$ | $t_{2}^{1}=y$ | $\theta_{2}^{1}=\left[t_{2} / y\right]$ |
| :--- | :--- | :--- |
| $t_{1}^{2}=\emptyset$ | $t_{2}^{2}=x+z$ | $\theta_{2}^{2}=\left[t_{3} / z\right]$ |
| $t_{1}^{3}=x$ | $t_{2}^{3}=\emptyset$ |  |

Furthermore, the triples obtained by successively applying the rule (4.3) are as follows:

| $I$ | $\rho$ | $S$ |
| :---: | :---: | :---: |
| $\}$ | [] | $\left\{x \doteq t_{1}\right\}$ |
| $\{x\}$ | $\left[t_{1} / x\right]$ | $\left\{y \doteq t_{2}\right\}$ |
| $\{x, y\}$ | $\left[t_{1} / x, t_{2}\left[t_{1} / x\right] / y\right]$ | $\left\{z \doteq t_{3}\right\}$ |
| $\{x, y, z\}$ | $\left[t_{1} / x, t_{2}\left[t_{1} / x\right] / y, t_{3}\left[t_{1} / x, t_{2}\left[t_{1} / x\right] / y\right] / z\right]$ | $\}$ |

## 5. T-AUTOMATA: EXAMPLES

As indicated in the previous section, a nondeterministic finite state machines (NFSM) is a specific case of a $\mathbf{T}$-automaton under $B=2$ and $\mathbf{T}=\mathcal{P}_{\omega}$. More generally, we have the following definition.

Definition 5.1 (Weighted $\mathbf{T}$-automata). A weighted $\mathbf{T}$-automaton is a $\mathbf{T}$-automaton ( $\boldsymbol{\star}$ ) with $\mathbf{T}$ being the semimodule monad for the semiring $R$ (see Definition 3.13).
Let $\mathbf{T}$ be the semimodule monad for the semiring $R$. Besides the case $R=B=2$, where we obtain NFSMs, we also obtain $R$-weighted automata [Droste et al. 2009] under $B=R$ (here $B$ is the free $\mathbf{T}$-algebra finitely generated by $\{1\}$ ).

Weighted $\mathbf{T}$-automata can be further generalized as follows. We call a monad additive (cf. [Coumans and Jacobs 2013]) if the corresponding $\Sigma$-theory supports operations

$$
+: 2 \rightarrow 1 \quad \text { and } \quad \emptyset: 0 \rightarrow 1
$$

subject to the axioms of commutative monoids. We call a $\mathbf{T}$-automaton additive if $\mathbf{T}$ is additive. Semimodule monads $\mathbf{T}_{R}$ are additive, of course. Besides the finite powerset monad $\mathbf{T}=\mathcal{P}_{\omega}$, which is the semimodule monad for the Boolean semiring $\{0,1\}$, a simple example is the bag monad $\mathbf{T}_{\mathbb{N}}$, where $\mathbb{N}$ is the usual semiring of natural numbers. This monad assigns to every set $X$ the finite multisets on $X$ (i.e. the free commutative monoid on $X$ ).

Example 5.2 (Probabilistic automata). Rabin's probabilistic automata [Rabin 1963] can be modelled as weighted $\mathbf{T}$-automata over the semiring $[0, \infty)$ with the standard arithmetic operations.

In fact, a Rabin automaton is precisely a $\mathbf{T}$-automaton ( $\star$ ) with a fixed initial state $x_{0}$. Then given a cut-point $\lambda \in[0,1)$, the set

$$
\left\{w \in A^{*} \mid \llbracket x_{0} \rrbracket_{m}(w)>\lambda\right\}
$$

is precisely the language accepted by the Rabin automaton with cut-point $\lambda$ in the standard sense [Rabin 1963].
We now give one example of an additive $\mathbf{T}$-automaton, which is not a weighted $\mathbf{T}$-automaton.

Example 5.3. (Simple) Segala systems [Segala 1995; Segala and Lynch 1995] are systems combining probability and nondeterminism and are essentially coalgebras of transition type $\mathcal{P}(\mathcal{D} \times A) \cong$ $(\mathcal{P} \mathcal{D})^{A}$ where $\mathcal{D}$ is the probability distribution functor. Unfortunately, $\mathcal{P D}$ is not a monad [Dahlqvist and Neves 2017, Theorem 25]. However, the combination of probability and nondeterminism can be modelled by a monad $\mathbf{T}$ whose functorial part is the composition $C M$ of two functors given as follows: for every $X, M X$ consists of the finite valuations over $X$ (cf. Definition 3.13); for any semimodule $U, C(U)$ consists of all subsets of $U$, which are nonempty and convex. Convexity of a set $S$ here means that a convex combination $p_{1} \cdot \xi_{1}+\ldots+p_{n} \cdot \xi_{n}$, i.e. where $\sum_{i} p_{i}=1$, belongs to $S$ whenever $\xi_{i} \in S$ for every $i$. $\mathbf{T}$-automata for $\mathbf{T}=C M$ are automata with combined probabilistic and nondeterministic branching. Taking $B=C M 1=C[0, \infty)$, the set of all nonempty convex subsets of $[0, \infty)$, the semantics of a state of a $\mathbf{T}$-automaton is a formal power-series $A^{*} \rightarrow C[0, \infty)$. We leave the task of working out the relationship to Segala systems and their semantics for further work.

We will now show that additive $\mathbf{T}$-automata allow for a more relaxed syntax of reactive expressions. As before we fix a finite set $A=\left\{a_{1}, \ldots, a_{n}\right\}$ of actions.

Definition 5.4 (Guardedness, Additive expressions). Let $\Sigma$ be the signature of the algebraic theory of the additive monad $\mathbf{T}$, and let $B_{0}$ be a finite set. We call an expression $e$ defined by the grammar

$$
\begin{equation*}
\gamma::=b|x| \mu x . \gamma|a . \gamma| f(\gamma, \ldots, \gamma) \quad\left(a \in A, b \in B_{0}, f \in \Sigma\right) \tag{5.1}
\end{equation*}
$$

guarded in $x$ if one of the following inductive clauses apply:

- (induction base) $e \in B_{0}, e$ is a variable distinct from $x, e=a . e^{\prime}$, or $e=\mu x . e^{\prime}$ for some expression $e^{\prime}$;
- (induction step) $e=f\left(e_{1}, \ldots, e_{n}\right)$ for some $e_{1}, \ldots, e_{n}$ guarded in $x$, or $e=\mu y . e^{\prime}$ where $x \neq y$ and $e^{\prime}$ guarded in $x$.
An expression generated by (5.1) is an open additive reactive expression if for every of its subexpression $\mu x . e, e$ is guarded in $x$. Additive reactive expressions are those open ones in which all variables are bound. We denote by $\mathrm{A}_{\Sigma, B_{0}}$ the set of additive reactive expression over $\Sigma, B_{0}$ and by $\mathrm{A}_{\Sigma, B_{0}}^{O}$ the corresponding set of open additive expressions.

Proposition 5.5. Let $\mathbf{T}$ be an additive monad and let $B$ be a $\mathbf{T}$-algebra generated by the finite set $B_{0}$. Given a reactive expression we obtain an additive reactive expression by replacing recursively each $\pitchfork$ with + . Conversely, one can also transform any additive reactive expression to a reactive expression, and both transformation are mutually inverse modulo the semantic equivalence $\sim$.

Proof. (1) Let $\Sigma$ be the signature of the $\Sigma$-theory of $\mathbf{T}$. First, we observe that $A_{\Sigma, B_{0}}$ clearly carries a $\Sigma$-algebra structure. Moreover, it also carries an $L$-transition structure. In order to define it we first define an auxiliary normalization function $n$ on (not necessarily closed) additive expressions as follows:

$$
\begin{array}{clll}
\mathrm{n}\left(f\left(e_{1}, \ldots, e_{n}\right)\right)=f\left(\mathrm{n}\left(e_{1}\right), \ldots, \mathrm{n}\left(e_{n}\right)\right) \quad(f \neq+) & \mathrm{n}(p+q)=p \quad(\mathrm{n}(q)=\emptyset) \\
\mathrm{n}(p+q)=\mathrm{n}(p)+\mathrm{n}(q) & (\mathrm{n}(p) \neq \emptyset, \mathrm{n}(q) \neq \emptyset) & \mathrm{n}(p+q)=q \quad(\mathrm{n}(p)=\emptyset) \\
\mathrm{n}(\mu x . e)=\mu x . \mathrm{n}(e) \quad \mathrm{n}(\text { a.e })=a \cdot \mathrm{n}(e) \quad \mathrm{n}(p)=p & \left(p \text { a variable or } p \in B_{0}\right)
\end{array}
$$

Then we inductively define the $L$-transition structure on $\mathrm{A}_{\Sigma, B_{0}}$ :

$$
\begin{array}{cccc}
o(b)=b^{B} & o(\mu x . e)=o(e[\mu x . e / x]) & o\left(a_{i} \cdot e\right)=\emptyset^{B} \\
\partial_{a_{i}}(b)=\emptyset & \partial_{a_{i}}(\mu x . e)=\partial_{a_{i}}(e[\mu x . e / x]) & \partial_{a_{i}}\left(a_{i} \cdot e\right)=\mathrm{n}(e), \partial_{a_{i}}\left(a_{j} \cdot e\right)=\emptyset & (i \neq j) \\
o\left(f\left(e_{1}, \ldots, e_{n}\right)\right)=f^{B}\left(o\left(e_{1}\right), \ldots, o\left(e_{n}\right)\right) & \partial_{a_{i}}\left(f\left(e_{1}, \ldots, e_{n}\right)\right)=\mathrm{n}\left(f\left(\partial_{a_{i}}\left(e_{1}\right), \ldots, \partial_{a_{i}}\left(e_{n}\right)\right)\right)
\end{array}
$$

Our usage of n here is merely a technical trick to keep the proof elementary. Note that the clauses for $\mu x . e$ are well-founded due to guardedness.

We record the following simple properties of $n$ :

$$
\begin{align*}
\mathrm{n}(\mathrm{n}(p)) & =\mathrm{n}(p)  \tag{5.2}\\
\mathrm{n}(p+q) & =\mathrm{n}(\mathrm{n}(p)+\mathrm{n}(q))  \tag{5.3}\\
\mathrm{n}(e[\mu x \cdot t / y]) & =\mathrm{n}(e)[\mathrm{n}(\mu x . t) / y]  \tag{5.4}\\
\mathrm{n}\left(\partial_{a}(p)\right) & =\partial_{a}(\mathrm{n}(p)) \tag{5.5}
\end{align*}
$$

where $p, q \in \mathrm{~A}_{\Sigma, B_{0}}$. Identity (5.2) follows by structural induction over $p$. The only nontrivial case is $p=p_{1}+p_{2}$ with $\mathrm{n}\left(p_{1}\right) \neq \emptyset$ and $\mathrm{n}\left(p_{2}\right) \neq \emptyset$ (note that in the third step below we use that, by induction, $\left.\mathrm{n}\left(\mathrm{n}\left(p_{i}\right)\right)=\mathrm{n}\left(p_{i}\right) \neq \emptyset\right)$ :

$$
\begin{align*}
\mathrm{n}(\mathrm{n}(p)) & =\mathrm{n}\left(\mathrm{n}\left(p_{1}+p_{2}\right)\right) \\
& =\mathrm{n}\left(\mathrm{n}\left(p_{1}\right)+\mathrm{n}\left(p_{2}\right)\right) \\
& =\mathrm{n}\left(\mathrm{n}\left(p_{1}\right)\right)+\mathrm{n}\left(\mathrm{n}\left(p_{2}\right)\right) \\
& =\mathrm{n}\left(p_{1}\right)+\mathrm{n}\left(p_{2}\right)  \tag{5.2}\\
& =\mathrm{n}\left(p_{1}+p_{2}\right) \\
& =\mathrm{n}(p)
\end{align*}
$$

// def. of $n$
// def. of $n,(5.2)$
// def. of $n$

Identity (5.3) then follows from (5.2) by case distinction: it is obvious if $\mathrm{n}(p)=\emptyset$ or $\mathrm{n}(q)=\emptyset$, otherwise $\mathrm{n}(p+q)=\mathrm{n}(\mathrm{n}(p+q))=\mathrm{n}(\mathrm{n}(p)+\mathrm{n}(q))$. Identity (5.4) is a restricted form of substitution lemma, which can as usual be established by induction over the context $e$ and the proof relies both on (5.2) and (5.3). Note, however that in our setting it does not hold more generally, e.g. with $e=b+y, \mathrm{n}(e[\emptyset / y])=b \neq b+\emptyset=\mathrm{n}(e)[\mathrm{n}(\emptyset) / y]$. Finally, identity (5.5) follows from the previous identities by induction over $p$, in particular, the most difficult case $p=\mu x$. $e$ requires (5.4):

$$
\begin{array}{rlr}
\mathrm{n}\left(\partial_{a}(p)\right) & =\mathrm{n}\left(\partial_{a}(\mu x . e)\right) & \\
& =\mathrm{n}\left(\partial_{a}(e[p / x])\right) & / / \text { def. of } \partial_{a} \\
& =\partial_{a}(\mathrm{n}(e[p / x])) & \text { // ind. hypothesis } \\
& =\partial_{a}(\mathrm{n}(e)[\mathrm{n}(p) / x]) & / /(5.4) \\
& \left.=\partial_{a}(\mu x . \mathrm{n}(e) / x]\right) & / / \text { def. of } \mathrm{n} \\
& =\partial_{a}(\mathrm{n}(p)) . & / / \text { def. of } \partial_{a}
\end{array}
$$

Another case of interest in proving (5.5) is $p=p_{1}+p_{2}$ under $\mathrm{n}\left(p_{1}\right) \neq \emptyset \neq \mathrm{n}\left(p_{2}\right)$ :

$$
\begin{array}{rlr}
\partial_{a}\left(\mathrm{n}\left(p_{1}+p_{2}\right)\right) & =\partial_{a}\left(\mathrm{n}\left(p_{1}\right)+\mathrm{n}\left(p_{2}\right)\right) & \text { // def. of } \mathrm{n} \\
& =\mathrm{n}\left(\partial_{a}\left(\mathrm{n}\left(p_{1}\right)\right)+\partial_{a}\left(\mathrm{n}\left(p_{2}\right)\right)\right) & / / \text { def. of } \partial_{a} \\
& =\mathrm{n}\left(\mathrm{n}\left(\partial_{a}\left(p_{1}\right)\right)+\mathrm{n}\left(\partial_{a}\left(p_{2}\right)\right)\right) & \text { // ind. hypothesis } \\
& =\mathrm{n}\left(\partial_{a}\left(p_{1}\right)+\partial_{a}\left(p_{2}\right)\right) & / /(5.3) \\
& =\mathrm{n}\left(\mathrm{n}\left(\partial_{a}\left(p_{1}\right)+\partial_{a}\left(p_{2}\right)\right)\right) & / /(5.2) \\
& =\mathrm{n}\left(\partial_{a}\left(p_{1}+p_{2}\right)\right) . & / / \text { def. of } \partial_{a}
\end{array}
$$

(2) By Definition 2.1, the above $L$-coalgebra structure on $\mathrm{A}_{\Sigma, B_{0}}$ induces a language semantics; again we write $\llbracket e \rrbracket$ for the formal power series denoted by $e \in \mathrm{~A}_{\Sigma, B_{0}}$. Let us show that this semantics agrees with the semantics of $\mathrm{E}_{\Sigma, B_{0}}$, that is $\llbracket e \rrbracket=\llbracket \operatorname{tr}(e) \rrbracket$ with $e \in \mathrm{E}_{\Sigma, B_{0}}$ and $\operatorname{tr}: \mathrm{E}_{\Sigma, B_{0}} \rightarrow \mathrm{~A}_{\Sigma, B_{0}}$ defined inductively as follows:

$$
\begin{aligned}
\operatorname{tr}\left(f\left(e_{1}, \ldots, e_{n}\right)\right) & =\mathrm{n}\left(f\left(\operatorname{tr}\left(e_{1}\right), \ldots, \operatorname{tr}\left(e_{n}\right)\right)\right), & \operatorname{tr}(x)=x, \\
\operatorname{tr}\left(\mu x . a_{1} \cdot e_{1} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n} \pitchfork s\right) & =\mu x \cdot \mathrm{n}\left(a_{1} \cdot \operatorname{tr}\left(e_{1}\right)+\ldots+a_{n} \cdot \operatorname{tr}\left(e_{n}\right)+\operatorname{tr}(s)\right), & \operatorname{tr}(b)=b .
\end{aligned}
$$

Note that $s$ in the bottom left equation is an arbitrary term in the theory of $\mathbf{T}$ according to the $\beta$-clause of the grammar in Definition 4.8. In fact, the above assigments define tr on expressions containing free variables and according to the $\gamma$ and $\beta$-clauses of Definition 4.8. By case distinction it is straightforward to prove that for every (not necessarily closed) $e$ we have

$$
\begin{equation*}
\mathrm{n}(\operatorname{tr}(e))=\operatorname{tr}(e) \tag{5.6}
\end{equation*}
$$

Moreover, we have the following property

$$
\begin{equation*}
\operatorname{tr}(e[t / x])=\mathrm{n}(\operatorname{tr}(e)[\operatorname{tr}(t) / x]) . \tag{5.7}
\end{equation*}
$$

The proof of the latter is essentially straightforward but quite tedious. In order to show the desired equation $\llbracket e \rrbracket=\llbracket \operatorname{tr}(e) \rrbracket$, by Proposition 2.2, it suffices to check that $\operatorname{tr}$ is an $L$-coalgebra homomorphism, i.e.

$$
\partial_{a_{i}}(\operatorname{tr}(e))=\operatorname{tr}\left(\partial_{a_{i}}(e)\right) \quad \text { and } \quad o(\operatorname{tr}(e))=o(e) \quad\left(a_{i} \in A, e \in \mathrm{E}_{\Sigma, B_{0}}\right)
$$

This again follows by induction over the number of clauses recursively applied to define $o(e)$ and $\partial_{a_{i}}(e)$ and the proof relies on (5.2)-(5.5). E.g. for $e=f\left(e_{1}, \ldots, e_{n}\right)$ we calculate

$$
\begin{array}{rlr}
\partial_{a_{i}}\left(\operatorname{tr}\left(f\left(e_{1}, \ldots, e_{n}\right)\right)\right) & =\partial_{a_{i}}\left(\mathrm{n}\left(f\left(\operatorname{tr}\left(e_{1}\right), \ldots, \operatorname{tr}\left(e_{n}\right)\right)\right)\right) & \text { / def. of } \operatorname{tr} \\
& =\mathrm{n}\left(\partial_{a_{i}}\left(f\left(\operatorname{tr}\left(e_{1}\right), \ldots, \operatorname{tr}\left(e_{n}\right)\right)\right)\right) & \text { // (5.5) } \\
= & \mathrm{n}\left(\mathrm{n}\left(f\left(\partial_{a_{i}}\left(\operatorname{tr}\left(e_{1}\right)\right), \ldots, \partial_{a_{i}}\left(\operatorname{tr}\left(e_{n}\right)\right)\right)\right)\right) & \text { // def. of } \partial_{a_{i}} \\
= & \left.\mathrm{n}\left(f\left(\partial_{a_{i}}\left(\operatorname{tr}\left(e_{1}\right)\right), \ldots, \partial_{a_{i}} \operatorname{tr}\left(e_{n}\right)\right)\right)\right) & \text { // (5.2) } \\
= & \mathrm{n}\left(f\left(\operatorname{tr}\left(\partial_{a_{i}}\left(e_{1}\right)\right), \ldots, \operatorname{tr}\left(\partial_{a_{i}}\left(e_{1}\right)\right)\right)\right) & \text { // ind. hypothesis } \\
=\operatorname{tr}\left(f\left(\partial_{a_{i}}\left(e_{1}\right), \ldots, \partial_{a_{i}}\left(e_{n}\right)\right)\right) & \text { / def. of } \operatorname{tr} \\
=\operatorname{tr}\left(\partial_{a_{i}}\left(f\left(e_{1}, \ldots, e_{n}\right)\right)\right), & \text { // def. (4.2) of } \partial_{a_{i}} \text { on } \mathrm{E}_{\Sigma, B_{0}} \\
o\left(\operatorname{tr}\left(f\left(e_{1}, \ldots, e_{n}\right)\right)\right) & =o\left(\mathrm{n}\left(f\left(\operatorname{tr}\left(e_{1}\right), \ldots, \operatorname{tr}\left(e_{n}\right)\right)\right)\right) & \text { / def. of } \operatorname{tr} \\
& =o\left(f \left(\mathrm{n}\left(\operatorname{tr}\left(e_{1}\right)\right), \ldots, \mathrm{n}\left(\operatorname{tr}\left(e_{n}\right)\right)\right.\right. & \text { // def. of } \mathrm{n} \\
& =o\left(f\left(\operatorname{tr}\left(e_{1}\right), \ldots, \operatorname{tr}\left(e_{n}\right)\right)\right) & \text { // (5.6) } \\
& =f^{B}\left(o\left(\operatorname{tr}\left(e_{1}\right)\right), \ldots, o\left(\operatorname{tr}\left(e_{n}\right)\right)\right) & \text { // def. of } o \\
& =f^{B}\left(o\left(e_{1}\right), \ldots, o\left(e_{n}\right)\right) & \text { // induction hypothesis } \\
& =o\left(f\left(e_{1}, \ldots, e_{n}\right)\right) . & \text { // def. of } o
\end{array}
$$

The remaining clauses do not cause any trouble and are handled in a similar fashion. For example, for $e=\mu x . a_{1} . e_{1} \pitchfork \ldots \pitchfork a_{n} . e_{n} \pitchfork s$ we have by the definition of $o$

$$
o\left(\mu x \cdot a_{1} \cdot e_{1} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n} \pitchfork s\right)=s^{B} .
$$

Starting at the right-hand side we have

$$
\begin{array}{rlr}
o(\operatorname{tr} & \left(\mu x \cdot a_{1} \cdot e_{1}+\ldots+a_{n} \cdot e_{n}+s\right) & \text { / def. of } \operatorname{tr} \\
& =o(\mu x \cdot \underbrace{\mathrm{n}\left(a_{1} \cdot \operatorname{tr}\left(e_{1}\right)+\ldots+a_{n} \cdot \operatorname{tr}\left(e_{n}\right)+\operatorname{tr}(s)\right)}_{t}) & \\
& =o\left(\mathrm{n}\left(a_{1} \cdot \operatorname{tr}\left(e_{1}\right)+\ldots+a_{n} \cdot \operatorname{tr}\left(e_{n}\right)+\operatorname{tr}(s)\right)[\mu x \cdot t / x]\right) . & \text { /def. of } o
\end{array}
$$

If $n(\operatorname{tr}(s))=\emptyset$ then the latter evaluates to

$$
o\left(a_{1} \cdot \mathrm{n}\left(\operatorname{tr}\left(e_{1}\right)\right)[\mu x \cdot t / x]+\ldots+a_{n} \cdot \mathrm{n}\left(\operatorname{tr}\left(e_{n}\right)\right)[\mu x \cdot t / x]\right)=\emptyset^{B}=s^{B}
$$

using the definition of n for the first equation, and the fact that $\mathrm{n}(\operatorname{tr}(s))=\emptyset$ implies $s=\emptyset+\cdots+\emptyset$ for the second equation.

If $n(\operatorname{tr}(s)) \neq \emptyset$ then, analogously,

$$
\begin{aligned}
& o\left(\mathrm{n}\left(a_{1} \cdot \operatorname{tr}\left(e_{1}\right)+\ldots+a_{n} \cdot \operatorname{tr}\left(e_{n}\right)+\operatorname{tr}(s)\right)[\mu x \cdot t / x]\right) \\
& \quad=o\left(a_{1} \cdot \mathrm{n}\left(\operatorname{tr}\left(e_{1}\right)\right)[\mu x \cdot t / x]+\ldots+a_{n} \cdot \mathrm{n}\left(\operatorname{tr}\left(e_{n}\right)\right)[\mu x \cdot t / x]+\mathrm{n}(\operatorname{tr}(s))\right) \quad \text { / def. of } \mathrm{n} \\
& \quad=(\operatorname{tr}(s))^{B}=s^{B},
\end{aligned}
$$

where the last step is established by an easy induction (over terms $s$ according to the $\beta$-clause in Definition 4.8).

Finally, we calculate:

$$
\begin{array}{rlr}
\operatorname{tr}\left(\partial_{a_{i}}\left(\mu x \cdot a_{1} \cdot e_{1} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n} \pitchfork b\right)\right) & \text { // def. of } \partial_{a_{i}} \\
\quad=\operatorname{tr}\left(e_{i}\left[\mu x \cdot a_{1} \cdot e_{1} \pitchfork \ldots \pitchfork a_{n} \cdot e_{n} \pitchfork b / x\right]\right) & / /(5.7) \\
\quad=\mathrm{n}\left(\operatorname{tr}\left(e_{i}\right)\left[\mu x \cdot \mathrm{n}\left(a_{1} \cdot \operatorname{tr}\left(e_{1}\right)+\ldots+a_{n} \cdot \operatorname{tr}\left(e_{n}\right)+b\right) / x\right]\right) & / \text { def. of } \partial_{a_{i}} \\
\quad=\mathrm{n}\left(\partial_{a_{i}}\left(\mu x \cdot \mathrm{n}\left(a_{1} \cdot \operatorname{tr}\left(e_{1}\right)+\ldots+a_{n} \cdot \operatorname{tr}\left(e_{n}\right)+b\right)\right)\right) & / /(5.5) \\
\quad=\partial_{a_{i}}\left(\mathrm{n}\left(\mu x \cdot \mathrm{n}\left(a_{1} \cdot \operatorname{tr}\left(e_{1}\right)+\ldots+a_{n} \cdot \operatorname{tr}\left(e_{n}\right)+b\right)\right)\right) & \text { // def. of } \operatorname{tr}
\end{array}
$$

(3) In order to prove the desired converse in the statement of the proposition, we define a translation map $\overline{\operatorname{tr}}: \mathrm{A}_{\Sigma, B_{0}} \rightarrow \mathrm{E}_{\Sigma, B_{0}}$. In order to do this we first define an auxiliary map $\bar{o}$ on every expression according to (5.1) that is guarded in each of its variables; $\bar{o}$ works similarly as $o$ but without interpreting $\emptyset, f$ and $b$ in $B$, whence delivering a term in the theory of $\mathbf{T}$ according to the $\beta$-clause of Definition 4.8:

$$
\begin{aligned}
\bar{o}(b) & =b & \bar{o}(\mu x . e) & =\bar{o}(e[\mu x e . / x]) \\
\bar{o}(a . e) & =\emptyset & \bar{o}\left(f\left(e_{1}, \ldots, e_{n}\right)\right) & =f\left(\bar{o}\left(e_{1}\right), \ldots, \bar{o}\left(e_{n}\right)\right)
\end{aligned}
$$

Then $\bar{o}(e)$ is well-defined by guardedness of $e$. Similarly, we define auxiliary maps $a^{-1}$ completely similarly as $\partial_{a}$; however, $a^{-1}$ can be applied to expressions $e$ containing free variables but which are still guarded in each of their variables. That means we do not (need to) define $a^{-1}$ on variables $x$. Now we define $\overline{\operatorname{tr}}$ (on not necessarily closed expressions) as follows:

$$
\begin{aligned}
\overline{\operatorname{tr}}(x) & =x, \\
\overline{\operatorname{tr}}(b) & =\mu x \cdot a_{1} \cdot \emptyset \pitchfork \ldots \pitchfork a_{n} \cdot \emptyset \pitchfork b, \\
\overline{\operatorname{tr}}\left(a_{i} \cdot e\right) & =\mu x \cdot a_{1} \cdot \emptyset \pitchfork \ldots \pitchfork a_{i} \cdot \overline{\operatorname{tr}}(e) \pitchfork \ldots \pitchfork a_{n} \cdot \emptyset \pitchfork \emptyset, \\
\overline{\operatorname{tr}\left(f\left(e_{1}, \ldots, e_{n}\right)\right)} & =f\left(\overline{\operatorname{tr}}\left(e_{1}\right), \ldots, \overline{\operatorname{tr}}\left(e_{n}\right)\right), \\
\overline{\operatorname{tr}}(\mu x . e) & =\mu x \cdot a_{1} \cdot \overline{\operatorname{tr}}\left(a_{1}^{-1}(e)\right) \pitchfork \ldots \pitchfork a_{n} \cdot \overline{\operatorname{tr}}\left(a_{n}^{-1}(e)\right) \pitchfork \bar{o}(\mu x . e) .
\end{aligned}
$$

Before we proceed we first need a substitution lemma similar to (5.7):

$$
\begin{equation*}
\overline{\operatorname{tr}}(e[t / x])=\overline{\operatorname{tr}}(e)[\overline{\operatorname{tr}}(t) / x] . \tag{5.8}
\end{equation*}
$$

We deduce $\llbracket e \rrbracket=\llbracket \overline{\operatorname{tr}}(e) \rrbracket$ for any $e \in \mathrm{~A}_{\Sigma, B_{0}}$ from

$$
o(\overline{\operatorname{tr}}(e))=o(e) \quad \text { and } \quad \partial_{a}(\overline{\operatorname{tr}}(e))=\overline{\operatorname{tr}}\left(\partial_{a}(e)\right) \text { for every } a \in A
$$

We have, e.g. for $e=\mu x . t$,

$$
\begin{align*}
\partial_{a_{i}}(\overline{\operatorname{tr}}(e)) & =\partial_{a_{i}}\left(\mu x \cdot a_{1} \cdot \overline{\operatorname{tr}}\left(a_{1}^{-1}(t)\right) \pitchfork \ldots \pitchfork a_{n} \cdot \overline{\operatorname{tr}}\left(a_{n}^{-1}(t)\right) \pitchfork o(e)\right) \\
& =\overline{\operatorname{tr}}\left(a_{i}^{-1}(t)\right)[\operatorname{tr}(e) / x] \\
& =\overline{\operatorname{tr}}\left(a_{i}^{-1}(t)[e / x]\right)  \tag{5.8}\\
& =\overline{\operatorname{tr}}\left(\partial_{a_{i}}(t[e / x])\right) \\
& =\overline{\operatorname{tr}}\left(\partial_{a_{i}}(e)\right) .
\end{align*}
$$

The remaining cases are verified routinely.

Remark 5.6. We note that for weighted automata additive expressions can be equivalently converted to the familiar rational expressions from weighted automata theory. Suppose that $B_{0}$ is a oneelement set, $\{1\}$ say, so $B=R$. Then we can define a composition operation $\bullet: \mathrm{A}_{\Sigma, B_{0}}^{O} \times \mathrm{A}_{\Sigma, B_{0}}^{O} \rightarrow$ $\mathrm{A}_{\Sigma, B_{0}}^{O}$ inductively by:

$$
\begin{array}{ccrl}
x \bullet t & =x & 1 \bullet t=t & (\mu x . e) \bullet t=\mu x .(e \bullet t) \\
(a . e) \bullet t=a .(e \bullet t) & & f\left(e_{1}, \ldots, e_{n}\right) \bullet t=f\left(e_{1} \bullet t, \ldots, e_{n} \bullet t\right)
\end{array}
$$

According to this definition we have $a . e=a .(1 \bullet e)=(a .1) \bullet e$, i.e. every expression $a . e$ can be expressed using $\bullet$ and expressions $a .1$ only. The signature $\Sigma$ of the semimodule theory consists of one binary operation symbol + and unary operation symbols, one for every $r \in R$, denoted $r \cdot-$. Thus, writing simply $a$ for $a .1$ and $r$ for $r \cdot 1$, an alternative syntax for additive reactive expressions can be defined by the following grammar:

$$
\begin{equation*}
\gamma::=x|\mu x . \gamma| a|r| \gamma+\gamma \mid \gamma \bullet \gamma \quad(a \in A, r \in R) \tag{5.9}
\end{equation*}
$$

Guardedness becomes somewhat more complicated to formulate: $t$ is guarded in $x$ if $x$ is contained in a subterm $t_{l} \bullet t_{r}$ of $t$ in the right-hand subterm $t_{r}$, where the left-hand subterm $t_{l}$ contains some letter $a \in A$. Again, we consider expressions in which in every subexpression $\mu x . e, e$ is guarded in $x$ and where all variables are bound. The syntax can be restricted further by requiring that in every expression $\mu x . t, t$ is of the form $1+e \bullet x$, where $e$ is closed. Indeed, using the above sound equations, associativity of $\bullet$, and the following distributive laws

$$
(s+t) \bullet e=s \bullet e+t \bullet e, \quad e \bullet(s+u)=e \bullet s+e \bullet u,
$$

the desired result can be shown by induction over the number of $\mu$-operators as follows. Let $\mu x . t$ be an expression with $t$ satisfying the induction hypothesis. Then $t$ can be brought to the form $q+e \bullet x$ with $q$ not containing $x$. Now we have

$$
\begin{aligned}
\mu x . t & =\mu x .(q+e \bullet x) \\
& =\mu x .(1 \bullet q+e \bullet(x \bullet q)) \\
& =\mu x .((1+e \bullet x) \bullet q) \\
& =(\mu x .(1+e \bullet x)) \bullet q
\end{aligned}
$$

The usual notation for $\mu x .(1+e \bullet x)$ is Kleene star $e^{*}$. Hence, by replacing $\mu x . \gamma$ with $\gamma^{*}$ in the grammar (5.9) we thus arrive at the grammar of rational expressions used in the Kleene-Schützenberger theorem (see e.g. [Droste et al. 2009]).

### 5.1. Stack T-automata

Here and in later sections we turn our attention to a different kind of examples of $\mathbf{T}$-automata, where $\mathbf{T}$ is related to the store monad. A prominent instance are $\mathbf{T}$-automata where $\mathbf{T}$ is the stack monad (Definition 3.14), which model finite state machines manipulating a push-down store.

Definition 5.7 (Stack $\mathbf{T}$-automaton). A stack $\mathbf{T}$-automaton is a $\mathbf{T}$-automaton ( $\boldsymbol{\star}$ ) for which

- $\mathbf{T}$ is the stack monad over $\Gamma$;
- $B$ is the set of predicates over $\Gamma^{*}$ consisting of all those $p \in 2^{\Gamma^{*}}$ for each of which there exists a $k$ such that $p(w u)=p(w)$ whenever $|w| \geq k$;
$-\alpha^{m}: T B \rightarrow B$ is given by evaluation; it restricts the morphism

$$
\left(2^{\Gamma^{*}} \times \Gamma^{*}\right)^{\Gamma^{*}} \xrightarrow{\mathrm{ev}^{\Gamma^{*}}} 2^{\Gamma^{*}},
$$

where ev : $2^{\Gamma^{*}} \times \Gamma^{*} \rightarrow 2$ is the evaluation morphism:

$$
\alpha^{m}(r, t)(s)=r(s)(t(s))
$$

Intuitively, $o^{m}: X \rightarrow B \subseteq 2^{\Gamma^{*}}$ models the acceptance condition by final states and stack contents, that is, we can consider $w \in A^{*}$ to be jointly accepted by a stack $\mathbf{T}$-automaton $m$, an initial state $x_{0}$, an initial stack symbol $\gamma_{0}$, a finite set of final states $F$ and a set of final stack configurations $S$ if $\llbracket x_{0} \rrbracket_{m}(w)\left(\gamma_{0}\right)=\top$ where $o^{m}(x)(s)=\top$ iff $x \in F, s \in S$. As $B$ obeys constraints analogous to those of $T X$, scanning an unbounded portion of the stack by $o^{m}$ is disallowed; the role of the algebraic structure $\alpha^{m}$ is roughly to trace acceptance conditions backwards along the transition structure $t^{m}$.

In terms of $\Sigma$-theories, $B$ is finitely generated over the set of generators $B_{0}=\{\perp, \top\}$ and as such is a quotient of $T 2$ under additional laws: $\operatorname{push}_{i}(\perp)=\perp$ and $\operatorname{push}_{i}(T)=\top$. The formal argument showing that $B$ is indeed an algebra for the stack monad is as follows. By Corollary 3.12, the stack monad, being a submonad of the store monad over $\Gamma^{*}$, induces a submonad $\mathbf{P}$ of the reader monad over $\Gamma^{*}$. For this monad $\mathbf{P}$ we have that $P X$ consists of those $r: \Gamma^{*} \rightarrow X$ for each of which there exists $k$ such that for every $w \in \Gamma^{*}$ and $u \in \Gamma^{*}, r(w u)=r(w)$ whenever $|w| \geq k$. In particular, this makes $B=P 2$ a $\mathbf{P}$-algebra and hence a $\mathbf{T}$-algebra.

The expected fact that stack T-automata can be used as a replacement for deterministic pushdown automata without silent transitions (viz deterministic real-time push-down automata) is justified by the following result.

THEOREM 5.8. Let $m$ be a stack $\mathbf{T}$-automaton. Given $x_{0} \in X$ and $\gamma_{0} \in \Gamma$,

$$
\begin{equation*}
\left\{w \in A^{*} \mid \llbracket x_{0} \rrbracket_{m}(w)\left(\gamma_{0}\right)=\top\right\} \tag{5.10}
\end{equation*}
$$

is a real-time deterministic context-free language. Conversely, for any real-time deterministic context-free language $\mathcal{L} \subseteq A^{*}$ there exist a stack $\mathbf{T}$-automaton $(\star)$, an $x_{0} \in X$, and a $\gamma_{0} \in \Gamma$ such that $\mathcal{L}$ is the language in (5.10).
As we shall see in Theorem 6.7, one can obtain an analogous characterization of ordinary contextfree languages (essentially because for nondeterministic push-down automata the restriction of being real-time is omissible).

For the proof of Theorem 5.8 we need an explicit description of the action of the language semantics map $\llbracket-\rrbracket_{m}$ defined in Diagram (4.1) in terms of the given data of the $\mathbf{T}$-automaton $m$.

Lemma 5.9. Given any T-automaton $(\star), x \in X$ and $w \in A^{*}$ then

$$
\begin{equation*}
\llbracket x \rrbracket_{m}(\epsilon)=o^{m}(x), \quad \llbracket x \rrbracket_{m}(a u)=\alpha^{m}\left(\text { do } y \leftarrow t^{m}(a, x) ; \eta_{X} \llbracket y \rrbracket_{m}(u)\right) . \tag{5.11}
\end{equation*}
$$

Proof. Recall that the transition structure $\iota$ in (4.1) arises from $o: B^{A^{*}} \rightarrow B$ and $\partial_{a}: B^{A^{*}} \rightarrow$ $B^{A^{*}}$ with $o(\sigma)=\sigma(\epsilon)$ and $\partial_{a}(\sigma)=\lambda w . \sigma(a w)$. Thus, we obtain the semantics map

$$
\llbracket-\rrbracket_{m}=\left(X \xrightarrow{\eta_{X}} T X \xrightarrow{\widehat{m}^{\sharp}} B^{A^{*}}\right) .
$$

The commutativity of (4.1) can now equivalently be restated as the two equations

$$
o\left(\llbracket x \rrbracket_{m}\right)=o^{m}(x), \quad \partial_{a}\left(\llbracket x \rrbracket_{m}\right)=\widehat{m}^{\sharp}\left(t^{m}(x, a)\right) \quad \text { for every } x \in X \text { and } a \in A .
$$

The left equation implies the left of (5.11) since $o\left(\llbracket x \rrbracket_{m}\right)=\llbracket x \rrbracket_{m}(\epsilon)$. For the second statement notice first that by the freeness of $T X$ we have that $\widehat{m}^{\sharp}$ is the unique T-algebra morphism extending $\llbracket-\rrbracket_{m}$. Thus, we have

$$
\widehat{m}^{\sharp}=\alpha \cdot T \llbracket-\rrbracket_{m}: T X \rightarrow B^{A^{*}},
$$

where $\alpha$ is the $\mathbf{T}$-algebra structure on $B^{A^{*}}$. Observe that $\alpha: T\left(B^{A^{*}}\right) \rightarrow B^{A^{*}}$ is given pointwise, i. e. $\alpha$ is the unique morphism satisfying

$$
\mathrm{ev}_{u} \cdot \alpha=\left(T\left(B^{A^{*}}\right) \xrightarrow{T \mathrm{ev}_{u}} T B \xrightarrow{\alpha^{m}} B\right)
$$

for every $u \in A^{*}$, where $\mathrm{ev}_{u}: B^{A^{*}} \rightarrow B$ is the obvious evaluation at $u \in A^{*}: \operatorname{ev}_{u}(f)=f(u)$. It follows that for every word $u \in A^{*}$ we have

$$
\widehat{m}^{\sharp}(-)(u)=\left(T X \xrightarrow{T\left(\mathrm{ev}_{u} \cdot \mathbb{\llbracket}-\mathbb{\rrbracket}_{m}\right)} T B \xrightarrow{\alpha^{m}} B\right) ;
$$

indeed we have:

$$
\widehat{m}^{\sharp}(-)(u)=\mathrm{ev}_{u} \cdot \widehat{m}^{\sharp}=\mathrm{ev}_{u} \cdot \alpha \cdot T \llbracket-\rrbracket_{m}=\alpha^{m} \cdot T \mathrm{ev}_{u} \cdot T \llbracket-\rrbracket_{m}=\alpha^{m} \cdot T\left(\mathrm{ev}_{u} \cdot \llbracket-\rrbracket_{m}\right)
$$

and therefore

$$
\begin{align*}
\llbracket x \rrbracket_{m}(a u) & =\partial_{a}\left(\llbracket x \rrbracket_{m}\right)(u) & & \text { // definition of } \partial_{a} \\
& =\widehat{m}^{\sharp}\left(t^{m}(x, a)\right)(u) & & /(4.1)  \tag{4.1}\\
& =\left(\alpha^{m} \cdot T\left(\mathrm{ev}_{u} \cdot \llbracket-\rrbracket_{m}\right)\right)\left(t^{m}(x, a)\right) . & &
\end{align*}
$$

The last line is the desired right-hand side of the right equation in (5.11).
Before we proceed with the proof of Theorem 5.8, let us recall that a deterministic pushdown automaton (dpda) $M$ is determined by a transition function

$$
\begin{equation*}
\delta: Q \times(A+\{\epsilon\}) \times \Delta \rightarrow Q \times \Delta^{*}+\{\perp\} \tag{5.12}
\end{equation*}
$$

an initial stack symbol $\boxtimes \in \Delta$, an initial state $q_{0} \in Q$ and a set of final states $F \subseteq Q$. Here $Q$ is a finite set of all states, $A$ is a finite alphabet of actions and $\Delta$ is a finite alphabet of stack symbols. The transition function $\delta$ is subject to the following restrictions: for every $x \in Q, \gamma \in \Delta$ (exclusively) either $\delta(x, \epsilon, \gamma) \neq \perp$ or $\delta(x, a, \gamma) \neq \perp$ for all $a \in A$. Automaton configurations and transitions over them are defined in the standard way.

A word $w$ is recognized by $M$ if there is a chain of transitions over automaton configurations that starts at $\left\langle x_{0}, \boxtimes\right\rangle$, consumes $w$, and finishes at some $\left\langle x_{n}, s_{n}\right\rangle$ with $x_{n} \in F$. A dpda $M$ is called real-time if $\delta(x, \epsilon, \gamma)=\perp$ for every $x \in Q, \gamma \in \Delta$ and it is called quasi-real-time if there is $n$ such that the following chain of transition is not admissible for any $x_{1} \in Q, s_{1} \in \Delta^{*}$ and $m>n$ :

$$
\left\langle x_{1}, s_{1}\right\rangle \xrightarrow{\epsilon}\left\langle x_{2}, s_{2}\right\rangle \xrightarrow{\epsilon} \cdots \xrightarrow{\epsilon}\left\langle x_{m}, s_{m}\right\rangle
$$

We will make use of the fact that the classes of languages recognized by real-time dpda and quasi-real-time dpda coincide [Harrison and Havel 1972].

Proof of Theorem 5.8. Given $(\star)$ over a stack monad and a finite $X$, let us construct a quasi-real-time dpda $M$ as follows. For any $x \in X$ and $a \in A$ let $n_{x, a}$ be the smallest $n \geq 1$ such that $t^{m}(x, a): \Gamma^{*} \rightarrow X \times \Gamma^{*}$ sends any $s u$ with $s, u \in \Gamma^{*},|s|=n$ to $\left\langle y, s^{\prime} u\right\rangle$ where $\left\langle y, s^{\prime}\right\rangle=t^{m}(x, a)(s)$. Analogously, let $n_{x}$ be the smallest $n \geq 1$ such that $o^{m}(x): \Gamma^{*} \rightarrow 2$ returns equal results on words agreeing on the first $n$ letters. Note that the numbers $n_{x, a}$ and $n_{x}$ exist by the definition of the stack monad. Let $m=\max \left\{n_{x}, \max _{a} n_{a, x}\right\}$. As the state space of $M$ we take

$$
Q=\left\{\left\langle x, s \boxtimes^{k}\right\rangle\left|x \in X, s \in \Gamma^{*},|s| \leq m-k\right\} .\right.
$$

Let $\Delta=\Gamma+\{\boxtimes\}$. Then we define the transition function $\delta$ as follows:
(i) $\delta(\langle x, s\rangle, \epsilon, \gamma)=\langle\langle x, s \gamma\rangle, \epsilon\rangle$ if $\gamma \neq \boxtimes$ and $|s|<m$;
(ii) $\delta(\langle x, s\rangle, \epsilon, \boxtimes)=\langle\langle x, s \boxtimes\rangle, \boxtimes\rangle$ if $|s|<m$;
(iii) $\delta\left(\left\langle x, s \boxtimes^{k}\right\rangle, a, \gamma\right)=\left\langle\langle y, \epsilon\rangle, s^{\prime} \gamma\right\rangle$ if $a \neq \epsilon, s \in \Gamma^{m-k}$ and $\left\langle y, s^{\prime}\right\rangle=t^{m}(x, a)(s)$.

Finally, let

$$
F=\left\{\left\langle x, s \boxtimes^{k}\right\rangle \in Q \mid o^{m}(x)(s)=1, s \in \Gamma^{m-k}\right\}
$$

be the set of accepting states of $M$. The intuitive motivation for the definition of $M$ comes from the need to save portions of the stack as parts of the state. This is needed to model the behaviour of $m$, which unlike a standard pda can read several symbols from the stack at once and not just the top one.

For technical reasons it is convenient to assume that we always can transfer $m$ symbols from the stack to the state. We ensure this by allowing the completion of the second component of the state with an appropriate number of symbols $\boxtimes$ added from the right if the stack happens to be shorter than $m$.

Our goal is to show that for any $w \in A^{*}, \llbracket x_{0} \rrbracket m(w)\left(\gamma_{0}\right)=1$ iff $w$ is accepted by $M$ with $\left\langle x_{0}, \gamma_{0}\right\rangle$ as the initial state. To that end we prove a (clearly) more general statement: for any $w \in A^{*}$, $x \in X$ and $s \in \Gamma^{*}, \llbracket x \rrbracket_{m}(w)(s)=1$ iff there is a chain of transitions $C$ over configurations of $M$ corresponding to $w$, starting at $\langle\langle x, \epsilon\rangle, s \boxtimes\rangle$ and finishing in an accepting state. We proceed by induction over the length of $w$.

- Let $w=\epsilon$. Then by Lemma $5.9 \llbracket x \rrbracket_{m}(w)(s)=o^{m}(x)(s)=o^{m}(x)\left(s^{\prime}\right)$ where $s^{\prime}$ is the prefix of length $\min \left\{|s|, n_{x}\right\}$ of $s$. Therefore, $\llbracket x \rrbracket_{m}(w)(s)=1$ iff $\left\langle x, s^{\prime} \boxtimes^{k}\right\rangle \in Q$ belongs to $F$ with $k=m-\left|s^{\prime}\right|$. On the other hand, by (i)-(ii), every chain $C$ of transitions corresponding to $w=\epsilon$ and starting at $\langle\langle x, \epsilon\rangle, s \boxtimes\rangle$ must be a prefix of the following chain:

$$
\langle\langle x, \epsilon\rangle, s \boxtimes\rangle \xrightarrow{\epsilon} \cdots \xrightarrow{\epsilon}\left\langle\left\langle x, s^{\prime} \boxtimes^{k}\right\rangle, u \boxtimes\right\rangle
$$

where $s=s^{\prime} u$ and $k=m-\left|s^{\prime}\right|$. Clearly, $C$ leads to an accepting configuration iff $\left\langle x, s^{\prime} \boxtimes^{k}\right\rangle$ is an accepting state.

- Let $w=a u$. Then by Lemma 5.9,

$$
\begin{aligned}
\llbracket x \rrbracket_{m}(w)(s) & =\alpha^{m}\left(\text { do } y \leftarrow t^{m}(x, a) ; \eta_{X} \llbracket y \rrbracket_{m}(u)\right)(s) \\
& =\llbracket y \rrbracket_{m}(u)\left(s^{\prime}\right) \quad \text { where }\left\langle y, s^{\prime}\right\rangle=t^{m}(x, a)(s) .
\end{aligned}
$$

The latter is equal to 1 iff $\llbracket y \rrbracket_{m}(u)\left(s^{\prime}\right)=1$ where $\left\langle y, s^{\prime}\right\rangle=t^{m}(x, a)(s)$. By the induction hypothesis $\llbracket y \rrbracket_{m}(u)\left(s^{\prime}\right)=1$ iff there is a chain of transitions $C$ corresponding to $u$, starting at $\left\langle\langle y, \epsilon\rangle, s^{\prime} \boxtimes\right\rangle$ and finishing in an accepting state. We shall show that there is a chain of transitions $C^{\prime}$ starting in $\langle\langle x, \epsilon\rangle, s \boxtimes\rangle$ and finishing in an accepting state. There are two cases: (1) if $|s|<m$ then we obtain $C^{\prime}$ by prepending $C$ with

$$
\langle\langle x, \epsilon\rangle, s \boxtimes\rangle \xrightarrow{\epsilon} \cdots \xrightarrow{\epsilon}\left\langle\left\langle x, s \boxtimes^{k}\right\rangle, \boxtimes\right\rangle \xrightarrow{a}\left\langle\langle y, \epsilon\rangle, s^{\prime} \boxtimes\right\rangle,
$$

where $k=m-|s|$; (2) if $|s| \geq m$ let $s=s^{\prime \prime} w$ with $\left|s^{\prime \prime}\right|=m$ and let $t^{m}(x, a)\left(s^{\prime \prime}\right)=(\hat{y}, \hat{s})$. Then since $t^{m}(x, a)\left(s^{\prime \prime} u\right)=(\hat{y}, \hat{s} u)$ holds by the properties of $t^{m}(x, a): \Gamma^{*} \rightarrow X \times \Gamma^{*}$, we know that $\hat{y}=y$ and $\hat{s} u=s^{\prime}$. So we obtain $C^{\prime}$ by prepending $C$ with

$$
\langle\langle x, \epsilon\rangle, s \boxtimes\rangle \xrightarrow{\epsilon} \cdots \xrightarrow{\epsilon}\left\langle\left\langle x, s^{\prime \prime}\right\rangle, u \boxtimes\right\rangle \xrightarrow{a}\langle\langle\hat{y}, \epsilon\rangle, \hat{s} u \boxtimes\rangle=\left\langle\langle y, \epsilon\rangle, s^{\prime} \boxtimes\right\rangle .
$$

Conversely, given a chain of transitions $C^{\prime}$ for $w$ from $\langle\langle x, \epsilon\rangle, s \boxtimes\rangle$ and leading to a final state, then it must be a chain $C$ starting at $\left\langle\langle y, \epsilon\rangle, s^{\prime} \boxtimes\right\rangle$ prepended by one of the above two prefixes (depending on $|s|)$. This completes the induction and the proof of the first part of the theorem.
In order to show the second part of the claim, suppose we are given a real-time deterministic pda $M$ with a transition function (5.12), an initial state $q_{0} \in Q$, a set of accepting states $F \subseteq Q$ and an initial stack symbol $\boxtimes$. Let us define a $\mathbf{T}$-automaton $(\star)$ with $X=Q+\{\perp\}$ and $\mathbf{T}$ being the stack monad over $\Delta$ as follows: for every $q \in X, s \in \Delta^{*}, a \in A, o^{m}(q)(s)=1$ iff $q \in F$ and

$$
\begin{aligned}
t^{m}(q, a)(\epsilon) & =t^{m}(\perp, a)(\gamma s)=\langle\perp, \epsilon\rangle \\
t^{m}(q, a)(\gamma s) & =\left\langle q^{\prime}, s^{\prime} s\right\rangle \quad \text { where }\left\langle q^{\prime}, s^{\prime}\right\rangle=\delta(q, a, \gamma)
\end{aligned}
$$

Let us show by induction over the length of $w \in A^{*}$ that for every $q \in Q, s \in \Delta^{*}$ an accepting configuration is reachable from $\langle q, s\rangle$ by $w$ iff $\llbracket q \rrbracket_{m}(w)(s)=1$.

- Let $w=\epsilon$. Then $\langle q, s\rangle$ is accepting iff $q \in F$ iff $o^{m}(q)(s)=1$. By Lemma 5.9, the latter is equivalent to $\llbracket q \rrbracket_{m}(w)(s)=1$.
- Let $w=a u$. Then an accepting configuration is reachable from $\langle q, s\rangle$ iff $\langle q, s\rangle \xrightarrow{a}\left\langle q^{\prime}, s^{\prime}\right\rangle$ for some $\left\langle q^{\prime}, s^{\prime}\right\rangle$ from which an accepting configuration is reachable by $u$. By induction hypothesis
and by definition of $t^{m}$, an equivalent formulation is as follows: $\llbracket q^{\prime} \rrbracket m(u)\left(s^{\prime}\right)=1$ where $\left\langle q^{\prime}, s^{\prime}\right\rangle=$ $t^{m}(q, a)(s)$. On the other hand, by Lemma 5.9,

$$
\begin{aligned}
\llbracket q \rrbracket_{m}(w)(s) & =\alpha^{m}\left(\text { do } q^{\prime} \leftarrow t^{m}(q, a) ; \eta_{X} \llbracket q^{\prime} \rrbracket_{m}(u)\right)(s) \\
& =\llbracket q^{\prime} \rrbracket_{m}(u)\left(s^{\prime}\right) \quad \text { where }\left\langle q^{\prime}, s^{\prime}\right\rangle=t^{m}(q, a)(s),
\end{aligned}
$$

i.e. also $\llbracket q \rrbracket_{m}(w)(s)=1$ iff $\llbracket q^{\prime} \rrbracket_{m}(u)\left(s^{\prime}\right)=1$ where $\left\langle q^{\prime}, s^{\prime}\right\rangle=t^{m}(q, a)(s)$.

As a result, the language recognized by $M$ is equal to (5.10) under $x_{0}=q_{0}$ and $\gamma_{0}=\boxtimes$.

## 6. MONAD TENSORS FOR COMBINING STORE AND NONDETERMINISM

Tensor products of monads (resp. algebraic theories) have been introduced by Freyd [1966] in the context of universal algebra. Later, computational relevance of this operation has been demonstrated by Hyland et al. [2007]. Here, we use tensors of monads as a tool for studying T-automata, where T combines (several kinds of) store with nondeterminism.

Definition 6.1 (Tensor). Let $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ be two algebraic theories. Then the tensor product $\mathcal{E}=$ $\mathcal{E}_{1} \otimes \mathcal{E}_{2}$ is the algebraic theory, whose equations are obtained by joining the equations of $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ and adding for every $f: n \rightarrow 1$ of $\mathcal{E}_{1}$ and every $g: m \rightarrow 1$ of $\mathcal{E}_{2}$ the following axiom

$$
f\left(g\left(x_{1}^{1}, \ldots, x_{m}^{1}\right), \ldots, g\left(x_{1}^{n}, \ldots, x_{m}^{n}\right)\right)=g\left(f\left(x_{1}^{1}, \ldots, x_{1}^{n}\right), \ldots, f\left(x_{m}^{1}, \ldots, x_{m}^{n}\right)\right)
$$

called the tensor laws. Given two finitary monads $\mathbf{T}_{1}$ and $\mathbf{T}_{2}$, their tensor product $\mathbf{T}_{1} \otimes \mathbf{T}_{2}$ arises from the algebraic theory $\mathcal{E}_{\mathbf{T}_{1}} \otimes \mathcal{E}_{\mathbf{T}_{2}}$. Note that the embedding of terms and equations of $\mathcal{E}_{i}, i=1,2$, into $\mathcal{E}_{1} \otimes \mathcal{E}_{2}$ gives rise to monad morphisms $\mathbf{T}_{i} \rightarrow \mathbf{T}_{1} \otimes \mathbf{T}_{2}$ called tensor injections.

Intuitively, the tensor product of two monads captures a noninterfering combination of the corresponding computational effects. In the present work we shall use two kinds of tensor products: (1) tensors with submonads of the store monad (see Example 3.10) and (2) tensors with semimodule monads (see Definition 3.13). This allows us to combine nondeterminism with one or several stores in one monad.

It has been shown in [Hyland et al. 2007] that tensoring with the store monad is equivalent to the application of the store monad transformer sending any monad $\mathbf{T}$ to the store monad transform $\mathbf{T}_{S}$ whose functorial part is given by $T_{S} X=T(X \times S)^{S}$. Here we establish a similar result about the stack monad (Defnition 3.14).

Proposition 6.2. Let $\mathbf{S}$ be the stack monad over $\Gamma$. Then for any finitary monad $\mathbf{T}, \mathbf{S} \otimes \mathbf{T}$ is the submonad $\mathbf{R}$ of the store monad transform of $\mathbf{T}$ with $\Gamma^{*}$ as the store, identified by the following condition: $p: \Gamma^{*} \rightarrow T\left(X \times \Gamma^{*}\right)$ is in $R X$ if

$$
\begin{equation*}
\exists k \in \mathbb{N} . \forall s \in \Gamma^{k} . \forall u \in \Gamma^{*} . p(s u)=\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime} u\right\rangle \tag{6.1}
\end{equation*}
$$

Proof. Note that (6.1) is equivalent to

$$
\begin{equation*}
\exists k \in \mathbb{N} . \forall s, u \in \Gamma^{*} .|s| \geq k \Rightarrow p(s u)=\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime} u\right\rangle \tag{6.2}
\end{equation*}
$$

Indeed, the implication (6.2) $\Rightarrow$ (6.1) is obvious. For the converse one, let $k$ be as in (6.1), let $s, u \in \Gamma^{*}$ and let $|s| \geq k$. Then $s=s^{\prime} w$ for suitable $s^{\prime} \in \Gamma^{k}, w \in \Gamma^{*}$, and

$$
\begin{aligned}
p(s u) & =p\left(s^{\prime} w u\right) \\
& =\operatorname{do}\left\langle x, s^{\prime \prime}\right\rangle \leftarrow p\left(s^{\prime}\right) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime \prime} w u\right\rangle \\
& =\operatorname{do}\left\langle x, s^{\prime \prime}\right\rangle \leftarrow\left(\operatorname{do}\left\langle x, s^{\prime \prime}\right\rangle \leftarrow p\left(s^{\prime}\right) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime \prime} w\right\rangle\right) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime \prime} u\right\rangle \\
& =\operatorname{do}\left\langle x, s^{\prime \prime}\right\rangle \leftarrow\left(\operatorname{do}\left\langle x, s^{\prime \prime}\right\rangle \leftarrow p\left(s^{\prime} w\right) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime \prime}\right\rangle\right) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime \prime} u\right\rangle \\
& =\operatorname{do}\left\langle x, s^{\prime \prime}\right\rangle \leftarrow p(s) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime \prime} u\right\rangle .
\end{aligned}
$$

We next check that (6.1) does indeed identify a submonad of the aforementioned store monad transform. First, for any $x \in X, p=\eta_{X}(x)$ satisfies (6.1) with $k=0$. Then, for every
$f: X \rightarrow\left(T\left(Y \times \Gamma^{*}\right)\right)^{\Gamma^{*}}$, such that for every $x \in X, f(x)$ satisfies (6.1) with some $k_{x}$, and for every $p: \Gamma^{*} \rightarrow T\left(X \times \Gamma^{*}\right)$, satisfying (6.1) with some $k$, we must show that $f^{\star}(p)$ also satisfies (6.1). Note that for $s \in \Gamma^{k}$,

$$
\begin{aligned}
f^{\star}(p)(s u) & =\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s u) ; f(x)\left(s^{\prime}\right) \\
& =\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow\left(\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s) ; \eta_{X \times \Gamma^{*}}\left\langle x, s^{\prime} u\right\rangle\right) ; f(x)\left(s^{\prime}\right) \\
& =\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s) ; f(x)\left(s^{\prime} u\right)
\end{aligned}
$$

Since by assumption, $\mathbf{T}$ is finitary, for some finite $X^{\prime} \subseteq X$ and $m \in \mathbb{N}, p(s) \in T\left(X^{\prime} \times \Gamma^{*}\right)$. By (6.2), for $\hat{k}=\max \left\{k_{x} \mid x \in X^{\prime}\right\}$, and $u \in \Gamma^{\hat{k}}$, we continue as follows:

$$
\begin{aligned}
f^{\star}(p)(s u w) & =\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s) ; f(x)\left(s^{\prime} u w\right) \\
& =\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s) ;\left\langle y, s^{\prime \prime}\right\rangle \leftarrow f(x)\left(s^{\prime} u\right) ; \eta_{Y \times \Gamma^{*}}\left\langle y, s^{\prime \prime} w\right\rangle \\
& =\operatorname{do}\left\langle y, s^{\prime \prime}\right\rangle \leftarrow\left(\operatorname{do}\left\langle x, s^{\prime}\right\rangle \leftarrow p(s) ; f(x)\left(s^{\prime} u\right)\right) ; \eta_{Y \times \Gamma^{*}}\left\langle y, s^{\prime \prime} w\right\rangle \\
& =\operatorname{do}\left\langle y, s^{\prime}\right\rangle \leftarrow f^{\star}(p)(s u) ; \eta_{Y \times \Gamma^{*}}\left\langle y, s^{\prime} w\right\rangle .
\end{aligned}
$$

That is, we have proven (6.1) for $f^{\star}(p)$ with $k+\hat{k}$.
Let us refer to the stack theory over $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ as $\mathcal{E}$ and to the theory corresponding to the monad $\mathbf{T}$ as $\mathcal{T}$. We define a semantics of the theory $\mathcal{E} \otimes \mathcal{T}$ over $\mathbf{R}$ as follows:

$$
\begin{aligned}
(p o p)_{\mathbf{R}}(\epsilon) & =\eta_{N \times \Gamma^{*}}\langle n+1, \epsilon\rangle, & (p o p)_{\mathbf{R}}\left(\gamma_{i} w\right) & =\eta_{N \times \Gamma^{*}}\langle i, w\rangle, \\
\left(p u s h_{i}\right)_{\mathbf{R}}(w) & =\eta_{1 \times \Gamma^{*}}\left\langle 1, \gamma_{i} w\right\rangle, & \left(f \rrbracket_{\mathbf{R}}(w)\right. & =\operatorname{do} j \leftarrow(f\rangle_{\mathbf{T}} ; \eta_{M \times \Gamma^{*}}\langle j, w\rangle,
\end{aligned}
$$

where $\eta$ denoted the unit of the monad $\mathbf{T}, N=\{1, \ldots, n+1\}, 1$ in the subscript of $\eta$ denotes the set $\{1\}, i$ ranges from 1 to $n, f$ ranges over the operations of $\mathcal{T}$, and $M=\{1, \ldots, m\}$, where $m$ is the arity of $f$. We proceed by verifying the properties prescribed by Theorem 3.9. This verification is analogous to the proof of Theorem 3.16 and hence we discuss only the specific features of the case at hand.

- Soundness. We have to verify soundness of (i) the stack theory, (ii) the equations from $\mathcal{T}$, and (iii) the tensor laws. Soundness of (i) is verified exactly as in Theorem 3.16. Soundness of (ii) immediately follows from soundness of $\mathcal{T}$ over $\mathbf{T}$. Finally, soundness of (iii) is verified directly for the push and for pop operations. For push $h_{i}$ we have for every set $X$

$$
\begin{aligned}
& \left(\operatorname{push}_{i}\left(f\left(x_{1}, \ldots, x_{k}\right)\right)\right)_{R X}(w) \\
& =\left(\mathrm{do}\left(p u s h_{i}\right)_{\mathbf{R}} ; j \leftarrow(f)_{\mathbf{R}} ;\left(\left[x_{j} \rrbracket_{R X}\right)(w)\right.\right. \\
& =\operatorname{do}\langle x, u\rangle \leftarrow \eta_{1 \times \Gamma^{*}}\left\langle 1, \gamma_{i} w\right\rangle ;\langle j, v\rangle \leftarrow(f)_{\mathbf{R}}(u) ;\left(x_{j}\right)_{R X}(v) \\
& =\operatorname{do}\langle j, v\rangle \leftarrow \llbracket f \rrbracket_{\mathbf{R}}\left(\gamma_{i} w\right) ;\left(x_{j} \rrbracket_{R X}(v)\right. \\
& =\text { do } j \leftarrow(f)_{\mathbf{T}} ;\langle x, v\rangle \leftarrow \eta_{M \times \Gamma^{*}}\left\langle j, \gamma_{i} w\right\rangle ;\left\langle x_{j}\right\rangle_{R X}(v) \\
& =\mathrm{do} j \leftarrow(f)_{\mathbf{T}} ;\left(\mid x_{j}\right)_{R X}\left(\gamma_{i} w\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(f\left(\operatorname{push}_{i}\left(x_{1}\right), \ldots, \text { push }_{i}\left(x_{k}\right)\right)\right)_{R X}(w) \\
& =\left(\mathrm{do} j \leftarrow(f)_{\mathbf{R}} ;\left(\left[p u s h_{i}\right)_{\mathbf{R}} ;\left(\left\lfloor x_{j} \rrbracket_{R X}\right)(w)\right.\right.\right. \\
& =\mathrm{do}\langle j, v\rangle \leftarrow(f f\rangle_{\mathbf{R}}(w) ;\langle x, u\rangle \leftarrow\left\lfloor p u s h_{i}\right\rangle_{\mathbf{R}}(v) ;\left(x_{j}\right\rangle_{R X}(u) \\
& =\operatorname{do} j \leftarrow\left(f \rrbracket_{\mathbf{T}} ;(y, v) \leftarrow \eta_{M \times \Gamma^{*}}\langle j, w\rangle ;\langle x, u\rangle \leftarrow\left(p u s h_{i}\right\rangle_{\mathbf{R}}(v) ;\left(\left\lfloorx_{j} \rrbracket_{R X}(u)\right.\right.\right. \\
& =\text { do } j \leftarrow(f)_{\mathbf{T}} ;\langle x, u\rangle \leftarrow\left(\text { push }_{i}\right\rangle_{\mathbf{R}}(w) ;\left(\left\langle x_{j}\right\rangle_{R X}(u)\right. \\
& =\mathrm{do} j \leftarrow(f)_{\mathbf{T}} ;\langle x, u\rangle \leftarrow \eta_{1 \times \Gamma^{*}}\left\langle 1, \gamma_{i} w\right\rangle ;\left(\left\langle x_{j}\right)_{R X}(u)\right. \\
& =\mathrm{do} j \leftarrow(f)_{\mathbf{T}} ;\left(\left[x_{j}\right)_{R X}\left(\gamma_{i} w\right)\right.
\end{aligned}
$$

We leave the verification for pop to the reader.

- Expressiveness. Let $p: \Gamma^{*} \rightarrow T\left(X \times \Gamma^{*}\right)$ be an element of $R X$ under some parameter $k$. We construct a term $p_{k}$ over $X$ such that $\left(p_{k}\right)=p$ by induction over $k$ adapting the construction from Theorem 3.16.
- Let $k=0$ and note that $p(\epsilon) \in T\left(X \times \Gamma^{*}\right)$. Let $q$ be a term over $X \times \Gamma^{*}$ for which $(q\rangle_{T\left(X \times \Gamma^{*}\right)}=p(\epsilon)$ and let $p_{0}$ be obtained from $q$ by replacing any $\left\langle x, \gamma_{i_{m}} \ldots \gamma_{i_{1}}\right\rangle \in X \times \Gamma^{*}$ by the term push $i_{1}\left(\cdots\left(\right.\right.$ push $\left.\left._{i_{m}}(x)\right) \cdots\right)$.
- If $k>0$ then we build $p_{k}$ from $p_{k-1}$ in the same way as in Theorem 3.16.
- Completeness. Suppose we are given $s$ and $t$ such that $(s)_{R X}=(t)_{R X}$. Let us normalize both $s$ and $t$ using the equations of the stack theory oriented from left to right and additionally the rules:

$$
\begin{align*}
& \operatorname{push}_{i}\left(f\left(x_{1}, \ldots, x_{m}\right)\right) \rightarrow f\left(\operatorname{push}_{i}\left(x_{1}\right), \ldots, \operatorname{push}_{i}\left(x_{m}\right)\right)  \tag{6.3}\\
& \operatorname{pop}\left(x_{1}, \ldots, x_{n}, f\left(y_{1}, \ldots, \operatorname{pop}\left(z_{1}, \ldots, z_{n}, z\right), \ldots, y_{m}\right)\right) \\
& \rightarrow \operatorname{pop}\left(x_{1}, \ldots, x_{n}, f\left(y_{1}, \ldots, z, \ldots, y_{m}\right)\right) \tag{6.4}
\end{align*}
$$

where $f(1, \ldots, m)$ is an $m$-ary term in the signature of $\mathcal{T}$. Note that the obtained system is strongly normalizing because every rule either decreases the height of the term, or keeps it the same, but propagates the push operator downwards. Except for the last rule, by definition, the respective equations belong to $\mathcal{E} \otimes \mathcal{T}$. The equation corresponding to the last rule also belongs to $\mathcal{E} \otimes \mathcal{T}$, for by (pop-push), (pop-pop), and by tensor laws:

$$
\begin{aligned}
& \operatorname{pop}\left(x_{1}, \ldots, x_{n}, f\left(y_{1}, \ldots, \operatorname{pop}\left(z_{1}, \ldots, z_{n}, z\right), \ldots, y_{m}\right)\right) \\
& =\operatorname{pop}\left(x_{1}, \ldots, x_{n}, f\left(\operatorname{pop}\left(\operatorname{push}_{1}\left(y_{1}\right), \ldots, \operatorname{push}_{n}\left(y_{1}\right), y_{1}\right), \ldots,\right.\right. \\
& \operatorname{pop}\left(z_{1}, \ldots, z_{n}, z\right), \ldots, \\
& \left.\left.\operatorname{pop}\left(\operatorname{push}_{1}\left(y_{m}\right), \ldots, \operatorname{push}_{n}\left(y_{m}\right), y_{m}\right)\right)\right) \\
& =\operatorname{pop}\left(x_{1}, \ldots, x_{n}, \operatorname{pop}\left(f\left(\operatorname{push}_{1}\left(y_{1}\right), \ldots, z_{1}, \ldots, \operatorname{push}_{1}\left(y_{m}\right)\right), \ldots,\right.\right. \\
& \quad f\left(\operatorname{push}_{1}\left(y_{1}\right), \ldots, z_{n}, \ldots, \operatorname{push}_{1}\left(y_{m}\right)\right), f\left(y_{1}, \ldots, x_{n}, f\left(y_{1}, \ldots, z, \ldots, y_{m}\right)\right) .
\end{aligned}
$$

It suffices to prove that $s=t \in \mathcal{E} \otimes \mathcal{T}$ for normal $s$ and $t$, and this is done by induction over the total number of operations distinct from push occurring in $s$ and $t$. Let $f$ and $g$ be terms (possibly a single variable) in the signature of $\mathcal{T}$ such that $s=f\left(s_{1}, \ldots, s_{m}\right)$ and $t=g\left(t_{1}, \ldots, t_{l}\right)$ and where each of the terms $s_{1}, \ldots, s_{m}$ and $t_{1}, \ldots, t_{l}$ is either a variable or has an operation of the stack theory at the top.

- If none of the terms $s_{1}, \ldots, s_{m}, t_{1}, \ldots, t_{l}$ contains the pop operation on top, then by normality each of these terms must be an application of a sequence of the push operations to a variable. Hence, by the definition of our semantics we obtain

$$
\begin{aligned}
(\mid s)_{R X}(\epsilon) & \left.=\llbracket f\left(\left\langle x_{1}, w_{1}\right\rangle, \ldots,\left\langle x_{m}, w_{m}\right\rangle\right)\right\rangle_{T\left(X \times \Gamma^{*}\right)} \\
(t)_{R X}(\epsilon) & \left.=\llbracket g\left(\left\langle y_{1}, u_{1}\right\rangle, \ldots,\left\langle y_{l}, u_{l}\right\rangle\right)\right)_{T\left(X \times \Gamma^{*}\right)}
\end{aligned}
$$

where $\left\langle x_{i}, w_{i}\right\rangle=\left(\left|s_{i}\right\rangle_{R X}(\epsilon)\right.$ and $\left\langle y_{j}, u_{j}\right\rangle=\left(t t_{j}\right\rangle_{R X}(\epsilon)$. It follows that

$$
f\left(\left\langle x_{1}, w_{1}\right\rangle, \ldots,\left\langle x_{m}, w_{m}\right\rangle\right)=g\left(\left\langle y_{1}, u_{1}\right\rangle, \ldots,\left\langle y_{l}, u_{l}\right\rangle\right)
$$

is provable in $\mathcal{T}$, and the desired proof of $s=t \in \mathcal{E} \otimes \mathcal{T}$ can be obtained from that proof by substituting every $\left\langle x_{i}, w_{i}\right\rangle$ by $s_{i}$ and every $\left\langle y_{j}, u_{j}\right\rangle$ by $t_{j}$.

- Otherwise, suppose that $s_{j}=\operatorname{pop}\left(\ldots, s^{\prime}\right)$ for some $j \in\{1, \ldots, m\}$. Using the laws of $\mathbf{R}$ we have that

$$
\begin{aligned}
s & =f\left(s_{1}, \ldots, s_{j}, \ldots, s_{m}\right) \\
& =f\left(s_{1}, \ldots, \operatorname{pop}\left(\ldots, s^{\prime}\right), \ldots, s_{m}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =f\left({\operatorname{pop}\left(\operatorname{push}_{1}\left(s_{1}\right), \ldots, \operatorname{push}_{n}\left(s_{1}\right), s_{1}\right), \ldots, \operatorname{pop}\left(\ldots, s^{\prime}\right), \ldots,}^{\left.\quad \operatorname{pop}\left(\operatorname{push}_{1}\left(s_{m}\right), \ldots, \operatorname{push}_{n}\left(s_{m}\right), s_{m}\right)\right)} \begin{array}{l}
\text { //(pop-push) } \\
=\operatorname{pop}\left(f\left(\operatorname{push}_{1}\left(s_{1}\right), \ldots, \operatorname{push}_{1}\left(s_{m}\right)\right), \ldots,\right. \\
\left.\quad \quad f\left(\operatorname{push}_{n}\left(s_{1}\right), \ldots, \operatorname{push}_{n}\left(s_{m}\right)\right), f\left(s_{1}, \ldots, s^{\prime}, \ldots, s_{m}\right)\right) .
\end{array}\right. \text { / tensor law }
\end{aligned}
$$

Now substitute the last term for the right-hand $s$ in

$$
s=\operatorname{pop}\left(p u s h_{1}(s), \ldots, \operatorname{push}_{n}(s), s\right)
$$

and use (pop-pop) and (pop-push) to conclude

$$
\begin{align*}
& s=\operatorname{pop}\left(\operatorname{push}_{1}(s), \ldots, \operatorname{push}_{n}(s), f\left(s_{1}, \ldots, s^{\prime}, \ldots, s_{m}\right)\right), \\
& t=\operatorname{pop}\left(\operatorname{push}_{1}(t), \ldots, \operatorname{push}_{n}(t), t\right) \tag{6.5}
\end{align*}
$$

By (possibly repeated) application of the rule (6.4), we may replace $f\left(s_{1}, \ldots, s^{\prime}, \ldots, s_{m}\right)$ and $t$ in the right-hand arguments by terms $\tilde{s}$ and $\tilde{t}$, respectively, that do not contain pop. Thus we obtain

$$
\begin{aligned}
s & =\operatorname{pop}\left(p u s h_{1}(s), \ldots, \operatorname{push}_{n}(s), \tilde{s}\right. \\
t & =\operatorname{pop}\left(\operatorname{push}_{1}(t), \ldots, \operatorname{push}_{n}(t), \tilde{t}\right)
\end{aligned}
$$

whence by soundness and since $\left(\{s)_{R X}=(t)_{R X}\right.$ we have

$$
\left(p o p\left(\operatorname{push}_{1}(s), \ldots, \operatorname{push}_{n}(s), \tilde{s}\right) D_{R X}=\left(\operatorname{pop}\left(\text { push }_{1}(t), \ldots, \text { push }_{n}(t), \tilde{t}\right) D_{R X}\right.\right.
$$

Therefore, by Lemma 3.15 (which is easily seen to be valid over $\mathbf{R}$ ), we obtain

$$
\left(\operatorname{push}_{1}(s) D_{R X}=\left(p \operatorname{push}_{1}(t) D_{R X}, \ldots,\left(p \operatorname{push}_{n}(s) \rrbracket_{R X}=\left(\operatorname{push}_{n}(t) \rrbracket_{R X}\right.\right.\right.\right.
$$

and

$$
(\tilde{s})_{R X}=(\tilde{t})_{R X}
$$

Note that each push $h_{i}(s)$ can be renormalized, and since $s_{j}$ has the pop operation on top, by (push-pop) the total number of operations distinct from push decreases at least by one. Hence, using the induction hypothesis, we obtain $\operatorname{push}_{i}(s)=\operatorname{push}_{i}(t) \in \mathcal{E} \otimes \mathcal{T}$ for every $i$. Analogously, $f\left(s_{1}, \ldots, s^{\prime}, \ldots, s_{m}\right)$ has one pop operator less that $s$. Moreover, rewriting the former and $t$, respectively, in their contexts in (6.5) by the rule (6.4) might only reduce the number of pop operators further, while the number of all other operators remains unchanged. Therefore, we obtain $\tilde{s}=\tilde{t} \in \mathcal{E} \otimes \mathcal{T}$, and by standard equational reasoning we have

$$
\begin{aligned}
s & =\operatorname{pop}\left(\operatorname{push}_{1}(s), \ldots, \text { push }_{n}(s), \tilde{s}\right) \\
& =\operatorname{pop}^{\left(\operatorname{push}_{1}(t), \ldots, \operatorname{push}_{n}(t), \tilde{t}\right)} \\
& =t
\end{aligned}
$$

i.e., we obtain that $s=t \in \mathcal{E} \otimes \mathcal{T}$ as desired.

Using Proposition 6.2, one can combine two stacks by computing the tensor square of the stack monad. The resulting monad $\mathbf{T}$ is a submonad of the store monad for $S=\Gamma^{*} \times \Gamma^{*}$, whence elements of $T X$ are certain maps of the form

$$
\left\langle r, t_{1}, t_{2}\right\rangle: \Gamma^{*} \times \Gamma^{*} \rightarrow X \times \Gamma^{*} \times \Gamma^{*}
$$

This allows one to define $\mathbf{T}$-stack automata over two and more stacks analogously to the one-stack case from Definition 5.7. Before we do this formally in Definition 6.5 we briefly discuss forming tensors with semimodule monads.

PROPOSITION 6.3 ([FREYD 1966]). The tensor product of any finitary monad with a semimodule monad is again a semimodule monad.

Remark 6.4. Proposition 6.3, in conjunction with Proposition 6.2, offers two perspectives on machines with memory and nondeterminism. On the one hand, we shall, for example, consider the tensor product of $\mathcal{P}_{\omega}$ with the stack monad to model (nondeterministic) push-down automata. As Proposition 6.2 indicates, this monad embeds into the monad with functorial part $T X=\mathcal{P}_{\omega}(X \times$ $\left.\Gamma^{*}\right)^{\Gamma^{*}}$. On the other hand, by Proposition 6.3, this tensor product is equivalent to a semimodule monad. A rough intuition about this change of perspective can be gained from the isomorphism $\mathcal{P}\left(X \times \Gamma^{*}\right)^{\Gamma^{*}} \cong \mathcal{P}\left(\Gamma^{*} \times \Gamma^{*}\right)^{X}$ relating "nondeterministic" stateful computations over $X$ and values over $X$ weighted in the semiring $\mathcal{P}\left(\Gamma^{*} \times \Gamma^{*}\right)$.

Definition 6.5 (Multi-stack nondeterministic $\mathbf{T}$-automaton). A multi-stack nondeterministic $\mathbf{T}$ automaton is a $\mathbf{T}$-automaton ( $\boldsymbol{\star}$ ) for which

- $\mathbf{T}$ is the tensor of $m$ copies of the stack monad with $\mathcal{P}_{\omega}$;
- $B$ is the set of $m$-ary predicates over $\Gamma^{*}$ consisting of all those $p \in 2^{\Gamma^{*} \times \cdots \times \Gamma^{*}}$ for each of which there is a $k$ such that for every $w_{i} \in \Gamma^{k}$ and $u_{i} \in \Gamma^{*}, i=1, \ldots, m$, we have $p\left(w_{1} u_{1}, \ldots, w_{m} u_{m}\right)=p\left(w_{1}, \ldots, w_{m}\right)$;
- for every $s \in\left(\Gamma^{*}\right)^{m}, f:\left(\Gamma^{*}\right)^{m} \rightarrow \mathcal{P}_{\omega}\left(B \times\left(\Gamma^{*}\right)^{m}\right) \in T B$

$$
\alpha^{m}(f)(s)=1 \quad \text { iff } \exists s^{\prime} \in\left(\Gamma^{*}\right)^{m} . \exists p \in B .\left(p, s^{\prime}\right) \in f(s) \wedge p\left(s^{\prime}\right)
$$

To see that $B$ in Definition 6.5 is indeed a $\mathbf{T}$-algebra, let us deduce the following corollary of Lemma 3.11.

Corollary 6.6. Let $\mathbf{T}_{S}$ be the nondeterministic store monad over $S$ (i.e. $T X=\mathcal{P}_{\omega}(X \times$ $S)^{S}$ ) and let $\mathbf{R}_{S}$ be the nondeterministic reader monad over $S$ (i.e. $\left.R_{S} X=\mathcal{P}_{\omega}(X)^{S}\right)$. For every submonad $\mathbf{T}$ of $\mathbf{T}_{S}$, the monad morphism $\alpha$ sending any $f: S \rightarrow \mathcal{P}_{\omega}(X \times S)$ to $\mathcal{P}_{\omega}\left(\pi_{1}\right) \cdot f: S \rightarrow$ $\mathcal{P}_{\omega}(X)$ restricts to a submonad of $\mathbf{R}_{S}$.
Recall that by Proposition 6.2 , the tensor of $\mathcal{P}_{\omega}$ with $m$ copies of the stack monad over $\Gamma^{*}$ is the submonad $\mathbf{T}$ of the nondeterministic store monad over $\left(\Gamma^{*}\right)^{m}$ identified by the following condition: $f:\left(\Gamma^{*}\right)^{m} \rightarrow \mathcal{P}_{\omega}\left(X \times\left(\Gamma^{*}\right)^{m}\right) \in T X$ iff there exists a $k$ such that whenever $\left|u_{1}\right| \geq k, \ldots,\left|u_{m}\right| \geq k$ then

$$
f\left(u_{1} w_{1}, \ldots, u_{m} w_{m}\right)=\left\{\left\langle x, u_{1}^{\prime} w_{1}, \ldots, u_{m}^{\prime} w_{m}\right\rangle \mid\left\langle x, u_{1}^{\prime}, \ldots, u_{m}^{\prime}\right\rangle \in f\left(u_{1}, \ldots, u_{m}\right)\right\} .
$$

This induces a submonad $\mathbf{R}$ of the nondeterministic reader monad over $\left(\Gamma^{*}\right)^{m}$ identified by the following condition: $f:\left(\Gamma^{*}\right)^{m} \rightarrow \mathcal{P}_{\omega}(X) \in T X$ iff there exists a $k$ such that whenever $\left|u_{1}\right| \geq$ $k, \ldots,\left|u_{m}\right| \geq k$ then $f\left(u_{1} w_{1}, \ldots, u_{m} w_{m}\right)=f\left(u_{1}, \ldots, u_{m}\right)$. The $\mathbf{T}$-algebra used in Definition 6.5 is thus obtained by taking $X=1$.

We are now ready to prove the following result.
THEOREM 6.7. For any $m$ let $\mathcal{L}_{m}$ be the following class of all languages

$$
\begin{equation*}
\left\{w \in A^{*} \mid \llbracket x_{0} \rrbracket_{m}(w)\left(\gamma_{0}, \ldots, \gamma_{0}\right)=\top\right\} \tag{6.6}
\end{equation*}
$$

with $m$ ranging over nondeterministic multistack $\mathbf{T}$-automata with $m$ stacks, $x_{0}$ ranging over the state space of $m$ and $\gamma_{0}$ ranging over $\Gamma$. Then
(1) $\mathcal{L}_{1}$ is the class of context-free languages;
(2) for all $m>2, \mathcal{L}_{m}$ is the class of nondeterministic linear time languages $\operatorname{NTIME}(n)$;
(3) $\mathcal{L}_{2}$ sits properly between $\mathcal{L}_{1}$ and $\mathcal{L}_{3}$.

Proof. The proof is completely analogous to the proof of Theorem 5.8. We outline the main distinctions. In lieu of quasi-real-time deterministic pda we use nondeterministic push-down quasi-real-time (NPDQRT) machines (see [Book and Greibach 1970]). The transition function $\delta$ of such a machine has type

$$
\begin{equation*}
\delta: Q \times(A+\{\epsilon\}) \times \Delta^{m} \rightarrow \mathcal{P}_{\omega}\left(Q \times\left(\Delta^{*}\right)^{m}\right) \tag{6.7}
\end{equation*}
$$

This function is subject to the condition of being quasi-real-time, i.e. there is a global bound on the lengths of $\epsilon$-transition chains over machine configurations.

Two acceptance conditions for NPDQRT are possible: (i) by final states and (ii) by the empty stack. It is a standard exercise to make sure that a language accepted by empty storage can be accepted by final states. In fact, the construction for ordinary PDAs (see e.g. [Hopcroft et al. 2001]) also works for NPDQRT: for a given PDA $P$ one forms a PDA $P^{\prime}$ with a fresh initial stack symbol $\gamma_{0}^{\prime}$ and a new inital state that pushes the original initial stack symbol on all stacks and then proceeds to the initial state of $P$. In addition, $P^{\prime}$ has one final state that can be reached from all states by an (internal) $\epsilon$-transition if the stack content is $\left(\gamma_{0}^{\prime}, \ldots, \gamma_{0}^{\prime}\right)$ (which corresponds to configurations of $P$ with all stacks empty). Clearly, this construction preserves quasi real-timeness.

Conversely, for every $m$, (i) can be modelled by (ii), i.e. a language accepted by final states can be accepted by the empty stack: for $m=1$, we obtain standard push-down automata for which the equivalence of (i) and (ii) is well-known [Rozenberg and Salomaa 1997]; for $m=2$ this is shown in [Ginsburg and Harrison 1968]; for any $m>2$, by [Book and Greibach 1970], the languages recognized under (ii) are exactly $\operatorname{NTIME}(n)$ and since for quasi-real-time machines the depths of all stacks is linearly bounded, these can be purged in linear time once a final state is reached.

As shown in [Li 1985], the class of languages recognized by NPDQRT with $m=2$ is properly between context-free and $\operatorname{NTIME}(n)$.

It remains to show that for every $m$ the languages recognized by nondeterministic multistack $\mathbf{T}$ automata with $m$ stacks are the same as the languages recognized by NPDQRT with $m$ stacks with the acceptance condition chosen at pleasure.

As in Theorem 5.8, given a nondeterministic multistack $\mathbf{T}$-automaton $m$ with $m$ stacks we identify a global bound $n$ for the depths of the stack prefixes accessed at one step and then model $m$ by an NPDQRT $M$ over the state space

$$
Q=\left\{\left\langle x, s_{1} \boxtimes^{k_{1}}, \ldots, s_{m} \boxtimes^{k_{m}}\right\rangle\left|x \in X, s_{i} \in \Gamma^{*},\left|s_{i}\right| \leq n-k_{i}\right\} .\right.
$$

The stack alphabet $\Delta$ is $\Gamma+\{\boxtimes\}$, the transition function is given as in Theorem 5.8 by changing the number of elements in tuples $Q$ and by allowing for nondeterminism. The acceptance condition is chosen to be by the following final states:

$$
F=\left\{\left\langle x, s_{1} \boxtimes^{k_{1}}, \ldots, s_{m} \boxtimes^{k_{m}}\right\rangle \in Q \mid o^{m}(x)(s)=1, s_{i} \in \Gamma^{n-k_{i}}\right\} .
$$

It then follows along the same lines as in the proof of Theorem 5.8 that for every $w \in A^{*}$, $\left(x_{0}\right)_{m}(w)\left(\gamma_{0}, \ldots, \gamma_{0}\right)=1$ iff $w$ is accepted by $M$ with $\left\langle x_{0}, \gamma_{0}, \ldots, \gamma_{0}\right\rangle$ as the initial configuration.

In order to show the second part of the claim, assume that $M$ is a NPDQRT with $m$ stacks, a transition function (6.7), an initial state $q_{0} \in Q$, a set of accepting states $F \subseteq Q$ and an initial stack symbol $\boxtimes$. According to [Book and Greibach 1970], we assume that $M$ is real-time, that means that no internal transitions are present.

We define a nondeterministic $\mathbf{T}$-automaton over $m$ stacks with $X=Q$ and with stack symbols $\Delta$ as follows: for any $q \in X, s_{i} \in \Delta^{*}, a \in A, o^{m}(q)\left(s_{1}, \ldots, s_{m}\right)=1$ iff $q \in F$ and

$$
\begin{array}{rlrl}
t^{m}(q, a)\left(s_{1}, \ldots, s_{m}\right)= & \emptyset & \text { (if } s_{i}=\epsilon \text { for some } i \text { ) } \\
t^{m}(q, a)\left(\gamma_{1} s_{1}, \ldots, \gamma_{m} s_{m}\right)= & \left\{\left\langle q^{\prime}, s_{1}^{\prime} s_{1}, \ldots, s_{m}^{\prime} s_{m}\right\rangle \mid\right. \\
& \left.\left\langle q^{\prime}, s_{1}^{\prime}, \ldots, s_{m}^{\prime}\right\rangle \in \delta\left(q, a, \gamma_{1}, \ldots \gamma_{m}\right)\right\}
\end{array} \quad \text { (otherwise) }
$$

A similar argument as in Theorem 5.8 then shows that for every $w \in A^{*}, q \in Q$ and $s \in \Delta^{*}$ an accepting configuration is reachable from $\left\langle q, s_{1}, \ldots, s_{m}\right\rangle$ by $w$ iff $\llbracket q \rrbracket_{m}(w)\left(s_{1}, \ldots, s_{m}\right)=1$.
Theorem 6.7 shows, on the one hand, that the coalgebraic formalization of nondeterministic pushdown automata as nondeterministic $\mathbf{T}$-automata over one stack is adequate in the sense that it recognizes the same class of languages. On the other hand, it indicates the boundaries of the present model: it seems unlikely to capture languages beyond $\operatorname{NTIME}(n)$ (e.g. all recursive ones) by a
computationally feasible class of $\mathbf{T}$-automata. This is not surprising in view of the early work on (quasi-)real-time recognizable languages [Book and Greibach 1970], which underlies the proof of Theorem 6.7. We return to this issue in Section 8 where we provide an extension of the present semantics that allows us to capture language classes up to recursively enumerable ones.

We conclude this section with a corollary of Theorem 6.7 and Proposition 2.2. It is well known that equivalence of context-free languages is undecidable; in fact, it is $\Pi_{1}^{0}$-complete (the non-halting problem for arbitrary Turing machine can be encoded as an equality of certain context-free languages [Hartmanis 1967]). We will use this to prove a similar completeness result for the equivalence of reactive expressions. We say that a $\Sigma$-algebra $B$ over a set of generators $B_{0}$ is effectively presented (over $\Sigma$ and $B_{0}$ ) if $\Sigma$ and $B_{0}$ are recursive sets and the set

$$
\left\{(t, s) \mid t, s \text { are closed terms over } \Sigma, B_{0} \text { with } t^{B}=s^{B}\right\}
$$

is decidable (recall Notation 4.9(2)). The language equivalence problem for reactive expressions is then the following decision problem: given recursive sets $\Sigma$ and $B_{0}$, an effectively presented T-algebra $B$, and two reactive expressions $e_{1}$ and $e_{2}$ in $\mathrm{E}_{\Sigma, B_{0}}$, decide if $e_{1} \sim e_{2}$ (cf. (4.2)).

## COROLLARY 6.8. The language equivalence of reactive expressions is $\Pi_{1}^{0}$-complete.

Proof. The fact that language equivalence of reactive expressions is in $\Pi_{1}^{0}$, i.e. co-r.e., follows from Proposition 2.2: if two reactive expressions $e$ and $u$ are not language equivalent, we can eventually detect this by finding a suitable word $w \in A^{*}$ for which $o\left(\partial_{w}(e)\right) \neq o\left(\partial_{w}(u)\right)$. Here we rely on our effectiveness assumption, for, by the definitions (4.2), both $o\left(\partial_{w}(e)\right)$ and $o\left(\partial_{w}(u)\right)$ are terms over $\Sigma$ and $B_{0}$ evaluated over $B$.

To prove $\Pi_{1}^{0}$-hardness, let us show how to reduce the equivalence problem of context-free languages to the current equivalence problem of reactive expressions. Given two context-free languages $L_{1}$ and $L_{2}$ recognized by two pushdown automata over a stack alphabet $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$, we provide an instance of our problem with $B \subseteq 2^{\Gamma^{*}}$ being the $\mathbf{T}$-algebra from Definition 6.5 for the nondeterministic stack theory $\mathbf{T}$ over one stack. We need to prove that $B$ is effectively presented. First note that both $\Sigma$ and $B_{0}$ are finite, specifically, $B_{0}$ is the two-element set $\{\top, \perp\}$. Indeed, $\Sigma$ consists of the operation symbols pop, push $h_{i}, i=1, \ldots, n,+$ and $\emptyset$, and we recall from Definition 6.5 that $B$ consists of precisely those predicates $p$ over $\Gamma^{*}$ for each of which there is a $k$ such that for every $w \in \Gamma^{k}$ and $u \in \Gamma^{*}, p(w u)=p(w)$. Hence, each predicate $p$ in $B$ can be finitely represented, e.g. by the list of words $w$ in $\Gamma^{k}$ with $p(w)=T$. In order to check that $t^{B}=s^{B}$ for a given pair of terms $t, s$ over $\Sigma, B_{0}$ we first compute the two predicates $t^{B}, s^{B}$ and then verify that they are equal. Indeed, for the latter we only need to verify $\left(t^{B}\right)(w)=\left(s^{B}\right)(w)$ for finitely many $w \in \Gamma^{*}$, which is a decidable problem, and for the former we need to verify that the algebra operations on $B$ are computable. Using the definition of $\alpha^{m}$ in Definition 6.5 and the interpretation of the nondeterministic stack theory in the monad $\mathbf{T}$, which is a submonad of the store monad transform $\mathcal{P}_{\omega}\left(X \times \Gamma^{*}\right)^{\Gamma^{*}}$ (cf. the proof of Proposition 6.2), we verify that for every $p, q, p_{i}, i=1, \ldots n$, in $B$ we have

$$
\begin{aligned}
\operatorname{pop}^{B}\left(p_{1}, \ldots, p_{n}, q\right)(\epsilon) & =q(\epsilon) \\
\operatorname{pop}^{B}\left(p_{1}, \ldots, p_{n}, q\right)\left(\gamma_{i} w\right) & =p_{i}(w) \\
\operatorname{push}_{i}^{B}(p)(w) & =p\left(\gamma_{i} w\right) \\
\left(p+{ }^{B} q\right)(w) & =p(w) \vee q(w) \\
\emptyset^{B}(w) & =\perp .
\end{aligned}
$$

Hence, the above operations are clearly computable as desired.
By Theorem 6.7(2), we have two nondeterministic stack $\mathbf{T}$-automata $m_{1}$ and $m_{2}$ and states $x_{1}$, $x_{2}$, respectively, in them such that

$$
L_{i}=\left\{w \in A^{*} \mid \llbracket x_{i} \rrbracket_{m_{i}}(w)\left(\gamma_{1}\right)=\top\right\}, \quad \text { for } i=1,2
$$

Further, by Theorem 4.13, we obtain reactive expressions $e_{i}$ in $\mathrm{E}_{\Sigma, B_{0}}$ such that $\llbracket e_{i} \rrbracket=\llbracket x_{i} \rrbracket m_{m_{i}}$ for $i=1,2$. Thus, we have $L_{1}=L_{2}$ iff $\lambda w . \llbracket e_{1} \rrbracket(w)\left(\gamma_{1}\right)=\lambda w . \llbracket e_{2} \rrbracket(w)\left(\gamma_{1}\right)$. Of course, the latter is not equivalent to $\lambda w . \llbracket e_{1} \rrbracket(w)(s)=\lambda w . \llbracket e_{2} \rrbracket(w)(s)$ for all $s \in \Gamma^{*}$. However, it is easy to modify $e_{1}$ and $e_{2}$ to obtain this property: let for $i=1,2$,

$$
e_{i}^{\prime}=\operatorname{pop}\left(p o p\left(\emptyset, \ldots, \emptyset, \operatorname{push}_{1}\left(e_{i}\right)\right), \emptyset, \ldots, \emptyset\right) .
$$

Then, clearly, $\llbracket e_{1}^{\prime} \rrbracket=\llbracket e_{2}^{\prime} \rrbracket$ iff $\lambda w . \llbracket e_{1} \rrbracket(w)\left(\gamma_{1}\right)=\lambda w . \llbracket e_{2} \rrbracket(w)\left(\gamma_{1}\right)$.
One can also consider the language equivalence problem of reactive expressions for a fixed $\Sigma$ and $B$; a very similar argument than the one in the previous proof then shows that the language equivalence of reactive expressions for the algebra $B \subseteq 2^{\Gamma^{*}}$ of Definition 6.5 is $\Pi_{1}^{0}$-complete.

However, for other $\Sigma$ and $B$ (coming from a type of $\mathbf{T}$-automaton), the language equivalence of reactive expressions is decidable, e.g. for finite $\Sigma$ and $B$ this follows from Theorem 4.13 and Proposition 4.7, for the identity monad $\mathbf{T}$ and any recursive set $B$ (in this case $\mathbf{T}$-automata are simply Moore automata with output in $B$ ), for the finite powerset monad $\mathbf{T}=\mathcal{P}_{\omega}$ and $B=2$ (for which $\mathbf{T}$-automata are classical nondeterministic automata), or for the monad $\mathbf{T}$ assigning to a set the set of formal linear combinations with coefficients from a fixed field $k$ and $B=k$ (for which $\mathbf{T}$-automata are weighted automata over $k$ ). Identifying further monads $\mathbf{T}$ and algebras $B$ for which the language equivalence for reactive $\mathbf{T}$-expressions is decidable is an interesting question for future work.

## 7. CONTEXT-FREE LANGUAGES AND VALENCE AUTOMATA

Throughout this section we assume that $R$ is a semiring finitely generated by the set $R_{0} ; B$ is an $R$-semimodule finitely generated by the set $B_{0}$; and $\mathbf{T}_{R}$ is the semimodule monad for $R$.

By Proposition 6.3, a nondeterministic T-automaton over one stack is a specific case of a weighted $\mathbf{T}$-automaton (Definition 5.1). In this form it is rather similar to valence automata, another example of a machine previously studied in the literature (e.g. [Render and Kambites 2009; Kambites 2009]). We present the corresponding algebraic theories side by side and explain how valence automata can be formalised as $\mathbf{T}$-automata.

Example 7.1 (Nondeterministic stack theory). The nondeterministic stack theory is obtained by tensoring $\mathcal{E}_{\mathcal{P}_{\omega}}$, i.e. the theory of commutative, idempotent monoids, with the stack theory. The result is a semimodule theory over an idempotent semiring $R$ presented by the generators $o_{i}, u_{i}$, $i=1, \ldots,|\Gamma|$ and $e$ and the following relations:

$$
u_{i} o_{i}=1 \quad u_{i} o_{j}=0 \quad u_{i} e=0 \quad o_{1} u_{1}+\ldots+o_{n} u_{n}+e=1 \quad e o_{i}=0 \quad e e=e \quad(i \neq j)
$$

The corresponding unary operations of the semimodule theory are denoted by pop ${ }_{i}=\overline{o_{i}}: 1 \rightarrow 1$, push $_{i}=\overline{u_{i}}: 1 \rightarrow 1$ and empty $=\bar{e}: 1 \rightarrow 1$ (cf. the notation of Definition 3.13). It is straightforward to relate the nondeterministic stack theory and the presented semimodule theory by giving two translations defining the operations of one theory in terms of operations of the other. First the unary operations pop ${ }_{i}$ and empty of the semimodule theory determine pop:

$$
\operatorname{pop}\left(x_{1}, \ldots, x_{n}, y\right)=\operatorname{pop}_{1}\left(x_{1}\right)+\ldots+\operatorname{pop}_{n}\left(x_{n}\right)+\operatorname{empty}(y)
$$

Conversely, pop $_{i}$ and empty can be defined from pop:

$$
\operatorname{pop}_{i}(x)=\operatorname{pop}(\emptyset, \ldots, x, \ldots, \emptyset, \emptyset) \quad \operatorname{empty}(x)=\operatorname{pop}(\emptyset, \ldots, \emptyset, x)
$$

( $x$ is on the $i$-the position in the sequence on the left). It is then straightforward to prove that the axioms of the nondeterministic stack theory and semimodule theory for $R$, respectively, are satisfied for the operations as defined by the translations.

Example 7.2 (Nondeterministic monoid action theory). The nondeterministic monoid action theory is obtained by tensoring the theory $\mathcal{E}_{\mathcal{P}_{\omega}}$ with the theory of $M$-actions of the monoid $(M, \cdot, 1)$ (see Example 3.10). As shown in [Hyland et al. 2007], the corresponding monad $\mathbf{T}$ maps a set $X$ to
$\mathcal{P}_{\omega}(M \times X)$ and has the unit $\eta_{X}: x \mapsto\{(1, x)\}$ and the Kleisli lifting given by extending a map $f: X \rightarrow \mathcal{P}_{\omega}(M \times Y)$ to $f^{\star}: \mathcal{P}_{\omega}(M \times X) \rightarrow \mathcal{P}_{\omega}(M \times Y)$ with

$$
f^{\star}(S)=\{(m \cdot n, y) \mid \exists x .(m, x) \in S \wedge(n, y) \in f(x)\}
$$

Note that the theory corresponding to $\mathbf{T}$ is the semimodule theory for the semiring $R=\mathcal{P}_{\omega}(M)$ with addition given by $\cup$ with unit $\emptyset$ and multiplication given by $S \cdot S^{\prime}=\left\{m \cdot n \mid m \in S, n \in S^{\prime}\right\}$ for any finite subsets $S$ and $S^{\prime}$ of $M$ with unit $\{1\}$.

Now let the monoid $(M, \cdot, 1)$ be fixed. The idea of valence automata over $M$ is to use the monoid structure to model various kinds of stores (stack(s), counter(s), etc.). Recall e.g. from [Render and Kambites 2009; Kambites 2009] that a valence automaton over $M$ is a tuple $\mathcal{A}=$ $\left(X, M, A, \delta, q_{0}, F\right)$ where $X$ is a finite set of states, $\delta$ is finite subset of $X \times A^{*} \times M \times X$ of transitions, $q_{0} \in X$ is an initial state and $F \subseteq X$ a set of final states. This induces a transition relation $\Rightarrow$ on $X \times A^{*} \times M$ as usual by defining $(p, w, m) \Rightarrow(q, w u, m n)$ if there exists $(p, u, n, q) \in \delta$. The language accepted by a given valence automaton $\mathcal{A}$ is

$$
L(\mathcal{A})=\left\{w \in A^{*} \mid \exists q \in F .(p, \epsilon, 1) \Rightarrow(q, w, 1)\right\}
$$

We call $\mathcal{A} \epsilon$-free if $\delta$ does not contain tuples of the form $(p, \epsilon, n, q)$. Note that for any $\epsilon$-free valence automaton there is an equivalent one that only contains single letters in its transitions, for every transition $\left(p, a_{1} a_{2} \cdots a_{n}, m, q\right)$ can be replaced by transitions

$$
\left(p, a_{1}, 1, p_{1}\right),\left(p_{1}, a_{2}, 1, p_{2}\right), \ldots,\left(p_{n-1}, a_{n}, m, q\right)
$$

An $\epsilon$-free valence automaton $\mathcal{A}$ in which every transition contains only single letters can be regarded as a $\mathbf{T}$-automaton $(\star)$ for the nondeterministic monoid action theory over $M$. To see this let $B=$ $\mathcal{P}_{\omega}(M \times 1) \cong \mathcal{P}_{\omega}(M)$ be the free $\mathbf{T}$-algebra on 1 and define the map $o^{m}: X \rightarrow \mathcal{P}_{\omega}(M)$ by $o^{m}(q)=\{1\}$ if $q \in F$ and $o^{m}(q)=\emptyset$ else, and the transitions in $\delta$ yield the map $t^{m}: X \rightarrow$ $\mathcal{P}_{\omega}(M \times X)^{A}$. Using Lemma 5.9 it is now not difficult to prove that $\left\{w \in A^{*} \mid 1 \in \llbracket q_{0} \rrbracket_{m}\right\}$ is the language accepted by $\mathcal{A}$.

Example 7.3 (Nondeterministic polycyclic theory). A relevant special case of the previous example is when $M$ is a polycyclic monoid [Lawson 1999]. This means that $M$ is the monoid over a set of generators $\downarrow, g_{1}, \ldots, g_{k}, \ldots, g_{1}^{-1}, \ldots, g_{k}^{-1}$ and satisfying the relations

$$
\dot{z} g_{i}=g_{i} \text { 之 }=\text { 々 }, \quad g_{i} g_{i}^{-1}=1, \quad g_{i} g_{j}^{-1}=\mathfrak{z} \quad(i \neq j)
$$

The number $k$ is called the rank of $M$. We call the theory of $\mathcal{P}_{\omega}(M \times(-))$ the nondeterministic polycyclic theory.

The technical distinction between the nondeterministic stack theory and the nondeterministic polycyclic theory is minor. On the one hand, the nondeterministic stack theory uses the zero 0 of the semiring to model failure in computing the right inverse, while the nondeterministic polycyclic theory has its own zero $\langle$, which coexists with 0 . On the other hand, emptiness detection is explicitly available for stacks (using $e$ ) but not for polycyclic monoids.

It is well-known that valence automata over polycyclic monoids of rank at least 2 recognize context-free languages and so do nondeterministic stack $\mathbf{T}$-automata. We would like to give a uniform proof of this fact applying both to Example 7.1 and to Example 7.3.

First, observe that if the semiring $R$ is idempotent then any $R$-semimodule (equivalently, $\mathbf{T}_{R^{-}}$ algebra) $B$ can be partially ordered by putting $b \leq c$ iff $b+c=c$.

Definition 7.4. Given a $\mathbf{T}_{R}$-automaton $m: X \rightarrow B \times\left(T_{R} X\right)^{A}$, and an initial state $x_{0} \in X$ we define the language recognized by $b \in B$ by

$$
L_{b}(m)=\left\{w \in A^{*} \mid \llbracket x_{0} \rrbracket m(w) \geq b\right\} .
$$

Note that both semirings arising from Examples 7.1 and 7.3 are idempotent (since addition is given by union of sets). For nondeterministic stack $\mathbf{T}$-automata we typically choose as $b \in B \subseteq 2^{\Gamma^{*}}$
the predicate distinguishing the initial stack configuration, e.g. $b(w)=\top$ iff $w$ is the initial stack symbol. For valence automata over $M$ we take $B=\mathcal{P}_{\omega}(M)$ and $b=\{1\}$. Then the above definition of accepted languages instantiates as expected.

Recall that the language of balanced parentheses, or Dyck language is a language $\mathcal{D}_{n} \subseteq \mathcal{A}_{n}=$ $\left\{(1,)_{1}, \ldots,(n,)_{n}\right\}^{*}$ consisting of string of parentheses balanced in the standard sense. The following result is a reformulation of the classical Chomsky-Schützenberger theorem.

THEOREM 7.5. Let $\alpha$ be a monoid morphism from $\mathcal{A}_{2}$ to the multiplicative structure of some idempotent semiring $R$ such that
(1) for some $b_{0}, b_{1} \in B, \alpha(w) \cdot b_{0} \geq b_{1}$ iff $w$ is balanced;
(2) for any $c_{1}, c_{2}$ if $c_{1}+c_{2} \geq b_{1}$ then either $c_{1} \geq b_{1}$ or $c_{2} \geq b_{1}$.

Then for any context-free language there is a $\mathbf{T}_{R}$-automaton recognizing it by $b_{1}$.
Proof. Let us denote $\Omega_{n}=\left\{(1,)_{1}, \ldots,(n,)_{n}\right\}$ so that $\mathcal{A}_{n}=\Omega_{n}^{*}$. First note that from $\alpha: \mathcal{A}_{2} \rightarrow R$ that we postulated we can obtain a monoid morphism $\alpha^{\prime}: \mathcal{A}_{n} \rightarrow R$ for every $n$ with the same property (1). Indeed, following [Book 1975], we define a monoid morphism $\gamma: \mathcal{A}_{n} \rightarrow \mathcal{A}_{2}$ sending every $\left.\left({ }_{n} \text { to }{ }_{1}^{n}\left({ }_{2} \text { and every }\right)_{n} \text { to }\right)_{2}\right)_{1}^{n}$ and having the property that $\mathcal{D}_{n}=\gamma^{-1}\left(\mathcal{D}_{2}\right)$, which means that if $\gamma(w) \in \mathcal{A}_{2}$ is balanced then $w$ is also balanced. Since the converse is obvious, the composition $\alpha^{\prime}=\alpha \cdot \gamma: \mathcal{A}_{n} \rightarrow R$ inherits from $\alpha$ the property that $\alpha^{\prime}(w) \cdot b_{0} \geq b_{1}$ iff $w$ is balanced.

Let $\mathcal{L}$ be any context-free language. By Theorem 4.13 and Proposition 5.5, it suffices to prove that there is an additive reactive expression $e$ such that

$$
\mathcal{L}=\left\{w \in A^{*} \mid \llbracket e \rrbracket(w) \geq b_{1}\right\}
$$

By the Chomsky-Schützenberger theorem, we have $\mathcal{L}=\beta\left(\mathcal{R} \cap \mathcal{D}_{n}\right)$ for some regular language $\mathcal{R}$ over $\Omega_{n}$ and some monoid morphism $\beta: \mathcal{A}_{n} \rightarrow A^{*}$, and, according to the above argument, in what follows let us regard $\alpha$ as a morphism from $\mathcal{A}_{n}$ to $R$. We use the version of the ChomskySchützenberger theorem from [Okhotin 2012] where it is shown that if $\mathcal{L}$ does not contain one-letter words then $\beta$ can be chosen non-erasing, i.e. $\epsilon \notin \beta(g)$ for all $g \in \Omega_{n}$. The assumption that $\mathcal{L}$ does not contain one-letter words does not restrict generality, for if we could show for $\mathcal{L}^{\prime}=\mathcal{L} \backslash A$ and an expression $e$ that $\mathcal{L}^{\prime}=\left\{w \in A^{*} \mid \llbracket e \rrbracket(w) \geq b_{1}\right\}$ then of course we would have

$$
\mathcal{L}=\left\{w \in A^{*} \mid \llbracket e+\sum_{a \in \mathcal{L} \cap A} a \cdot b_{1} \rrbracket(w) \geq b_{1}\right\}
$$

Henceforth we assume that $\mathcal{L} \cap A=\emptyset$ and $\beta$ is non-erasing.
As we know from Propositions 4.7 and $5.5, \mathcal{R}$ can be given by an additive reactive expression over the boolean semiring $R=B=\{0,1\}$. We replace in this expression every occurrence of the form $g .-$ where $g \in \Omega_{n}$ by $a_{1} \ldots a_{k} \cdot \alpha(g) \cdot(-)$ where $a_{1} \ldots a_{k}=\beta(g)$ and every occurrence of $1 \in B_{0}=\{1\}$ by $b_{0}$. The resulting expression $e$ is a reactive additive expression for the semimodule monad $\mathbf{T}_{R}$. Note that the assumption that $\beta$ is nonerasing ensures that $e$ remains guarded. It is then easy to check that

$$
\begin{equation*}
\llbracket e \rrbracket(w) \geq r \cdot b_{0} \quad \text { if } \quad \exists u \in \mathcal{A}_{n} \cdot r=\alpha(u) \wedge w=\beta(u) \tag{7.1}
\end{equation*}
$$

indeed, given $u=g_{1} \ldots g_{k} \in \mathcal{A}_{n}$ with $g_{i} \in \Omega_{n}$ such that $r=\alpha(u)$ and $w=\beta(u)$, by definition, $\llbracket e \rrbracket(w) \geq r \cdot b_{0}$ iff $o\left(\partial_{\beta\left(g_{1}\right) \cdots \beta\left(g_{k}\right)}(e)\right) \geq \alpha\left(g_{1}\right) \cdots \alpha\left(g_{k}\right) \cdot b_{0}$, which follows from the definition of $e$, specifically, from the way $g$. - is replaced. Suppose, $w \in \mathcal{L}=\beta\left(\mathcal{R} \cap \mathcal{D}_{n}\right)$. Then there is $u \in \mathcal{D}_{n}$ such that $w=\beta(u)$. By assumption (1), $\alpha(u) \cdot b_{0} \geq b_{1}$ and by (7.1), $\llbracket e \rrbracket(w) \geq \alpha(u) \cdot b_{0}$. Therefore, $\llbracket e \rrbracket(w) \geq b_{1}$.

For the converse, suppose $\llbracket e \rrbracket(w) \geq b_{1}$ and show that $w \in \mathcal{L}$. Note that $\llbracket e \rrbracket(w)$ is representable as a finite sum $\alpha\left(u_{1}\right) \cdot b_{0}+\cdots+\alpha\left(u_{k}\right) \cdot b_{0}$ in such a way that $w=\beta\left(u_{i}\right)$ and $u_{i} \in \mathcal{R}$ for all $i$. By assumption (2), $\alpha\left(u_{j}\right) \cdot b_{0} \geq b_{1}$ for some $j$ and therefore by assumption (1), $u_{j}$ is balanced. Since $w=\beta\left(u_{j}\right), u_{j} \in \mathcal{R}$ and $u_{j} \in \mathcal{D}_{n}$, we obtain $w \in \mathcal{L}$.

Example 7.6. Let us check that conditions of Theorem 7.5 apply to Examples 7.1 with $|\Gamma|>1$ and 7.3 with $k>1$.

1. For the nondeterministic stack theory, let us consider $B \subseteq 2^{\Gamma^{*}} \cong \mathcal{P}\left(\Gamma^{*}\right)$ as in Definition 6.5 (for $m=1$ ). It is not difficult to work out that the action of $R$ on $B$ satisfies for every given $f: \Gamma^{*} \rightarrow 2$ the following laws

$$
e \cdot f(u)=\left\{\begin{array}{lll}
f(\epsilon) & \text { if } u=\epsilon  \tag{7.2}\\
0 & \text { else },
\end{array} \quad o_{i} \cdot f(u)=\left\{\begin{array}{ll}
f(v) & \text { if } u=\gamma_{i} v \\
0 & \text { else, }
\end{array} \quad u_{i} \cdot f(u)=f\left(\gamma_{i} u\right) ;\right.\right.
$$

in fact, this holds because $e \cdot(-), o_{i} \cdot(-)$ and $u_{i} \cdot(-)$ are the unary operations empty ${ }^{B}$, pop ${ }_{i}^{B}$ and push $i_{i}^{B}$, respectively, by using the definition of empty, pop $p_{i}$ and push $h_{i}$ from push and pop (see Example 7.1), and by using how pop ${ }^{B}: B^{n+1} \rightarrow B$ and push ${ }^{B}: B \rightarrow B$ act ensuing the definition of the algebra structure $\alpha^{m}$ on $B$ (see Definitions 6.5, and 5.7).

We take $\alpha: \mathcal{A}_{2} \rightarrow R$ sending $\left(i \text { to } u_{i},\right)_{i}$ to $o_{i}$ for $i=1,2$ and $b_{0}=b_{1}=\{\epsilon\}$. Condition (2) holds because $\{\epsilon\}$ is an atom of the Boolean algebra $\mathcal{P}\left(\Gamma^{*}\right)$ (noting that + on $B$ is union of languages over $\Gamma$ ). Condition (1) means that $w$ is balanced iff $\alpha(w) \cdot\{\epsilon\} \supseteq\{\epsilon\}$. This is easy to verify: on the one hand, if $w$ is balanced, then $\alpha(w)$ can be reduced to 1 by successively replacing every $\alpha\left(\left(_{i}\right)_{i}\right)=$ $u_{i} o_{i}$ by 1 , and therefore for such $w, \alpha(w) \cdot\{\epsilon\}=\{\epsilon\}$; on the other hand, if $w$ is not balanced, by replacing $\alpha\left(\left(i_{i}\right)=u_{i} o_{i}\right.$ with 1 we eventually obtain that $\alpha(w)$ either (i) contains a factor $u_{i} o_{j}$ with $i \neq j$, or (ii) contains a factor $o_{i} u_{j}$, or (iii) is a nonempty product of $u_{i}$ 's, or (iv) is a nonempty product of $o_{i}$ 's. In the cases (i)-(iii), we see that $\alpha(w) \cdot\{\epsilon\}$ is $\emptyset$ using the relations from Example 7.1 and the equations in (7.2). In the remaining case, $\alpha(w)$ is a (nonempty) product of the $o_{i}$, and hence $\alpha(w) \cdot\{\epsilon\} \supseteq\{\epsilon\}$ would imply a contradiction: $(e \alpha(w)) \cdot\{\epsilon\}=0 \cdot\{\epsilon\}=\emptyset \supseteq e \cdot\{\epsilon\}=\{\epsilon\}$.
2. For the polycyclic theory we take $\alpha: \mathcal{A}_{2} \rightarrow \mathcal{P}_{\omega}(M)$ sending $\left(i \text { to }\left\{g_{i}\right\} \text { and }\right)_{i}$ to $\left\{g_{i}^{-1}\right\}$ for $i=1,2$ and $b_{0}=b_{1}=\{1\}$. The verification of conditions (1) and (2) here is analogous, in particular, for (1) one readily checks that $\alpha(w)=1$ iff $w$ is balanced.

Contrasting [Kambites 2009] we cannot replace the polycyclic monoid in Example 7.3 by a free group and conclude by Theorem 7.5 that automata with free group memory recognize context-free languages because the relevant construction would make an essential use of internal transitions, which we do not allow.

As we have seen by Examples 7.1 and 7.2, for any $\Sigma$-theory we can automatically generate its nondeterministic variant by tensoring with $\mathcal{E}_{\mathcal{P}_{\omega}}$ and this has a sensible interpretation in terms of $\mathbf{T}$ automata. One may wonder if it is possible to convert a given $\mathbf{T}$-automaton to a $\mathbf{T} \otimes \mathcal{P}_{\omega}$-automaton (which is necessarily a weighted $\mathbf{T} \otimes \mathcal{P}_{\omega}$-automaton, by Proposition 6.3) preserving the semantics. The answer turns out to be affirmative under a natural assumption on the $\mathbf{T}$-algebra component $B$.

Let us first establish the following general result. It follows from [Bonsangue et al. 2015, Proposition 5.1]; we include a proof for the convenience of the reader.

Lemma 7.7. Let $\kappa: \mathbf{T} \rightarrow \mathbf{S}$ be a monad morphism, and let $m: X \rightarrow B \times T X^{A}$ and $m_{*}: X \rightarrow B \times S X^{A}$ be a $\mathbf{T}$ - and an $\mathbf{S}$-automaton over $X$, respectively, such that

$$
o^{m}=o^{m_{*}}, \quad \alpha^{m}=\alpha^{m_{*}} \cdot \kappa_{B}, \quad \kappa_{X} \cdot t^{m}=t^{m_{*}}
$$

(in particular this implies that $B$ is simultaneously a $\mathbf{T}$ - and an $\mathbf{S}$-algebra). Then the language semantics of $m$ and $m_{*}$ agree, i.e. $\llbracket x \rrbracket_{m}=\llbracket x \rrbracket_{m_{*}}$ for any $x \in X$.

PROOF. The proof amounts to showing commutativity of the following diagram:


The left-hand triangle commutes by the definition of $m^{\sharp}$, the right-hand part by the finality of $B^{A^{*}}$ (recall from (4.1) that $\widehat{m}_{*}^{\sharp}$ denotes the unique coalgebra morphism) and the upper left-hand triangle since $\kappa$ is a monad morphism. The upper right-hand triangle commutes by uniqueness of the final map from $T X$ to $B^{A^{*}}$ as soon as we establish commutativity of the middle parallelogram.

To see the latter we will use the freeness of the $\mathbf{T}$-algebra $\left(T X, \mu_{X}\right)$ (see Section 3) in the upper left-hand corner, i.e. we shall show that all morphisms in this part are $\mathbf{T}$-algebra morphisms and that this part commutes when precomposed with $\eta_{X}^{\top}$. Indeed, the latter follows from the fact that the upper left-hand triangle commutes and since clearly

$$
m_{*}=\left(X \xrightarrow{m} B \times(T X)^{A} \xrightarrow{\text { id } \times\left(\kappa_{X}\right)^{A}} B \times(S X)^{A}\right)
$$

Now to see that all morphisms in the middle part are $\mathbf{T}$-algebra morphism, recall first that the monad morphism $\kappa: \mathbf{T} \rightarrow \mathbf{S}$ induces a functor $\bar{\kappa}$ from the category of $\mathbf{S}$-algebras to the category of T-algebras given on objects by $(Y, t) \mapsto\left(Y, t \cdot \kappa_{Y}\right)$ and being identity on morphism. Clearly, this functor maps $\left(B, \alpha^{m_{*}}\right)$ to $\left(B, \alpha^{m}\right)$. Now let $\beta$ and $\beta^{*}$, denote the algebraic structures on $B \times(T X)^{A}$ and $B \times(S X)^{A}$, respectively, which are componentwise given by the structures of the free algebras $\left(T X, \mu_{X}\right)$ and by $\alpha^{m}$ and $\alpha^{m_{*}}$ on $B$, respectively. Now consider the four morphisms of the middle parallelogram of our diagram: (1) $\kappa_{X}: T X \rightarrow S X$ is easily seen to be a $\mathbf{T}$-algebra morphism from the free $\mathbf{T}$-algebra $\left(T X, \mu_{X}^{\mathbf{T}}\right)$ to the $\mathbf{T}$-algebra $\left(S X, \mu_{X}^{\mathrm{S}} \cdot \kappa_{S X}\right)$ (since $\kappa$ is a monad morphism) and therefore (2) id $\times\left(\kappa_{X}\right)^{A}$ is a $\mathbf{T}$-algebra morphism from $\left(B \times(T X)^{A}, \beta\right)$ to $\left(B \times\left(T_{B} X\right)^{A}, \beta^{*}\right.$. $\kappa_{B \times(S X)^{A}}$ ); (3) $m^{\sharp}$ is by definition a $\mathbf{T}$-algebra morphism and (4) $m_{*}^{\sharp}$ is an $\mathbf{S}$-algebra morphism and hence by applying the functor $\bar{\kappa}$ we see it is also a $\mathbf{T}$-algebra morphism as desired.

We immediately obtain the following corollary.
COROLLARY 7.8. Let $B$ be $a \mathbf{T} \otimes \mathcal{P}_{\omega}$-algebra with structure $\alpha^{m_{*}}:\left(T \otimes \mathcal{P}_{\omega}\right) B \rightarrow B$. Then $B$ is also a $\mathbf{T}$-algebra under $\alpha^{m_{*}} \cdot \kappa_{B}: T B \rightarrow B$ where $\kappa: \mathbf{T} \rightarrow \mathbf{T} \otimes \mathcal{P}_{\omega}$ is the left tensor injection. Let $m$ be any $\mathbf{T}$-automaton $(\star)$ with $\alpha^{m}=\alpha^{m_{*}} \cdot \kappa_{B}$ and form the $\mathbf{T} \otimes \mathcal{P}_{\omega}$-automaton $m_{*}$ with $o^{m_{*}}=o^{m}, t^{m_{*}}=\kappa_{X} \cdot t^{m}$ and the given $\alpha^{m_{*}}$. Then the semantics of $m$ and $m_{*}$ agree; in symbols: $\llbracket x \rrbracket_{m}=\llbracket x \rrbracket_{m_{*}}$ for every state $x \in X$.
Effectively, Corollary 7.8 states that for every $\mathbf{T}$ we can understand a $\mathbf{T}$-automaton as a special nondeterministic automaton, i.e. a $\mathbf{T} \otimes \mathcal{P}_{\omega}$-automaton, provided that its output $\mathbf{T}$-algebra $B$ additionally carries the structure of a commutative idempotent monoid which commutes with the operations of T (in the sense of satisfying the tensor laws). In particular, this works well with submonads $\mathbf{T}$ of the state monad over a store $S$ and output algebras $B$ which are subalgebras of $2^{S}$ (see e.g. Example 5.7).

## 8. CPS-TRANSFORMS OF T-AUTOMATA AND R.E.-LANGUAGES

Theorem 6.7 suggests that the present language semantics is unlikely to produce languages beyond $\operatorname{NTIME}(n)$ under a computationally convincing choice of the components of a $\mathbf{T}$-automaton ( $\star$ ). The approach suggested by the classical formal language theory is to replace $A$ with the set $A_{\tau}=$
$A \cup\{\tau\}$, where $\tau$ is a new unobservable action ${ }^{2}$, but in lieu of the formal power series $B^{A_{\tau}^{*}}$ we use $B^{A^{*}}$ as the semantic domain. This new observational semantics is supposed to be obtainable from the standard one by eliminating the unobservable actions.

We argue briefly, why the general assumptions about the structure of a $\mathbf{T}$-automaton are not sufficient to define the observational semantics. Consider the Moore automaton $m: X \rightarrow$ $B \times X^{A_{\tau}}$ with $A=\{a\}$ and $B=\left\{b_{0}, b_{1}\right\}$. The underlying monad is the identity monad and $\alpha^{m}$ is the identity morphism. Let $X=\left\{x_{0}, x_{1}\right\}, o_{m}=\left\{\left\langle x_{0}, b_{0}\right\rangle,\left\langle x_{1}, b_{1}\right\rangle\right\}, t_{m}=$ $\left\{\left\langle x_{0}, a, x_{0}\right\rangle,\left\langle x_{0}, \tau, x_{1}\right\rangle,\left\langle x_{1}, a, x_{1}\right\rangle,\left\langle x_{1}, \tau, x_{1}\right\rangle\right\}$. Removal of $\tau$-transitions leads to a nondeterministic automaton having two $a$-transitions from $x_{0}$ to states marked with $b_{0}$ and with $b_{1}$ by $o_{m}$, which cannot be determinized unless we assume the structure of a commutative idempotent monoid (i.e. a $\mathcal{P}_{\omega}$-algebra structure) on $B$. A similar argument applied to looped internal transitions shows that $B$ must support countable iterations of the monoid operation.

Using these assumptions on $B$, our idea is to use Lemma 7.7 to transform a given $\mathbf{T}$-automaton $m$ to some $\mathbf{S}$-automaton $m_{*}$ for which $\tau$-transitions can be eliminated in a generic way. After eliminating the $\tau$-transitions we then obtain an $\mathbf{S}$-automaton $m_{v}$, and finally we define the observational semantics of $m$ as the standard language semantics of $m_{v}$. Note that Corollary 7.8 does not offer a sufficiently good candidate for $m_{*}$, because we would have to assume that $B$ is a $\mathbf{T} \otimes \mathcal{P}_{\omega}$-algebra, which would rule out too many interesting instances, e.g. Examples 5.2 and 5.3. We therefore obtain $m_{*}$ by a technique borrowed from higher-order programming language semantics and known as continuation passing style (CPS) transformation [Plotkin 1975].

Let $\alpha: T B \rightarrow B$ be a $\mathbf{T}$-algebra. We denote by $\mathbf{T}_{B}$ the continuation monad (see Example 3.10) with $T_{B} X=B^{B^{X}}$. We define $\kappa: \mathbf{T} \rightarrow \mathbf{T}_{B}$ by sending $p \in T X$ to $\kappa_{X}(p)=\lambda f .(\alpha \cdot T f(p)) \in$ $T_{B} X$, which yields a monad morphism; in fact, it is well known that for every monad $\mathbf{T}$ on a category with powers the above assignment of $\kappa$ to $\alpha$ is part of a bijective correspondence between Eilenberg-Moore algebras on $B$ and monad morphisms from $\mathbf{T}$ to $\mathbf{T}_{B}$ (see e.g. [Kock 1970, Theorem 3.2]).

Construction 8.1. Given a $\mathbf{T}$-automaton $(\star)$, let $\kappa: \mathbf{T} \rightarrow \mathbf{T}_{B}$ be the monad morphism given by $\kappa_{X}(p)=\lambda f \cdot\left(\alpha^{m} \cdot T f(p)\right)$ and let

$$
o^{m_{*}}=o^{m}, \quad t^{m_{*}}=\kappa_{X} \cdot t^{m}, \quad \alpha^{m_{*}}=\lambda t \cdot t(\mathrm{id})
$$

which yields a $\mathbf{T}_{B}$-automaton ${ }^{3} m_{*}: X \rightarrow B \times\left(T_{B} X\right)^{A}$. It is easily seen that $\alpha^{m_{*}}: T_{B} B \rightarrow B$ is a $\mathbf{T}_{B}$-algebra and $\alpha^{m}=\alpha^{m_{*}} \cdot \kappa_{B}$. We call $m_{*}$ the CPS-transform of $(\star)$.

The following is another a corollary of Lemma 7.7.
Corollary 8.2. The language semantics of a $\mathbf{T}$-automaton and of its CPS-transform agree; more precisely, for every $\mathbf{T}$-automaton ( $\boldsymbol{\star}$ ) and a state $x \in X, \llbracket x \rrbracket_{m}=\llbracket x \rrbracket_{m_{\star}}$.
Corollary 8.2 implies Proposition 4.7 announced previously in Section 4.
Proof of Proposition 4.7. If $B$ in $(\star)$ is finite then, by definition, $T_{B} X$ is also finite. Thus, the generalized powerset construction performed on the CPS-transform $m_{*}$ yields a Moore automaton. Thus, for every $x \in X, \llbracket x \rrbracket_{m}=\llbracket x \rrbracket_{m^{*}}$ is a regular formal power series.
We now proceed with the definition of the observational semantics. In order to do this we shall make use of algebras for the countable multiset monad $\mathbf{M}$. Its monad structure will not be needed; however, we recall its definition for the convenience of the reader.

Remark 8.3. For the countable multiset monad M, MX consists of countable multisets on $X$, i.e.

$$
M X=\left\{f: X \rightarrow \mathbb{N}_{\infty} \mid f \text { has countable support }\right\}
$$

[^2]where $\mathbb{N}_{\infty}=\mathbb{N}+\{\infty\}$ with the operations of addition and multiplication extended to $\infty$ in the expected way. The unit of $\mathbf{M}$ is given by $\eta_{X}(x)=\delta_{x}: X \rightarrow \mathbb{N}_{\infty}$ with $\delta_{x}(x)=1$ and $\delta_{x}(y)=0$ otherwise. For any map $h: X \rightarrow M Y$ the Kleisli lifting $h^{\star}: M X \rightarrow M Y$ acts as follows:
$$
h^{\star}(f)(y)=\sum_{x \in X} f(x) \cdot h(x)(y)
$$

An $\mathbf{M}$-algebra is, equivalently, a commutative monoid with infinite summation satisfying the expected laws. We call such a monoid $\omega$-additive. For an $\omega$-additive monoid we denote by $\emptyset$ the neutral element, by $a+b$ the binary sum and by $\sum_{i=1}^{\infty} a_{i}$ the countable sum.

Definition 8.4 ( $\omega$-additive $\mathbf{T}$-automata). A $\mathbf{T}$-automaton ( $\star$ ) is $\omega$-additive if $B$ (besides being $\mathbf{T}$-algebra) is an $\omega$-additive monoid.

It is easy to see that the $\omega$-additive monoid structure extends from $B$ to $T_{B} X$ pointwise:
Lemma 8.5. If $B$ is an $\omega$-additive monoid and $a \mathbf{T}$-algebra then for every set $X, T_{B} X$ is an $\omega$-additive monoid.

Proof. This follows from the fact that $B$ carries an Eilenberg-Moore algebra structure for the countable multiset monad $\mathbf{M}$. Equivalently, we have a monad morphism $m: \mathbf{M} \rightarrow \mathbf{T}_{B}$ (see [Kock 1970, Theorem 3.2]). Thus, by forming $\left(T_{B} X, \mu_{X}^{\mathbf{T}_{B}} \cdot m_{T_{B} X}\right)$ we obtain an Eilenberg-Moore algebra structure for $\mathbf{M}$ on $T_{B} X$, i.e., $T_{B} X$ is an $\omega$-additive monoid.

The $\omega$-additive monoid structure on $T_{B} X$ allows us to define for any given $\mathbf{T}$-automaton over the alphabet $A_{\tau}$ a $\mathbf{T}_{B}$-automaton over $A$. To this end, we first form the CPS-transform of the given $\mathbf{T}$-automaton and then use infinite summation to get rid of unobservable actions $\tau$ :

Construction 8.6. Given a T-automaton $m: X \rightarrow B \times(T X)^{A_{\tau}}$, we construct $m_{v}: X \rightarrow$ $B \times\left(T_{B} X\right)^{A}$ with $\alpha^{m_{v}}=\alpha^{m_{*}}=\lambda t . t(\mathrm{id})$ and with $t^{m_{v}}, o^{m_{v}}$ defined as

$$
\begin{aligned}
t^{m_{v}}\left(x_{0}, a\right) & =\sum_{i=1}^{\infty} \text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; x_{i-1} \leftarrow t^{m_{*}}\left(x_{i-2}, \tau\right) ; t^{m_{*}}\left(x_{i-1}, a\right), \\
o^{m_{v}}\left(x_{0}\right) & =o^{m_{*}}\left(x_{0}\right)+\sum_{i=1}^{\infty}\left(\text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; t^{m_{*}}\left(x_{i-1}, \tau\right)\right)\left(o^{m_{*}}\right) .
\end{aligned}
$$

(Note that do $x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; t^{m_{*}}\left(x_{i-1}, \tau\right)$ is an element of $T_{B} X=B^{B^{X}}$, i.e. a function $B^{X} \rightarrow B$ which can be applied to $o^{m_{*}} \in B^{X}$.)

Intuitively, for $t^{m_{v}}\left(x_{0}, a\right)$ we accumulate the effects underlying the $\tau$-transitions preceding the first $a$-transition; for $o^{m_{v}}\left(x_{0}\right)$ we accumulate the effects along any sequence of $\tau$-transition leading to an accepting state detected by $o^{m_{*}}$.

We define the observational semantics for $m$ to be the language semantics for $m_{v}$.
Definition 8.7 (Observational semantics). Given a T-automaton ( $\star$ ) over input alphabet $A_{\tau}$, its observational semantics is defined as $\llbracket-\rrbracket_{m}^{\tau}=\llbracket-\rrbracket_{m_{v}}$.
In order to consider the observational semantics $\llbracket-\rrbracket_{m}^{\tau}$ in concrete instances of $\mathbf{T}$-automata, we need a description similar to Lemma 5.9. Before we state and prove it we make some auxiliary observations.

Remark 8.8. Since $\kappa: \mathbf{T} \rightarrow \mathbf{T}_{B}$ is a monad morphism we have that for every $f: X \rightarrow T Y$ :

$$
\begin{equation*}
\kappa_{Y}(\text { do } x \leftarrow p ; f(x))=\text { do } x \leftarrow \kappa_{X}(p) ; \kappa_{Y} \cdot f(x) . \tag{8.1}
\end{equation*}
$$

Remark 8.9. We shall need two properties of the $\omega$-additive monoid structure on $T_{B} X$.

1. Kleisli substitution distributes over sums:

$$
\begin{equation*}
\text { do } y \leftarrow \sum_{i=1}^{\infty} p_{i} ; f(y)=\sum_{i=1}^{\infty} \text { do } y \leftarrow p_{i} ; f(y) \tag{8.2}
\end{equation*}
$$

Indeed, this equation expresses that the outside of the following diagram commutes for every $f$ : $X \rightarrow T_{B} Y$ (here we abbreviate $T_{B}$ as $T$, and recall that $M$ denotes the countably supported multiset monad):


And this diagram clearly commutes by the naturality of the monad morphism $m: \mathbf{M} \rightarrow \mathbf{T}_{B}$, and since $f^{\star}$ is a $\mathbf{T}$-algebra morphism.
2. Similarly, sums commute with the $\mathbf{T}_{B}$-algebra structure $\alpha^{m_{*}}$, i.e. the following equation holds for every countable family of elements $p_{i} \in T_{B} B$ :

$$
\begin{equation*}
\alpha^{m_{*}}\left(\sum_{i=1}^{\infty} p_{i}\right)=\sum_{i=1}^{\infty} \alpha^{m_{*}}\left(p_{i}\right) \tag{8.3}
\end{equation*}
$$

in other words, $\alpha^{m_{*}}: T_{B} B \rightarrow B$ is a morphism of $\omega$-additive monoids. Indeed, this follows from the commutativity of the following diagram (again we abbreviate $T_{B}$ by $T$ ):


Lemma 8.10. Given a $\mathbf{T}$-automaton $(\boldsymbol{\star}), x_{0} \in X$ and $u \in A^{*}$ then

$$
\begin{aligned}
\llbracket x_{0} \rrbracket_{m}^{\tau}(\epsilon) & =o^{m}\left(x_{0}\right)+\sum_{i=1}^{\infty} \alpha^{m}\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m}\left(x_{i-1}, \tau\right) ; \eta_{B}^{\top} \cdot o^{m}\left(x_{i}\right)\right) \\
\llbracket x_{0} \rrbracket_{m}^{\tau}(a u) & =\sum_{i=1}^{\infty} \alpha^{m}\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m}\left(x_{i-1}, a\right) ; \eta_{B}^{\top} \cdot \llbracket x_{i} \rrbracket_{m}^{\tau}(u)\right)
\end{aligned}
$$

Proof. We proceed by induction over the argument $w \in A^{*}$ of $\llbracket x_{0} \rrbracket_{m}^{\tau}$. For $w=\epsilon$ :

$$
\begin{array}{rlr}
\llbracket x_{0} \rrbracket_{m}^{\tau}(\epsilon)=\llbracket x_{0} \rrbracket_{m_{v}}(\epsilon) & \text { // definition of } \llbracket-\rrbracket_{m}^{\tau} \\
& =o^{m_{v}}\left(x_{0}\right) & \quad / \text { Lemma } 5.9 \\
& =o^{m_{*}}\left(x_{0}\right)+\sum_{i=1}^{\infty}\left(\text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; t^{m_{*}}\left(x_{i-1}, \tau\right)\right)\left(o^{m_{*}}\right) \\
& & / / \text { definition of } o^{m_{v}} \\
& =o^{m}\left(x_{0}\right)+\sum_{i=1}^{\infty} \kappa_{X}\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; t^{m}\left(x_{i-1}, \tau\right)\right)\left(o^{m}\right)
\end{array}
$$

// repeated application of (8.1)
$/ /$ with $o^{m_{*}}=o^{m}, t^{m_{*}}=\kappa_{X} \cdot t^{m}$

$$
=o^{m}\left(x_{0}\right)+\sum_{i=1}^{\infty}\left(\alpha^{m} \cdot T o^{m}\right)\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; t^{m}\left(x_{i-1}, \tau\right)\right)
$$

// definition of $\kappa_{X}$

$$
=o^{m}\left(x_{0}\right)+\sum_{i=1}^{\infty} \alpha^{m}\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m}\left(x_{i-1}, \tau\right) ; \eta_{B}^{\boldsymbol{\top}} \cdot o^{m}\left(x_{i}\right)\right)
$$

// property of do-notation
For the induction step we consider $w=a u$ and compute:

$$
\begin{aligned}
\llbracket x_{0} \rrbracket_{m}^{\tau}(a u) & =\llbracket x_{0} \rrbracket_{m_{v}}(a u) \quad \text { definition of } \llbracket-\rrbracket_{m}^{\tau} \\
& =\alpha^{m_{v}}\left(\text { do } y \leftarrow t^{m_{v}}\left(x_{0}, a\right) ; \eta_{B}^{\top} \cdot \llbracket y \rrbracket_{m_{v}}(u)\right)
\end{aligned}
$$

// Lemma 5.9

$$
\begin{aligned}
& =\alpha^{m_{*}}\left(\text { do } x_{i} \leftarrow\left(\sum_{i=1}^{\infty} \text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; t^{m_{*}}\left(x_{i-1}, a\right)\right) ; \eta_{B}^{\mathbf{T}_{B}} \cdot \llbracket x_{i} \rrbracket_{m_{v}}(u)\right) \\
& / / \text { definition of } t^{m_{v}} \text {, since } \alpha^{m_{v}}=\alpha^{m_{*}} \text {, } \\
& / / \text { and renaming } y \text { to } x_{i} \\
& =\alpha^{m_{*}}\left(\sum_{i=1}^{\infty} \text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m_{*}}\left(x_{i-1}, a\right) ; \eta_{B}^{\mathbf{T}_{B}} \cdot \llbracket x_{i} \rrbracket_{m_{v}}(u)\right) \\
& \text { // (8.2) } \\
& =\alpha^{m_{*}}\left(\sum_{i=1}^{\infty} \kappa_{B}\left(\text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m_{*}}\left(x_{i-1}, a\right) ; \eta_{B}^{\boldsymbol{\top}} \cdot \llbracket x_{i} \rrbracket_{m_{v}}(u)\right)\right) \\
& / /(8.1) \text { and since } \kappa \cdot \eta^{\boldsymbol{\top}}=\eta^{\boldsymbol{\top}_{B}} \\
& =\sum_{i=1}^{\infty} \alpha^{m_{*}} \cdot \kappa_{B}\left(\text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m_{*}}\left(x_{i-1}, a\right) ; \eta_{B}^{\boldsymbol{\top}} \cdot \llbracket x_{i} \rrbracket_{m_{v}}(u)\right) \\
& \text { // (8.3) } \\
& =\sum_{i=1}^{\infty} \alpha^{m}\left(\text { do } x_{1} \leftarrow t^{m_{*}}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m_{*}}\left(x_{i-1}, a\right) ; \eta_{B}^{\top} \cdot \llbracket x_{i} \rrbracket_{m_{v}}(u)\right) \\
& / / \text { since } \alpha^{m_{*}} \cdot \kappa_{B}=\alpha^{m} \\
& =\sum_{i=1}^{\infty} \alpha^{m}\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m}\left(x_{i-1}, a\right) ; \eta_{B}^{\top} \cdot \llbracket x_{i} \rrbracket_{m}^{\tau}(u)\right) \\
& / / \text { definition of } \llbracket-\rrbracket_{m}^{\tau} \text {. }
\end{aligned}
$$

Example 8.11. We consider two concrete instances of our observational semantics.

1. Nondeterministic stack $\mathbf{T}$-automata $m$ over $A_{\tau}$, i.e. where $\mathbf{T}$ is the tensor product of the stack monad and $\mathcal{P}_{\omega}$, are in bijective correspondence with ordinary pushdown-automata (i.e. nondeterministic ones with $\epsilon$-transitions). In fact, a similar construction to the one performed in the proof of Theorem 6.7 allows one to obtain for any given $m, x_{0} \in X$ and $\gamma_{0} \in \Gamma$ a push-down automaton that accepts the language

$$
\left\{w \in A^{*} \mid \llbracket x_{0} \rrbracket_{m}^{\tau}(w)\left(\gamma_{0}\right)=\top\right\}
$$

Conversely, every pushdown automaton $M$ yields a nondeterministic stack $\mathbf{T}$-automaton such that the above language is the language accepted by $M$. It follows that the class of these languages is precisely the class of context-free languages over $A$.
2. Coming back to Example 7.2 let us consider valence automata again, but now with $\epsilon$ transitions. Given any valence automaton $\mathcal{A}=\left(X, M, A, \delta, q_{0}, F\right)$ we can again assume w.l.o.g. that its transitions are labelled with a single letter or $\epsilon$. Then we can regard $\mathcal{A}$ as a $\mathbf{T}$-automaton $m$ over $A_{\tau}$ for the nondeterministic monoid action theory over $M$. Using Lemma 8.10 it is not difficult to prove that $\left\{w \in A^{*} \mid 1 \in \llbracket q_{0} \rrbracket_{m}^{\tau}\right\}$ is the language accepted by $\mathcal{A}$.

We now proceed to define a class of $\mathbf{T}$-automata that correspond to classical Turing machines in the sense that the observational semantics yields precisely all recursively enumerable languages.

Definition 8.12 (Tape $\mathbf{T}$-automaton). A tape $\mathbf{T}$-automaton is a $\mathbf{T}$-automaton ( $\boldsymbol{\star}$ ) for which

- $\mathbf{T}$ is the tape monad over $\Gamma$ (see Definition 3.17);
- $B$ is the set of predicates over $\mathbb{Z} \times \Gamma^{\mathbb{Z}}$ consisting of all those $p \in 2^{\mathbb{Z} \times \Gamma^{\mathbb{Z}}}$ for each of which there is a $k$ such that $p(i, \sigma)=p\left(i, \sigma^{\prime}\right)$ and $p\left(i, \sigma_{+j}\right)=p(i+j, \sigma)$ whenever $\sigma \equiv \sigma^{\prime}(\bmod [i-k, i+k])$;
- $\alpha^{m}: T B \rightarrow B$ is given by evaluation; it restricts the morphism $T\left(2^{S}\right)=\left(2^{S} \times S\right)^{S} \xrightarrow{\text { ev }^{S}} 2^{S}$, where $S=\mathbb{Z} \times \Gamma^{\mathbb{Z}}$.

The argument showing that $B$ is indeed a $\mathbf{T}$-algebra is completely analogous to the one for stack T-automata (Definition 5.7).

Tape T-automata over $A_{\tau}$ are essentially deterministic 2 -tape Turing machines with input alphabet $A$, where the first tape is a special read-only and right-only tape holding the input word at
the beginning of a computation. Thus, we obtain that tape automata represent all the recursively enumerable languages.

THEOREM 8.13. For every tape $\mathbf{T}$-automaton $m$ over $A_{\tau}$, $\Gamma$ with $|\Gamma| \geq 2$ containing a special blank symbol $\boxtimes$, and every state $x \in X$ the following language is recursively enumerable:

$$
\left\{w \in A^{*} \mid \llbracket x \rrbracket_{m}^{\tau}(w)\left(0, \sigma_{\boxtimes}\right)=\top\right\},
$$

where $\sigma_{\boxtimes}$ is the constant function returning $\boxtimes$. Conversely, every recursively enumerable language can be represented in this way.

In order to prove this theorem, we will relate tape automata and a special form of Turing machines called online Turing machines. The idea of an online Turing machine is a rather old one [Hennie 1966] and essentially amounts to equipping a standard (offline) Turing machine with an additional input tape which can only be read in one direction and not modified. From the coalgebraic point of view online Turing machines naturally extend finite state machines and push-down automata.

Definition 8.14 (Online Deterministic Turing Machine (ODTM)). An online deterministic Turing machine is a six-tuple $M=\left(Q, A, \Gamma, \delta, q_{0}, F\right)$, where $Q$ is a finite set of states, $A$ is the action (or input) alphabet, $\Gamma$ is the tape alphabet (assumed to contain the special blank symbol $\boxtimes$ ), $q_{0}$ is the initial state, $F \subseteq Q$ is a set of final (or accepting) states and

$$
\delta: Q \times(A \cup\{\tau\}) \times \Gamma \rightarrow Q \times \Gamma \times\{\mathrm{L}, \mathrm{~N}, \mathrm{R}\}
$$

is the transition function.
The difference to an ordinary TM is that transitions do not only depend on the tape contents but also on an input in the form of an action $a \in A$ given by the user from the outside during runtime of the machine, and there are also internal transitions, i.e. where a silent action $\tau$ triggers the transition. Hence, a configuration of an ODTM $M$ is an element of

$$
Q \times A^{*} \times\left(\mathbb{Z} \times \Gamma^{\mathbb{Z}}\right)
$$

consisting of the current state $q \in Q$ the remaining input actions $w \in A^{*}$ and a pair $(i, \sigma)$ consisting of the current position $i$ of the read/write head and tape content $\sigma: \mathbb{Z} \rightarrow \Gamma$. Computations (or runs) are then defined in the usual way as sequences of configurations starting from the initial configuration $\left(q_{0}, w,\left(0, \sigma_{\boxtimes}\right)\right)$ where $w \in A^{*}$ is the input word and $\sigma_{\boxtimes}$ denotes the constant function on $\boxtimes$. Note that internal transitions leave the remaining input actions untouched while otherwise the head symbol is removed from $w \in A^{*}$ in a configuration.

Remark 8.15. The above definition is essentially the one from [Aanderaa 1974]. A nondeterministic variant of this definition has been recently employed by Baeten et al. [2011] under the name reactive Turing machine with the aim to equip TM's with a notion of interaction and so bridge the gap between classical computation and concurrency theory. In particular, the standard equivalence relation for reactive Turing machines is bisimilarity rather than language equivalence we study here.

Definition 8.16 (Language of a ODTM). Let $M$ be an ODTM. The formal language accepted by $M$ is the set of words $w \in A^{*}$ such that there exists a computation from the initial configuration to a configuration $(q, \epsilon,(n, \sigma))$ with $q \in F$.
More informally, a word is accepted by $M$ if there is a computation that consumes all the letters in the input work $w$ and leads to an accepting state. Note that due to the internal actions there may be several accepting computations of a word. So an ODTM is only deterministic in the sense that in every configuration there can be no two different moves consuming the same input letter. But an internal transition can happen nondeterministically in any configuration.

That ODTM's are an appropriate model of computations is stated by the following lemma.
LEMMA 8.17. The class of languages accepted by ODTM's is the class of semi-decidable languages.

Proof. We show that an ordinary TM can be simulated by an ODTM and vice versa.
(a) Given an ODTM $M$ it can be simulated by a nondeterministic TM $\bar{M}$ with two tapes as follows: the first (input) tape of $\bar{M}$ stores the input word $w \in A^{*}$ which is processed read-only from left to right, and the second tape of $\bar{M}$ corresponds to the tape of $M$. The NTM $\bar{M}$ simulates $M$ as follows: in each step $\bar{M}$ nondeterministically either performs an internal action of $M$ or reads one symbol from the first tape (then moving the head to the right by one position on this tape). In addition, $\bar{M}$ has a special accepting halting state $q_{f}$, and it can nondeterministically decide to move to that state from every accepting state of $M$ whenever a blank symbol is read on the first tape; this allows $\bar{M}$ to halt and accept if $M$ is in any accepting configuration after consuming its input. It is then clear that $\bar{M}$ and $M$ accept the same language. We conclude that the language accepted by any ODTM is semi-decidable.
(b) Conversely, suppose we have a deterministic TM with input alphabet $A$. Then $M$ can be simulated by an ODTM $\bar{M}$. The computation of $\bar{M}$ has two phases: in the first phase $\bar{M}$ consumes its entire input and writes it on its tape. During this phase no internal transitions happen. The first phase ends as soon as $\bar{M}$ performs its first internal action, which starts the second phase. In this phase $\bar{M}$ only performs internal actions in the sense that all transitions consuming an input symbol $a_{-} \in A$ lead to a non-accepting state that is never left again. At the beginning of the second phase $\bar{M}$ then moves the head to the first input symbol (if any) on its tape. It then starts a simulation of the DTM $M$ using internal transitions only. Whenever $M$ halts in a (non-)accepting state, then $\bar{M}$ moves to a (non-)accepting state that it never leaves again. Again, $\bar{M}$ clearly accepts the same language as $M$. Thus, it follows that every semi-decidable language is accepted by an ODTM.

Proof of Theorem 8.13. We give for a tape automaton $m$ as in the statement of the theorem an equivalent ODTM and vice versa.
(a) Given $m$, we define an ODTM $M$. For every $x \in X$ and $a \in A$ let $k_{x, a}$ be the minimal natural number as in Definition 3.17 for

$$
t^{m}(x, a)=\langle r, z, t\rangle \in T X
$$

Analogously, let $l_{x}$ be the minimal natural number according to the second clause of Definition 8.12 for

$$
o^{m}(x): \mathbb{Z} \times \Gamma^{\mathbb{Z}} \rightarrow 2
$$

The state set of $M$ consists of the states $X$ of $m$ times a finite memory that can store a finite portion of $M$ 's tape and is of the form

$$
\{-n, \ldots, 0, \ldots, n\} \times \Gamma^{2 n+1}, \quad \text { where } n=\max \left\{l_{x}, \max \left\{k_{x, a} \mid a \in A\right\}\right\}
$$

We say that a memory content $(0, \bar{\sigma})$ restricts $(i, \sigma) \in \mathbb{Z} \times \Gamma^{\mathbb{Z}}$ if $\bar{\sigma}(j)=\sigma(i+j)$ for all $j=$ $-n, \ldots, 0, \ldots, n$. The final states of $M$ are those states $x \in X$ together with memory contents $(0, \bar{\sigma})$ that restrict $(i, \sigma)$ with $o^{m}(x)(i, \sigma)=\top$; that this is well-defined follows from Definition 3.17. We now describe informally how $M$ simulates $m$. Since $m$ can access several symbols from the tape at once we need to simulate transitions of $m$ by several steps of $M$. These steps will make sure that the contents of $M$ 's finite memory always restricts its tape contents. Hence, a transition of $m$ given by $t^{m}(x, a)(i, \sigma)=\left(x^{\prime}, i^{\prime}, \sigma^{\prime}\right)$ is simulated by the following steps of $M$ (where $M$ starts in state $x$ with the memory contents $(0, \bar{\sigma})$ restricting $M$ 's tape content $(i, \sigma))$ :
(1) $M$ performs a transition that consumes the input letter $a$ and changes the state to $x^{\prime}$ and the memory content to the appropriate value $\left(j, \bar{\sigma}^{\prime}\right)$ that reflects the values of $i^{\prime}$ and $\sigma^{\prime}$, i.e. $j=i^{\prime}-i$ and $\bar{\sigma}^{\prime}(\ell)=\sigma^{\prime}(i+\ell)$ for every $\ell=-n, \ldots, 0, \ldots, n$ (this is possible by Definition 3.17);
(2) now $M$ replaces the $2 n+1$ tape cells around the current position of the read/write head according to $\bar{\sigma}^{\prime}$ from the memory content and then the read/write head's position is changed according to $j$ (this uses a finite number of additional auxiliary states);
(3) finally, the memory is overwritten with the $2 n+1$ tape symbols around the new position of the read/write head so that the computation of the $m$-transition ends in state $x^{\prime}$ with a memory content $(0, \bar{\sigma})$ restricting the new tape content $\left(i^{\prime}, \sigma^{\prime}\right)$.

Note that all the above points except (1) are realized by internal transitions of $M$.
Now we need to prove that $M$ accepts a word $w \in A$ from the initial state $x_{0}$ (with memory content $\left(0, \sigma_{\boxtimes}\right)$ iff $\llbracket x_{0} \rrbracket_{m}^{\tau}(w)\left(0, \sigma_{\boxtimes}\right)=\top$. We will prove more generally that for every state $x_{0}$, we have $\llbracket x_{0} \rrbracket_{m}^{\tau}(w)\left(z_{0}, \sigma_{0}\right)=\mathrm{T}$ iff there exists an accepting $M$-computation from state $x_{0}$ starting with tape content $\left(z_{0}, \sigma_{0}\right)$.

Before we proceed with the proof recall that the $\mathbf{T}$-algebra structure $\alpha^{m}: T B \rightarrow B$ is given by evaluation. It follows that for every map $f: X \rightarrow T B$ the uncurrying of $\alpha^{m} \cdot f: X \rightarrow B \subseteq 2^{S}$ is

$$
X \times S \xrightarrow{f^{\prime}} B \times S \subseteq 2^{S} \times S \xrightarrow{\mathrm{ev}} 2
$$

where $S=\mathbb{Z} \times \Gamma^{\mathbb{Z}}$ and ev is the evaluation map.
Now we prove the desired statement by induction on $w$. For the base case observe that, by Lemma 8.10, $\llbracket x_{0} \rrbracket_{m}^{\tau}(\epsilon)\left(z_{0}, \sigma_{0}\right)=\top$ iff $o^{m}\left(x_{0}\right)\left(i_{0}, \sigma_{0}\right)=\top$ or there exists an $i \geq 1$ such that

$$
\alpha^{m}\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m}\left(x_{i-1}, \tau\right) ; \eta_{B}^{\mathbf{\top}} \cdot o^{m}\left(x_{i}\right)\right)\left(z_{0}, \sigma_{0}\right)=\top .
$$

In the first case $x_{0}$ is a final state of $M$ and so the empty ( 0 -step) computation of $M$ is an accepting $M$-computation of $\epsilon$. In the second case, let $i$ be such that the above equation holds. Equivalently, the following morphism

$$
X \times S \longrightarrow \cdots \longrightarrow X \times S \xrightarrow{o^{m} \times S} B \times S \subseteq 2^{S} \times S \xrightarrow{\mathrm{ev}} 2,
$$

where the unlabelled arrows form the $i$-fold composition of the uncurrying of $t^{m}(-, \tau): X \rightarrow(X \times$ $S)^{S}$, maps $\left(z_{0}, \sigma_{0}\right)$ to 1 . So equivalently, we have $x_{1}, \ldots, x_{i}$ and tape configurations $\left(z_{k}, \sigma_{k}\right), 1 \leq$ $k \leq i$, such that $t^{m}\left(x_{k}, \tau\right)\left(z_{k}, \sigma_{k}\right)=\left(x_{k+1}, z_{k+1}, \sigma_{k+1}\right)$ for all $0 \leq k<i$, and $o^{m}\left(x_{i}\right)\left(z_{i}, \sigma_{i}\right)=\mathrm{T}$. Equivalently, we have an $M$-computation that performs steps (1)-(3) above $i$ times (simulating $\tau$ steps of $m)$ and ends in the accepting state $x_{i}$ with tape content $\left(z_{i}, \sigma_{i}\right)$.

In the induction step of our proof let $w=a u$. By Lemma 8.10, we have $\llbracket x_{0} \rrbracket_{m}^{\tau}(a u)\left(z_{0}, \sigma_{0}\right)=\top$ iff there exists an $i \geq 1$ such that

$$
\alpha^{m}\left(\text { do } x_{1} \leftarrow t^{m}\left(x_{0}, \tau\right) ; \ldots ; x_{i} \leftarrow t^{m}\left(x_{i-1}, a\right) ; \eta_{B}^{\top} \cdot \llbracket x_{i} \rrbracket_{m}^{\tau}(u)\right)\left(z_{0}, \sigma_{0}\right)=\top
$$

By a similar argument as in the base case, this is equivalent to the existence of states $x_{1}, \ldots, x_{i}$ and tape content $\left(z_{k}, \sigma_{k}\right), 1 \leq k \leq i$, such that $t^{m}\left(x_{k}, \tau\right)\left(z_{k}, \sigma_{k}\right)=\left(x_{k+1}, z_{k+1}, \sigma_{k+1}\right)$ for all $0 \leq k<i-1, t^{m}\left(x_{i-1}, a\right)\left(z_{i-1}, \sigma_{i-1}\right)=\left(x_{i}, z_{i}, \sigma_{i}\right)$ and $\llbracket x_{i} \rrbracket_{m}^{\tau}(u)\left(z_{i}, \sigma_{i}\right)=\top$. The last conditions corresponds, by induction hypothesis, bijectively to an accepting $M$-computation from state $x_{i}$ with initial tape content $\left(z_{i}, \sigma_{i}\right)$. And the rest corresponds bijectively to an $M$-computation that consists of $i$-iterations of steps (1)-(3) simulating $i-1$ many $\tau$-steps and one $a$-step of the given tape automaton $m$ starting in state $x_{0}$ with tape content $\left(z_{0}, \sigma_{0}\right)$ and ending in state $x_{i}$ with tape content $\left(z_{i}, \sigma_{i}\right)$. Putting these two parts together, we obtain the desired bijective correspondence to an accepting $M$-computation from state $x_{0}$ with initial tape content $\left(z_{0}, \sigma_{0}\right)$.
(b) Conversely, given an ODTM $M=\left(Q, A, \Gamma, \delta, q_{0}, F\right)$ we construct an equivalent tape automaton $m$. We take $Q$ as the set of states and we let

$$
o^{m}(q)(z, \sigma)=\top \Longleftrightarrow q \in F \quad \text { and } t^{m}(q, a)(z, \sigma)=\left(q^{\prime}, z^{\prime}, \sigma^{\prime}\right),
$$

where $q^{\prime}$ and $\left(z^{\prime}, \sigma^{\prime}\right)$ are the state and the tape content, respectively, of $M$ after performing an $a$ transition in state $q$ with tape content $(z, \sigma)$. For internal transitions, $t^{m}(q, \tau)$ is defined analogously.

We need to prove that $M$ accepts a word $w \in A$ iff $\llbracket q_{0} \rrbracket_{m}^{\tau}(w)\left(0, \sigma_{\boxtimes}\right)=\top$. More generally, one proves that for every state $q_{0}$ and tape content $\left(z_{0}, \sigma_{0}\right)$ of $M$ one has $\llbracket q_{0} \rrbracket_{m}^{\tau}(w)\left(z_{0}, \sigma_{0}\right)=1$ iff there exists an accepting $M$-computation from state $q_{0}$ with initial tape content $\left(z_{0}, \sigma_{0}\right)$. This is proved by induction on $w$ once again. The details are similar (but slightly easier) than in part (a) of our proof, and so we leave them as an easy exercise for the reader.

## 9. CONCLUSIONS AND FUTURE WORK

In the present paper, we have presented the first steps towards a uniform theory of effectful state machines combining Moore automata with computational monads. We have given a coalgebraic account of several types of state machines with effects (such as manipulation of a store, their accepted languages and syntactic expressions to specify them). We have presented several results of our theory including a generic Kleene-style theorem (Theorem 4.13) and one-direction of a Chomsky-Schützenberger-style theorem (Theorem 7.5). We have also given the first treatment of Turing machines in a coalgebraic setting: the observational language semantics of tape automata yields precisely the recursively enumerable languages.

There are several possible directions for future work. A converse to Theorem 7.5 is of interest. In addition, we plan to derive a sound calculus of reactive expressions extending [Bonsangue et al. 2013] and explore the boundaries for completeness. Such a calculus will depend on the monad T and its algebra $B$; in fact, while currently we only need the signature $\Sigma$ and the algebra $B$ for our results, the axioms of the theory presenting $\mathbf{T}$ will become laws of the calculus. Note that completeness is only possible for specific choices of $\mathbf{T}$ and $B$, for it follows from Corollary 6.8 that for the nondeterministic stack theory and $B$ from Definition 6.5 a finite complete axiomatization is not possible.

Another interesting point is to capture further language and complexity classes, such as the context-sensitive languages using $\mathbf{T}$-automata. Capturing various classes of machines under the umbrella of coalgebra will result in standard tools such as bisimulation proof methods becoming available for those classes of machines and their language semantics. Hence, further investigations into such proof principles are of interest.
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[^1]:    ${ }^{1}$ We will use exponents on $T$ only in this sense and not to indicate $n$-fold composition of $T$ with itself.

[^2]:    ${ }^{2}$ We prefer to use $\tau$ instead of the more standard $\epsilon$ to avoid confusion with the empty word.
    ${ }^{3} \mathrm{We}$ abuse terminology here since $\mathbf{T}_{B}$ is not finitary (see Remark 4.4).

