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ABSTRACT
Real-time detection of cyber threats is a challenging task in cyber
security. With the advancement of technology and ease of access
to the internet, more and more individuals and organizations are
becoming the target for various cyber attacks such as malware,
ransomware, spyware. The target of these attacks is to steal money
or valuable information from the victims. Signature-based detection
methods fail to keep up with the constantly evolving new threats.
Machine learning based detection has drawn more attention of
researchers due to its capability of detecting new and modified
attacks based on previous attack’s behaviour. The number of mali-
cious activities in a certain domain is significantly low compared
to the number of normal activities. Therefore, cyber threats detec-
tion data sets are imbalanced. In this paper, we proposed a partial
undersampling method to deal with imbalanced data for detecting
cyber threats.
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1 INTRODUCTION
Machine learning based threat detection methods have significant
benefits over rule-based or signature based detection. Signature
based detection methods needs frequent update of their database
to deal with new threats and they are unable to detect unknown
attacks. Machine learning based method can detect those new and
unknown attacks based on previously trained information. The
success of machine learning based methods heavily depends on
good trained model. In security domain most of the training dataset
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is imbalanced as the number of infected samples is significantly
lower compared to benign samples.

A dataset is called imbalanced when the number of samples from
one or more class is significantly more than the number of samples
from other classes. The majority class(es) dominates the training
model which leads to a poor classification outcome for the minority
class(es). This makes the detection of cyber threats using machine
learning approaches a challenge. In cyber security area, detecting
those minority samples have higher importance than the majority
samples. But it is also important not to misclassify many samples of
the majority class either. Finding an optimal balance between cost
and performance is an important problem to consider. In this paper,
we propose a partial undersamplingmethod to deal with imbalanced
data and compare the performance with four mainstream classifiers
along with other undersampling and oversampling methods.

The rest of the paper is organized as follows. Section 2 presents
an overview of related work. Section 3 discusses our proposed
approach. Our experimental setup is discussed in Section 4. Compu-
tational results are reported in Section 5. Finally, Section 6 provides
concluding remarks and possible direction for future research.

2 LITERATURE REVIEW
Various strategies have been developed to deal with imbalanced
datasets. In the broad sense it can be categorized as data level
technique and algorithmic level technique. Each of them can be
divided in sub-categories. Fig. 1 summarizes the categories of classes
imbalanced learning proposed in [14]. Some researchers considered
cost-sensitive algorithms as a combination of both data level and
algorithmic level technique [7, 16].

The oversampling method duplicates the samples in the minority
classes in order to enhance their cardinality [8]. Several techniques
are proposed for oversampling. The simplest oversampling method
is random oversampling (ROS), which duplicates randomly selected
minority objects. The drawback of this approach is that minority
objects are grouped together in small areas from where the seed for
oversampling is selected. This will cause a problem for the classifiers
with the over-fitting problem [11]. The informed oversampling ap-
proach like synthetic minority over-sampling techniques (SMOTE)
generates synthetic minority class samples to balance the class dis-
tribution [3] which eliminates the problem of ROS. It has received
a lot of admiration and has an extensive range of practical applica-
tions. Many variants of SMOTE have been proposed like adaptive
synthetic sampling approach (AdaSyn) [10], Borderline-SMOTE [9],
Majority weighted minority oversampling technique and weighted
kernel based SMOTE. The drawbacks of oversampling method is
that it adds time and memory overhead [12], can cause over-fitting
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Figure 1: Categories of class imbalanced learning

and some features can not be synthetically generated or lose its
property in synthetic data.

Undersampling method reduces the number of points from ma-
jority classes to make a balanced training set. But removing points
may remove significant information from dataset which will lead
to a poor classification. The simplest undersampling method is ran-
dom undersampling (RUS), which randomly selects and removes
majority points until the dataset becomes balanced. If a dataset
have very high imbalanced ratio, then undersampling method will
remove too many points from the dataset which results in signifi-
cant loss of information for training the model and will affect the
performance.

3 PROPOSED APPROACH
Undersampling method removes a large number of majority points
from the dataset to make it balanced. Which results in loss of in-
formation and as a result, the accuracy of majority class drops. We
propose a partial undersampling on the dataset. Our method works
in two phases:
Phase 1. In this phase we apply the incremental clustering algo-

rithm to calculate clusters in the data set.
Phase 2. Using outcomes of Phase 1, we apply undersampling in-

side some clusters and a supervised training model is created
for each cluster.

Phase 1. In this phase we apply the incremental clustering algo-
rithm to find clusters in the dataset. The most popular algorithm for
solving the clustering problem is the 𝑘-means algorithm. However,
this algorithm is very sensitive to the choice of starting cluster
centers. Therefore, we apply the incremental clustering algorithm
- the modified global 𝑘-means algorithm (MGKM) introduced in
[2]. This algorithm computes clusters gradually starting from one
cluster, which is the whole dataset, and adds one cluster center at
each iteration.

The most important component of the MGKM algorithm is the
procedure for finding starting cluster centers. These points are
found by minimizing the so-called auxiliary clustering function.
In its first step, the MGKM algorithm calculates the centre of the
whole dataset. Assume that we have already calculated 𝑘 cluster
centres, that is solved the 𝑘-clustering problem. In order to solve
the (𝑘 + 1)-clustering problem we first formulate the 𝑘-th auxiliary
clustering problem and solve it to find the set of starting cluster
centres for the (𝑘 + 1)-th cluster centre. Then each point from this
set is used as a starting cluster centre together with other 𝑘 cluster
centres to solve the clustering problem itself. Both the clustering
and the auxiliary clustering problems are solved by applying the
𝑘-means algorithm.

We defined majority and minority classes as follows: Let the
dataset 𝐴 containing 𝑝 classes: 𝐴1, . . . , 𝐴𝑝 and 𝑛𝑖 be a number of
points in the class 𝐴𝑖 , 𝑖 = 1, . . . , 𝑝 . Then the total number 𝑁 of
points in the data set 𝐴 is:

𝑁 =

𝑝∑
𝑖=1

𝑛𝑖 .

Then the average number 𝑁 of points per class is:

𝑁 = 𝑁 /𝑝.
Define the following threshold:

𝑁𝑇 = 𝛼𝑁

where we set 𝛼 = 0.5.
A class 𝐴 𝑗 , 𝑗 ∈ {1, . . . , 𝑝} is called a majority class if 𝑛 𝑗 ≥ 𝑁𝑇 ,

otherwise it is called a minority class.
Our incremental clustering algorithm continues if none of the

clusters is imbalanced or it reaches themaximumnumber of clusters.
After this phase we get the centres and radii of k clusters, a list of
points belong to each cluster and the class distribution for each
cluster. All of this information are passed to the next phase.

Phase 2: Supervised classification. Based on the class distribution
for each cluster, we may have the following cluster types:
Type 1: Cluster containing points only from minority classes.
Type 2: Cluster containing points only from majority classes.
Type 3: Cluster containing points from more than one classes.
For type 1 cluster, no undersampling is done and no classification
model is trained, instead the whole cluster region is allocated to
the minority class. All the points from the cluster type 2 are accu-
mulated and a combined model is trained if the combined points
belong to more than one classes, otherwise the whole region is
allocated for the representative majority class. For type 3 clusters,
undersampling is applied if minority class has at least 5 points. A
classification model is trained for each cluster of type 3.

Once the models are trained they will be saved and be used to
predict a new observation based on collected features from them.
Figure 2 shows the working principle of our proposed model.

Figure 2: Working principle of proposed model

Classification rules. To classify a new observation the following
classification rules are followed:
1. Check whether this observation belongs to the neighbour-

hood of any cluster of type 1. If yes, the observation is as-
signed to corresponding class.

2. If an observation belongs to the neighbourhood of any cluster
of type 2 and the combined model is not trained, then assign
the observation to the representative class of the combined
majority class.
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3. If an observation belongs to the neighbourhood of any cluster
of type 2 and a combined model is trained, then use that
model to predict it’s class.

4. Check whether this observation belongs to neighbourhood
of any cluster of type 3. If yes, then use the trained model
for that particular cluster to predict it’s class.

4 EXPERIMENTAL SETUP
In our experiment, we used four mainstream classifiers (KNN, Ran-
dom Forest, SVM and Adaboost). We calculated both classwise and
overall accuracy for each of these classifiers. We applied one over-
sampling technique (SMOTE), one undersampling technique (RUS)
and our proposed approach on these classifiers and compared their
results.

We used sci-kit library of python for implementing the classi-
fiers for our experiment. Clustering method is implemented by
ourself in python programming language. We used three imbal-
anced datasets (us_crime, ecoli and libras move) from "imblearn"
library of python. Library function train_test_split is used to cre-
ate test data set. Among all the data points, 80% data is used for
training and the rest of the data is used for testing. Random state
for train-test-split was 42 and random state for undersampling was
7. We set the number of clusters as the number of classes in the
dataset. In our experiment all the datasets are the binary class, so
we set the number of clusters as 2.

5 NUMERICAL RESULTS
This section presents and discusses the results of our experiment.
We assigned variable penalties for false-negative and false-positive
results and calculated overall cost for the classification. The failure
to detect threats (False-negative) is assigned more penalty than
misclassifying a benign sample (False-positive). True-negative and
true-positive results do not add any cost. A higher penalty P is
assigned for false-negative prediction. This value can be set de-
pending on the impact of misclassifying minority sample. For our
experiment we used 𝑃 = 10 and 𝑃 = 50. Table 1 shows the cost
matrix used in our experiment.

Table 1: Cost matrix

prediction 𝑦 = 1 prediction 𝑦 = 0

label ℎ (𝑥) = 1 𝐶1,1 = 0 𝐶0,1 = 𝑃

label ℎ (𝑥) = 0 𝐶1,0 = 1 𝐶0,0 = 0
*0 = Clean Sample and 1 = Infected Sample

Classification accuracy of conventional classifiers is presented
in Table 2. Result shows that shows the four mainstream classifiers
have very high accuracy for the majority class and achieves a good
overall accuracy. But the performance of classifiers on minority
classes is very poor compared to the performance of classifier on
majority class. Support Vector Machine (SVM) classifier provides
comparatively better results among these four mainstream classi-
fiers.

Table 3 shows the accuracy of SMOTE, RUS and our proposed
methods combined with the previously mentioned four classifiers.
RUS obtains higher accuracy for minority classes in many cases,

Table 2: Classification accuracy and cost of conventional
classifiers

Dataset Class Rnd. Forest KNN Adaboost SVM

Us-Crime
Majority 98.92 98.92 97.29 99.19
Minority 30.00 26.67 43.33 36.67
Overall 93.73 93.48 93.23 94.49

Ecoli
Majority 98.36 96.72 96.72 96.72
Minority 14.29 85.71 28.57 85.71
Overall 89.71 95.59 89.71 95.59

Libras
Move

Majority 100.00 100.00 100.00 100.00
Minority 20.00 40.00 80.00 80.00
Overall 94.44 95.83 98.61 98.61

but it has a lower accuracy rate for majority class. As majority class
has large number of points, so small drop in majority class Our
proposed method has higher accuracy for majority classes than
RUS in most of the cases and it improves the accuracy on minority
class compared to conventional classifying methods. SMOTE pro-
vides better accuracy for the majority class but the performance on
minority class is worse than both of RUS and our proposed method.

Table 3: Classification accuracy with RUS, SMOTE and our
proposed method

Dataset Class Rnd. Forest KNN Adaboost SVM
Applying Random Undersampling (RUS)

Us Crime
Majority 81.30 80.22 80.49 82.38
Minority 86.67 93.33 83.33 93.33
Overall 81.70 81.20 80.70 83.21

Ecoli
Majority 83.61 78.69 83.61 85.25
Minority 57.14 100.00 71.43 85.71
Overall 80.88 80.88 82.35 85.29

Libras
Move

Majority 88.06 91.04 71.64 95.52
Minority 100.00 100.00 80.00 100.00
Overall 94.44 91.67 72.22 95.83

Applying SMOTE

Us-Crime
Majority 94.04 82.11 91.06 90.24
Minority 63.33 80.00 60.00 83.33
Overall 91.73 81.95 88.72 89.72

Ecoli
Majority 95.08 91.80 93.44 90.16
Minority 85.71 85.71 71.43 85.71
Overall 94.12 91.18 91.18 89.71

Libras
Move

Majority 100.00 95.52 100.00 97.01
Minority 60.00 100.00 80.00 80.00
Overall 97.22 95.83 98.61 95.83

Applying our proposed method

Us-Crime
Majority 89.70 87.26 83.74 87.80
Minority 73.33 76.67 83.33 90.00
Overall 88.47 86.47 83.71 87.97

Ecoli
Majority 95.08 91.80 86.89 93.44
Minority 71.43 85.71 57.14 85.71
Overall 92.65 91.18 83.82 92.65

Libras
Move

Majority 94.03 86.57 85.07 92.54
Minority 80.00 100.00 100.00 100.00
Overall 93.06 87.50 98.61 93.06
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We calculated costs for all our experiment for both 𝑃 = 10 and
𝑃 = 50 and the result is presented in Table 4. For all of the cases
penalty of misclassifying majority class is set to 1. These values can
be set based on the priority of classes and overall cost will change
accordingly.

Table 4: Cost for various classifying methods

Dataset Penalty Rnd. Forest KNN Adaboost SVM
Cost for conventional methods

Us-Crime P = 10 214 224 180 193
P = 50 1054 1104 860 953

Ecoli P = 10 61 12 52 12
P = 50 301 52 252 52

Libras
Move

P = 10 40 30 10 10
P = 50 200 150 50 50

Cost for RUS

Us-Crime P = 10 109 93 122 85
P = 50 269 173 322 165

Ecoli P = 10 40 13 30 19
P = 50 160 13 110 59

Libras
Move

P = 10 8 6 29 3
P = 50 8 6 69 3

Cost for SMOTE

Us-Crime P = 10 132 126 153 86
P = 50 572 366 633 286

Ecoli P = 10 13 15 24 16
P = 50 53 55 104 56

Libras
Move

P = 10 20 3 10 12
P = 50 100 3 50 52
Cost for our proposed method

Us-Crime P = 10 118 117 110 75
P = 50 438 397 310 195

Ecoli P = 10 23 15 38 14
P = 50 103 55 158 54

Libras
Move

P = 10 14 9 10 5
P = 50 54 9 10 5

6 CONCLUSION
From our experiment we can conclude that the mainstream classi-
fiers fail in detecting cyber threats. Undersampling method (RUS)
and oversampling method (SMOTE) provide comparatively better
solution. But in some cases the solution provided by these methods
is achieved in the expense of the majority class. The goal is to ob-
tain higher accuracy in the minority class without sacrificing too
much in the majority class. Our proposed method obtains relatively
higher accuracy in minority classes without sacrificing too much
in majority class. This motivates the development of new sophis-
ticated algorithms or modifying existing algorithms to deal with
imbalanced dataset more efficiently. Data level pre-processing and
combining unsupervised and supervised learning techniques may
provide a better solution as well.
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