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ABSTRACT
We focus on the challenge of finding a diverse collection of quality
solutions on complex continuous domains. While quality diver-
sity (QD) algorithms like Novelty Search with Local Competition
(NSLC) and MAP-Elites are designed to generate a diverse range of
solutions, these algorithms require a large number of evaluations
for exploration of continuous spaces. Meanwhile, variants of the
Covariance Matrix Adaptation Evolution Strategy (CMA-ES) are
among the best-performing derivative-free optimizers in single-
objective continuous domains. This paper proposes a new QD algo-
rithm called Covariance Matrix Adaptation MAP-Elites (CMA-ME).
Our new algorithm combines the self-adaptation techniques of
CMA-ES with archiving and mapping techniques for maintaining
diversity in QD. Results from experiments based on standard con-
tinuous optimization benchmarks show that CMA-ME finds better-
quality solutions than MAP-Elites; similarly, results on the strategic
game Hearthstone show that CMA-ME finds both a higher overall
quality and broader diversity of strategies than both CMA-ES and
MAP-Elites. Overall, CMA-ME more than doubles the performance
of MAP-Elites using standard QD performance metrics. These re-
sults suggest that QD algorithms augmented by operators from
state-of-the-art optimization algorithms can yield high-performing
methods for simultaneously exploring and optimizing continuous
search spaces, with significant applications to design, testing, and
reinforcement learning among other domains.
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Figure 1: Comparing Hearthstone Archives. Sample archives
for both MAP-Elites and CMA-ME from the Hearthstone ex-
periment. Our new method, CMA-ME, both fills more cells
in behavior space and finds higher quality policies to play
Hearthstone thanMAP-Elites. Each grid cell is an elite (high
performing policy) and the intensity value represent the
win rate across 200 games against difficult opponents.
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1 INTRODUCTION
We focus on the challenge of finding a diverse collection of quality
solutions on complex continuous domains. Consider the example
application of generating strategies for a turn-based strategy game
(e.g., chess, Go, Hearthstone). What makes these games appealing
to human players is not the presence of an optimal strategy, but the
variety of fundamentally different viable strategies. For example,
“aggressive” strategies aim to end the game early through high-risk
high-reward play, while “controlling” strategies delay the end of the
game by postponing the targeting of the game objectives [11]. These
example strategies vary in one aspect of their behavior, measured
by the number of turns the game lasts.

Finding fundamentally different strategies requires navigating
a continuous domain, such as the parameter space (weights) of a
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neural network that maps states to actions, while simultaneously ex-
ploring a diverse range of behaviors. Quality Diversity algorithms,
such as Novelty Search with Local Competition (NSLC) [34] and
Multi-dimensional Archive of Phenotypic Elites (MAP-Elites) [8],
drive a divergent search for multiple good solutions, rather than
a convergent search towards a single optimum, through sophisti-
cated archiving and mapping techniques. Solutions are binned in
an archive based on their behavior and compete only with others
exhibiting similar behaviors. Such stratified competition results in
the discovery of potentially sub-optimal solutions called stepping
stones, which have been shown in some domains to be critical for
escaping local optima [19, 33]. However, these algorithms typically
require a large number of evaluations to achieve good results.

Meanwhile, when seeking a single global optimum, variants of
the CovarianceMatrix Adaptation Evolution Strategy (CMA-ES) [23,
27] are among the best-performing derivative-free optimizers, with
the capability to rapidly navigate continuous spaces. However, the
self-adaptation and cumulation techniques driving CMA-ES have
yet to successfully power a QD algorithm.

We propose a new hybrid algorithm called Covariance Matrix
Adaptation MAP-Elites (CMA-ME), which rapidly navigates and
optimizes a continuous space with CMA-ES seeded by solutions
stored in the MAP-Elites archive. The hybrid algorithm employs
CMA-ES’s ability to efficiently navigate continuous search spaces by
maintaining a mixture of normal distributions (candidate solutions)
dynamically augmented by objective function feedback. The key
insight of CMA-ME is to leverage the selection and adaptation rules
of CMA-ES to optimize good solutions, while also efficiently exploring
new areas of the search space.

Building on the underlying structure of MAP-Elites, CMA-ME
maintains a population of modified CMA-ES instances called emit-
ters, which like CMA-ES operate based on a sampling mean, covari-
ance matrix, and adaptation rules that specify how the covariance
matrix and mean are updated for each underlying normal distribu-
tion. The population of emitters can therefore be thought of as a
Gaussian mixture where each normal distribution focuses on im-
proving a different area of behavior space. This paper explores three
types of candidate emitters with different selection and adaptation
rules for balancing quality and diversity, called the random direc-
tion, improvement, and optimizing emitters. Solutions generated by
the emitters are saved in a single unified archive based on their
corresponding behaviors.

We evaluate CMA-ME through two experiments: a toy domain
designed to highlight current limitations of QD in continuous spaces
and a practical turn-based strategy game domain, Hearthstone,
which mirrors a common application of QD: finding diverse agent
policies.1 Hearthstone is an unsolved, partially observable game
that poses significant challenges to current AImethods [28]. Overall,
the results of both experiments suggest CMA-ME is a competitive
alternative to MAP-Elites for exploring continuous domains (Fig. 1).
The potential for improving QD’s growing number of applications
is significant as our approach greatly reduces the computation time
required to generate a diverse collection of high-quality solutions.

1Code is available for both the continuous optimization benchmark and Hearthstone
domains [16, 17]

2 BACKGROUND
This section outlines previous advancements in quality diversity
(QD) including one of the first QD algorithms, MAP-Elites, and back-
ground in CMA-ES to provide context for the CMA-ME algorithm
proposed in this paper.

2.1 Quality Diversity (QD)
QD algorithms are often applied in domains where a diversity of
good butmeaningfully different solutions is valued. For example QD
algorithms can build large repertoires of robot behaviors [7, 9, 10]
or a diversity of locomotive gaits to help robots quickly respond to
damage [8]. By interacting with AI agents, QD can also produce a
diversity of generated video game levels [1, 22, 31].

While traditional evolutionary algorithms speciate based on
encoding and fitness, a key feature of the precursor to QD (e.g.,
Novelty Search (NS) [32]) is speciation through behavioral diver-
sity [32]. Rather than optimizing for performance relative to a fit-
ness function, searching directly for behavioral diversity promotes
the discovery of sub-optimal solutions relative to the objective
function. Called stepping stones, these solutions mitigate premature
convergence to local optima. To promote intra-niche competition
[40] objectives were reintroduced in the QD algorithms Novelty
Search with Local Competition (NSLC) [34] and MAP-Elites [8].

While NSLC and MAP-Elites share many key features necessary
for maintaining a diversity of quality solutions, a core difference
between the two is whether the archive is dynamically or statically
generated. NSLC dynamically creates behavior niches by growing
an archive of sufficiently novel solutions while MAP-Elites (detailed
in the next section) maintains a static mapping of behavior. For
CMA-ME we choose MAP-Elites as our diversity mechanism to di-
rectly compare benefits inherited from CMA-ES. Though we make
this design choice for the CMA-ME algorithm solely for compara-
bility, the same principles can be applied to the NSLC archive.

2.2 MAP-Elites
While one core difference between two early QD algorithms NSLC
[34] and MAP-Elites [8] is whether behaviors are dynamically or
statically mapped, another is the number of behavioral dimensions
among which solutions typically vary. Rather than defining a sin-
gle distance measure to characterize and differentiate behaviors,
MAP-Elites often searches along at least two measures called be-
havior characteristics (BCs) that induce a Cartesian space (called
a behavior space). This behavior space is then tessellated into uni-
formly spaced grid cells, where the goal of the algorithm is to
1) maximize the number of grid cells containing solutions and 2)
maximize the quality of the best solution within each grid cell.
Modifications and improvements to MAP-Elites often focus on the
tessellation of behavior space [18, 43, 45].

However, this paper proposes improvements toMAP-Elites based
on the generation of solutions rather than the tessellation of be-
havior space. At the start of the MAP-Elites algorithm, the archive
(map) is initialized randomly by solutions sampled uniformly from
the search space. Each cell of the map contains at most one solu-
tion (i.e., an elite), which is the highest performing solution in that
behavioral niche. New solutions are generated by taking an elite
(selected uniformly at random) and perturbing it with Gaussian
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noise. MAP-Elites computes a behavior vector for each new solu-
tion and assigns the new solution to a cell in the map. The solution
replaces the elite in its respective cell if the new solution has higher
fitness, or the new solution simply fills the cell if the cell is empty.

2.3 CMA-ES
Evolution strategies (ES) are a family of evolutionary algorithms
that specialize in optimizing continuous spaces by sampling a pop-
ulation of solutions, called a generation, and gradually moving the
population toward areas of highest fitness. One canonical type of
ES is the (µ/µ, λ)-ES, where a population of λ sample solutions is
generated, then the fittest µ solutions are selected to generate new
samples in the next generation. The (µ/µ, λ)-ES recombines the
µ best samples through a weighted average into one mean that
represents the center of the population distribution of the next
generation. The Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) is a particular type of this canonical ES, which is one of
the most competitive derivative-free optimizers for single-objective
optimization of continuous spaces [25].

CMA-ES models the sampling distribution of the population as
a multivariate normal distribution N(m,C) wherem is the distri-
bution mean and C is its covariance matrix. The main mechanisms
steering CMA-ES are the selection and ranking of the µ fittest
solutions, which update the next generation’s next sampling distri-
bution,N(m,C). CMA-ES maintains a history of aggregate changes
tom called an evolution path, which provides benefits to search
that are similar to momentum in stochastic gradient descent.

2.4 Related Work
It is important to note that QD methods differ both from diver-
sity maintenance methods and from multi-objective optimization
algorithms, in that QD methods search for solutions that exhibit
different behaviors, which in our strategy game example would be
number of turns, rather than searching for diversity in parameter
space (neural network weights that induce a strategy). For example,
consider the case of two different sets of network weights exhibit-
ing similar play styles. A diversity maintenance method, such as
niching or speciation would consider them different species, while
QD would treat them as similar with respect to the exhibited behav-
ior, forcing intra-niche competition. Several versions of CMA-ES
exist that incorporate niching or speciation [39, 42].

Multi-objective search could also be applied to our strategy game.
By treating a behavior characteristic (game length) as an additional
objective, we aim to maximize or minimize the average game length
in addition to maximizing win rate. However, without any insight
into our strategy game, it is unclear whether we should maximize
or minimize game length. Quality diversity algorithms differ from
multi-objective search by seeking solutions across the whole spec-
trum of this measure, rather than only at the extremes.

Several previous works explored incorporating ideas from a sim-
plified ES. For example Conti et al. [5] introduced novelty seeking
to a (µ/µ, λ)-ES. However, their ES does not leverage adaptation
and perturbs solutions through static multivariate Gaussian noise.
Nordmoen et al. [38] dynamically mutate solutions in MAP-Elites,
but globally adapt σ (mutation power) for all search space variables

rather than adapting the covariances between search space vari-
ables. Vassiliades and Mouret [46] exploited correlations between
elites in MAP-Elites, proposing a variation operator that acceler-
ates the MAP-Elites algorithm. Their approach exploits covariances
between elites rather than drawing insights from CMA-ES to model
successful evolution steps as a covariance matrix.

3 APPROACH: THE CMA-ME ALGORITHM
Through advanced mechanisms like step-size adaptation and evo-
lution paths, CMA-ES can quickly converge to a single optimum.
The potential for CMA-ES to refine the best solutions discovered
by MAP-Elites is clear. However, the key insight making CMA-ME
possible is that by repurposing these mechanisms from CMA-ES
we can improve the exploration capabilities of MAP-Elites. Notably,
CMA-ES can efficiently both expand and contract the search distri-
bution to explore larger regions of the search space and stretch the
normal distribution within the search space to find hard to reach
nooks and crannies within the behavior space. In CMA-ME we
create a population of modified CMA-ES instances called emitters
that perform search with feedback gained from interacting with
the archive.

At a high-level, CMA-ME is a scheduling algorithm for the pop-
ulation of emitters. Solutions are generated in search space in a
round-robin fashion, where each emitter generates the same num-
ber of solutions (see Alg. 1). The solutions are generated in the same
way for all emitters by sampling from the distributionN(m,C) (see
generate_solution in Alg. 1). The procedure return_solution is spe-
cific to each type of emitter used by CMA-ME and is responsible for
adapting the sampling distribution and maintaining the sampled
population.

Algorithm 1: Covariance Matrix Adaptation MAP-Elites
CMA-ME (evaluate,n)

input :An evaluation function evaluate which computes
a behavior characterization and fitness, and a
desired number of solutions n.

result :Generate n solutions storing elites in a mapM .

Initialize population of emitters E
for i ← 1 to n do

Select emitter e from E which has generated the least
solutions out of all emitters in E

xi ← generate_solution(e)
βi , f itness ← evaluate(xi )
return_solution(e,xi , βi , f itness)

end

3.1 CMA-ME Emitters
To understand how emitters differ from CMA-ES instances, con-
sider that the covariance matrix in CMA-ES models a distribution of
possible search directions within the search space. The distribution
captures the most likely direction of the next evolution step where
fitness increase will be observed. Unlike estimation of multivariate
normal algorithms (EMNAs) that increase the likelihood of reob-
serving the previous best individuals (see Figure 3 of Hansen [23]),
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CMA-ES increases the likelihood of successful future evolution
steps (steps that increase fitness). Emitters differ from CMA-ES by
adjusting the ranking rules that form the covariance matrix update
to maximize the likelihood that future steps in a given direction
result in archive improvements. However, there are many ways to
rank, leading to many possible types of emitters.

We propose three types of emitters: optimizing, random direc-
tion, and improvement. Like CMA-ES, described in Section 2.3,
each emitter maintains a sampling meanm, a covariance matrix
C , and a parameter set P that contains additional CMA-ES related
parameters (e.g., evolution path). However, while CMA-ES restarts
its search based on the best current solution, emitters are differ-
entiated by their rules for restarting and adapting the sampling
distribution, as well as for selecting and ranking solutions.

We explore optimizing emitters to answer the question: are restarts
alone enough to promote good exploration in CMA-ME as they are
in multi-modal methods? An optimizing emitter is almost identical
to CMA-ES, differing only in that restart means are chosen from
the location of an elite rather than the fittest solution discovered so
far. The random direction and improvement emitters are described
below in more detail.

To intuitively understand the random direction emitters, imagine
trying to solve the classic QD maze domain in the dark [32, 33].
Starting from an initial position in the behavior space, random
direction emitters travel in a given direction until hitting a wall, at
which point they restart search and move in a new direction. While
good solutions to the maze and other low-dimensional behavior
spaces can be found by random walks, the black-box nature of the
forward mapping from search space to behavior makes the inverse
mapping equally opaque. Random direction emitters are designed
to estimate the inverse mapping of this correspondence problem.

When a random direction emitter restarts, it emulates a step in a
random walk by selecting a random direction or bias vector vβ to
move toward in behavior space. To build a covariance matrix such
that it biases in direction vβ at each generation, solutions in search
space are mapped to behavior space (βi ). The mean (mβ ) of all λ
solutions is calculated in behavior space and each direction with
respect to the mean calculated. Only solutions that improve the
archive are then ranked by their projection value against the line
mβ +vβ t . If none of these solutions improve the archive, the emitter
restarts from a randomly chosen elite with a new bias vector vβ .

Interestingly because random emitters choose the bias vector
or direction in behavior space to move toward at the beginning of
a restart, it necessarily ignores areas of high fitness that it finds
along the way. Instead, while exploring improvement emitters ex-
ploit the areas of high fitness by ranking solutions based on the
improvement or change in fitness within each niche. When deter-
mining the amount of improvement, solutions filling empty cells
are prioritized over those replacing existing solutions in their niche
by ranking them higher in the covariance matrix update. Rather
than exploring a fixed direction for the duration of the run, the
advantage of improvement emitters is that they fluidly adjust their
goals based on where progress is currently being made.

Algorithm 2 shows the implementation of return_solution from
algorithm 1 for an improvement emitter. Each solution xi that has
been generated by the emitter maps to a behavior βi and a cell

M[βi ] in the map. If the cell is empty (line 2), or if xi has higher
fitness than the existing solution in the cell (line 6), xi is added to
the new generation’s parents and the map is updated. The process
repeats until the generation of xi s reaches size λ (line 9), where
we adapt the emitter: If we have found parents that improved the
map, we rank them (line 11) by concatenating two groups: first
the group of parents that discovered new cells in the map, sorted
by their fitness, and second the group of parents that improved
existing cells, sorted by the increase in fitness over the previous
solution that occupied that cell. If we have not found any solutions
that improve the map, we restart the emitter (line 15).

Algorithm 2: An improvement emitter’s return_solution.
return_solution (e,xi , βi , f itness)

input :An improvement emitter e , evaluated solution xi ,
behavior vector βi , and fitness.

result :The shared archiveM is updated by solution xi . If
λ individuals have been generated since the last
adaptation, adapt the sampling distribution
N(m,C) of e towards the behavioral regions of
largest improvement.

1 Unpack the parents, sampling meanm, covariance matrix
C , and parameter set P from e .

2 if M[βi ] is empty then
3 ∆i ← f itness

4 Flag that xi discovered a new cell
5 Add xi to parents
6 else if xi improvesM[βi ] then
7 ∆i ← f itness −M[βi ]. f itness
8 Add xi to parents

end

9 if sampled population is size λ then
10 if parents , ∅ then
11 Sort parents by (newCell, ∆i )
12 Updatem, C , and P by parents
13 parents ← ∅
14 else
15 Restart from random elite inM

end
end

4 TOY DOMAIN
Previous work on applying QD to Hearthstone deck search [18]
observed highly distorted behavior spaces. However, to our knowl-
edge, no previous work involving standard benchmark domains
observes distortions in behavior space. The goal of the toy domain
is to create the simplest domain with high degrees of behavior
space distortions. Surprisingly, a linear projection from a high-
dimensional search space to a low-dimensional behavior space
highly distorts the distribution of solutions in behavior space. This
section details experiments in our toy domain designed to measure
the effects of distortions on MAP-Elites. We hypothesize the most
likely benefit of CMA-ME is the ability to overcome distortions in
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n=1
n=2
n=5
n=20

Figure 2: A Bates distribution demonstrating the narrowing
property of behavior spaces formed by a linear projection.

behavior space and this experiment measures the benefits of an
adaptable QD algorithm over using a fixed mutation power.

4.1 Distorted Behavior Spaces
Previous work in QD measures the effects of different types of
behavior characteristics (BCs) on QD performance, such as BC
alignment with the objective [15, 40, 41]. We highlight a different
limiting effect on performance: the distortion caused by dimen-
sionality reduction from search space to behavior space. While any
dimensionality reduction can increase the difficulty of covering
behavior space, we demonstrate that exploring the behavior space
formed from a simple linear projection from a high-dimensional
search space results in significant difficulty in standard MAP-Elites.

Specifically in the case of linear projection, each BC depends on
every parameter of the search space. In the case when all projection
coefficients are equal, each parameter contributes equally to the
corresponding BC. By being equally dependent on each parameter, a
QD algorithm needs to navigate every parameter to reach extremes
in the behavior space instead of only a subset of the parameters.

This is shown by uniformly sampling from the search space and
projecting the samples to behavior vectors, where each component
is the sum of n uniform random variables. When divided by n (to
normalize the BC to the range [0, 1]), the sampling results in the
Bates distribution shown in Fig. 2. As the dimensions of the search
space grow, the distribution of the behavior space narrows making
it harder to find behaviors in the tails of the distribution.

We hypothesize that the adaptation mechanisms of CMA-ME
will better cover this behavior space when compared to MAP-Elites,
since CMA-ME can adapt each parameter with a separate variance,
rather than with a fixed global mutation rate. Additionally, the
final goal of this experiment is to explore the performance of these
algorithms in a distributed setting, therefore we choose parameters
that allow for parallelization of the evaluation.

4.2 Experiments
To show the benefit of covariance matrix adaptation in CMA-ME,
we compare the performance ofMAP-Elites, CMA-ES, andCMA-ME
when performing dimensionality reduction from the search space
to behavior space. We additionally compare against the recently
proposed line-mutation operator for MAP-Elites [46], which we
call ME (line) [17]. As QD algorithms require a solution quality
measure, we include two functions from the continuous black-box
optimization set of benchmarks [24, 25] as objectives.

Our two objective functions are of the form f : IRn → IR: a
sphere shown in Eq. 1 and the Rastrigin function shown in Eq. 2.

The optimal fitness of 0 in these functions is obtained by xi = 0. To
avoid having the optimal value at the center of the search space,
we offset the fitness function so that, without loss of generality, the
optimal location is xi = 5.12 · 0.4 = 2.048 (note that [−5.12, 5.12] is
the typical valid domain of the Rastrigin function).

sphere(x) =
n∑
i=1

xi
2 (1)

rastriдin(x) = 10n +
n∑
i=1
[xi 2 − 10 cos(2πxi )] (2)

Behavior characteristics are formed by a linear projection from
IRn to IR2, and the behavior space is bounded through a clip function
(Eq. 3) that restricts the contribution of each component xi to the
range [−5.12, 5.12] (the typical domain of the constrained Rastrigin
function). To ensure that the behavior space is equally dependent
on each component of the search space (i.e., IRn ), we assign equal
weights to each component. The function p : IRn → IR2 formalizes
the projection from the search space IRn to the behavior space IR2
(see Eq. 4), by computing the sum of the first half of components
from IRn and the sum of the second half of components from IRn .

clip(xi ) =
{
xi if −5.12 ≤ xi ≤ 5.12
5.12/xi otherwise

(3)

p(x) = ©­«
⌊ n2 ⌋∑
i=1

clip(xi ),
n∑

i= ⌊ n2 ⌋+1
clip(xi )

ª®¬ (4)

We compare MAP-Elites, ME (line) CMA-ES, and CMA-ME on
the toy domain, running CMA-ME three times, once for each emitter
type. We run each algorithm for 2.5M evaluations. We set λ = 500
for CMA-ES, whereas a single run of CMA-ME deploys 15 emitters
of the same type with λ = 37 2. The map resolution is 500 × 500.

Algorithms are compared by the QD-score metric proposed by
previous work [41], which in MAP-Elites and CMA-ME is the sum
of fitness values of all elites in the map. To compute the QD-score
of CMA-ES, solutions are assigned a grid location on what their BC
would have been and populate a pseudo-archive. Since QD-score
assumes maximizing test functions with non-negative values, fit-
ness is normalized to the range [0, 100], where 100 is optimal. Since
we can analytically compute the boundaries of the space from the
linear projection, we also show the percentage of possible cells
occupied by each algorithm.

MAP-Elites perturbs solutions with Gaussian noise scaled by
a factor σ named mutation power. Previous work [13, 37] shows
that varying σ can greatly affect both the precision and coverage
of MAP-Elites. To account for this and obtain the best performance
of MAP-Elites on the toy domain, we ran a grid search to mea-
sure MAP-Elites performance across 101 values of σ uniformly
distributed across [0.1, 1.1], and we selected the value with the
best coverage, σ = 0.5, for all the experiments. Since CMA-ES and
CMA-ME adapt their sampling distribution, we did not tune any
parameters, but we set the initial value of their mutation power
also to σ = 0.5.

2Both the Toy and Hearthstone domains use the same λ and emitter count.
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Table 1: Sphere Function Results

n = 20 n = 100
Algorithm Max Fitness Cells Occupied QD-Score Max Fitness Cells Occupied QD-Score

CMA-ES 100 3.46 % 731,613 100 3.74 % 725,013
MAP-Elites 99.596 56.22 % 11,386,641 96.153 26.97 % 5,578,919
ME (line) 99.920 68.99 % 13,714,405 98.021 31.75 % 6,691,582
CMA-ME (opt) 100 12.53 % 2,573,157 100 2.70 % 654,649
CMA-ME (rd) 98.092 90.32 % 13,651,537 96.731 77.12 % 13,465,879
CMA-ME (imp) 99.932 87.75 % 16,875,583 99.597 61.98 % 12,542,848

Table 2: Rastrigin Function Results

n = 20 n = 100
Algorithm Max Fitness Cells Occupied QD-Score Max Fitness Cells Occupied QD-Score

CMA-ES 99.982 4.17 % 818,090 99.886 3.64 % 660,037
MAP-Elites 90.673 55.70 % 9,340,327 81.089 26.51 % 4,388,839
ME (line) 92.700 58.25 % 9,891,199 84.855 27.72 % 4,835,294
CMA-ME (opt) 99.559 8.63 % 1,865,910 98.159 3.23 % 676,999
CMA-ME (rd) 91.084 87.74 % 10,229,537 90.801 74.13 % 10,130,091
CMA-ME (imp) 96.358 83.42 % 14,156,185 86.876 60.72 % 9,804,991

4.3 Results
We label CMA-ME (opt), CMA-ME (rd), and CMA-ME (imp) for the
optimizing, random direction, and improvement emitters, respec-
tively. Tables 1 and 2 show the results of the sphere and rastrigin
function experiments. CMA-ES outperforms all other algorithms in
obtaining the optimal fitness. As predicted, covering the behavior
space becomes harder as the dimensions of the search space grow.
CMA-ME (rd) and CMA-ME (imp) obtain the highest QD-Scores
and fill the largest number of unique cells in the behavior space.
This is because of the ability of the CMA-ME emitters to efficiently
discover new cells. Notably, CMA-ME (opt) fails to keep up with
CMA-ES, performing worse in maximum fitness. We find this re-
sult consistent with the literature on multi-modal CMA-ES [26],
since CMA-ES moves with a single large population that has global
optimization properties, while CMA-ME (opt) has a collection of
smaller populations with similar behavior.

Fig. 3(c) and Fig. 3(d) show the distribution of elites by their
fitness. CMA-ME (rd) achieves a high QD-score by retaining a large
number of relatively low quality solutions, while CMA-ME (imp)
fills slightly less cells but of higher quality. In the Hearthstone
experiment (Section 5) we use improvement emitters, since we are
more interested in elites of high quality than the number of cells
filled in the resulting collection.

5 HEARTHSTONE DOMAIN
We aim to discover a collection of high quality strategies for playing
the Hearthstone game against a set of fixed opponents. We wish
to explore how differently the game can be played rather than just
how well the game can be played. We selected this domain, since its
behavior space has distortions similar to those described in section 4
and observed in previous work [18], which make exploration of the
behavior space particularly challenging.

Hearthstone [14] is a two-player, turn-taking adversarial online
collectable card game that is an increasingly popular domain for
evaluating both classical AI techniques and modern deep reinforce-
ment learning approaches due to the many unique challenges it
poses (e.g., large branching factor, partial observability, stochastic
actions, and difficulty with planning under uncertainty) [28]. In
Hearthstone players construct a deck of exactly thirty cards that
players place on a board shared with their opponent. The game’s
objective is to reduce your opponent’s health to zero by attacking
your opponent directly using cards in play. Decks are constrained
by one of nine possible hero classes, where each hero class can
access different cards and abilities.

Rather than manipulating the reward function of individual
agents in a QD system [2, 36] (like the QD approach in AlphaStar
[47]), generating the best gameplay strategy or deck [4, 20, 44], or
searching for different decks with a fixed strategy [18], our experi-
ments search for a diversity of strategies for playing an expert-level
human-constructed deck.

5.1 Experiments
This section details the Hearthstone simulator, agent policy and
deck, and our opponents’ policies and decks.
SabberStone Simulator: SabberStone [12] is a Hearthstone sim-
ulator that replicates the rules of Hearthstone and uses the card
definitions publicly provided by Blizzard. In addition to simulating
the game, SabberStone includes a turn-local game tree search that
searches possible action sequences that can be taken at a given
turn. To implement different strategies, users can create a heuristic
scoring function that evaluates the state of the game. Included with
the simulator are standard “aggro and control” card-game strategies
which we use in our opponent agents.
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Our Deck: In Hearthstone there are subsets of cards that can only
be used by specific “classes” of players. We selected the class Rogue,
where “cheap” cards playable in the beginning of the game can be
valuable later on. Successful play with the Rogue class requires long-
term planning with sparse rewards. To our knowledge, our work is
the first to create a policy to play the Rogue class. We selected the
Tempo Rogue archetype from the Hearthstone expansion Rise of
Shadows, which is a hard deck preferred by advanced players. While
many variants of the Tempo Rogue archetype exist, we decided to
use the decklist from Hearthstone grandmaster Fei "ETC" Liang
who reached the number 1 ranking with his list in May 2019 [35].
Opponents: Fontaine et al. [18] used game tree search to find decks
and associated policies. They found six high performing decks for
the Paladin, Warlock, and Hunter classes playing aggro and control
strategies; we use these as our opponent suite.
Neural Network: We search for the parameters of a neural net-
work that scores an observable game state based on the cards played
on the board and card-specific features. The network maps 15 eval-
uation features defined by Decoster et al. [12] to a scalar score.
Cuccu et al. [6] show that a six-neuron neural network trained
with a natural evolution strategies (NES) [21], can obtain competi-
tive and sometimes state-of-the-art solutions on the Atari Learn-
ing Environment (ALE) [3]. They separate feature extraction from
decision-making, using vector quantization for feature extraction

and the six-neuron network for the decision making. Motivated by
this work, we use a 26 node fully connected feed-forward neural
network with layer sizes [15, 5, 4, 1] (109 parameters).

5.2 Search Parameters and Tuning:
We use the fitness function proposed in [4, 18]: the average health
difference between players at the end of the game, as a smooth
approximation of win rate. For MAP-Elites and CMA-ME, we char-
acterize behavior by the average hand size per turn and the average
number of turns the game lasts. We choose these behavioral char-
acteristics to capture a spectrum of strategies between aggro decks,
which try to end the game quickly, and control decks that attempt
to extend the game. The hand size dimension measures the ability
of a strategy to generate new cards.

To tune MAP-Elites, we ran three experiments with σ values
of 0.05, 0.3, and 0.8. MAP-Elites achieved the best coverage and
maximum win rate performance with σ = 0.05 and we used that as
our mutation power. Our archive was resolution 100 × 100, where
we set the range of behavior values using data from the Hearthstone
player data corpus [29]. As with the Toy Domain in section 4, CMA-
ES and CMA-ME used the same hyperparameters asMAP-Elites. For
CMA-MEwe ran all experiments using improvement emitters, since
their performance had the most desirable performance attributes
in the toy domain.
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Table 3: Hearthstone Results

Maximum Overall All Solutions
Algorithm Fitness Win Rate Cells Filled QD-Score

CMA-ES -2.471 44.8 % 17.02 % 16,024.8
MAP-Elites -2.859 45.2 % 21.72 % 25,936.0
ME (line) -0.252 50.5 % 22.30 % 28,132.7
CMA-ME 5.417 65.9 % 29.17 % 63,295.6

5.3 Distributed Evaluation
We ran our experiments on a high-performance cluster with 500 (8
core) CPUs in a distributed setting, with a master search node and
499 worker nodes. Each worker node is responsible for evaluating
a single policy at a time and plays 200 games against our opponent
suite. A single experimental trial evaluating 50,000 policies takes 12
hours. MAP-Elites and ME (line) are run asynchronously on the
master search node, while CMA-ME and CMA-ES synchronize after
each generation. We ran each algorithm for 5 trials and generated
50, 000 candidate solutions per trial.

5.4 Results
Table 3 shows that CMA-ME outperforms both MAP-Elites and
CMA-ES and in maximum fitness, maximum win rate, the number
of cells filled, and QD-Score. The distribution of elites for all three
algorithms show that CMA-ME finds elites in higher performing
parts of the behavior space than both CMA-ES and MAP-Elites (see
Fig. 4(a)). The sample archive for CMA-ME and MAP-Elites in Fig. 1
similarly illustrates that CMA-ME better covers the behavior space
and finds higher quality policies than MAP-Elites and ME (line).

Fig. 4(b) shows the increase in quality diversity over time, with
CMA-ME more than doubling the QD-Score of MAP-Elites. Fig. 4(c)
shows the increase in win rate over time. CMA-ME maintains a
higher win rate than CMA-ES,MAP-Elites andME (line) at all stages
of evaluation. CMA-ES quickly converges to a single solution but
is surpassed by MAP-Elites later in the evaluation.

6 DISCUSSION
Both the toy domain and the Hearthstone domain share a property
of the behavior space that challenges exploration with standard
MAP-Elites: some areas of the behavior space are hard to reach
with random sampling even without the presence of deception.
Particularly in the toy domain, discovering solutions in the tails
of the behavior space formed by the Bates distribution described
in Section 4.1 requires MAP-Elites to adapt its search distribution.
While CMA-ES finds individual solutions that outperform both QD
algorithms, in all of the chosen domains it covers significantly less
area of the behavior space than any QD method.

Because CMA-ME covers (e.g., explores) more of the behavior
space than MAP-Elites in the Hearthstone domain, even though
the mapping is likely non-linear and non-separable, effects similar
to those shown with the Bates distribution may be preventing
MAP-Elites from discovering polices at the tails of behavior space
like the ends of the “average number of turns” dimension (horizontal
axis in Fig. 1). However, some behavioral characteristics like the
“average hand size” are fairly equally covered by the two algorithms.

Therefore, when selecting an algorithm, if maximal coverage is
desired we recommend CMA-ME in part for its ability to efficiently
explore a distorted behavior space.

While CMA-ES is often the algorithm of choice for solving prob-
lems in continuous optimization, Fig. 4(c) shows in Hearthstone that
CMA-ME and MAP-Elites better optimize for fitness (i.e., win rate).
Although interestingly in the first half of the search, Fig. 4(b) shows
that CMA-ES has a higher QD-score than MAP-Elites, demonstrat-
ing its potential for exploration. While in the second half of search
this exploration is not sustained as CMA-ES begins to converge, it
is possible that in this domain the objective function leads CMA-ES
into a deceptive trap [33]. The best strategies discovered early are
likely aggro, and that by discovering these strategies early in the
search, CMA-ES consistently converges to the best aggro strategy
instead of learning more complex control strategies.

While there are many possible emitter types, the CMA-ME algo-
rithm proposes and explores three: optimizing, random direction,
and improvement emitters. Because of their limited map interaction
and ranking purely by fitness, optimizing emitters tend to explore
a smaller area of behavior space. Random direction emitters alone
can cover more of the behavior space, but solution quality is higher
when searching with improvement emitters (Fig. 1). Random emit-
ters additionally require a direction in behavior space, which may
be impossible for certain domains [30]. If diversity is more im-
portant than quality, we recommend random direction emitters,
but alternatively recommend improvement emitters if defining a
random direction vector is challenging or if the application priori-
tizes quality over diversity. We have only explored homogeneous
emitter populations; we leave experimenting with heterogeneous
populations of emitters as an exciting topic for future work.

7 CONCLUSIONS
We presented a new algorithm called CMA-ME that combines the
strengths of CMA-ES and MAP-Elites. Results from both a toy
domain and a policy search in Hearthstone show that leveraging
strengths from CMA-ES can improve both the coverage and qual-
ity of MAP-Elites solutions. Results from Hearthstone additionally
show that when compared to standard CMA-ES, the diversity com-
ponents from MAP-Elites can improve the quality of solutions in
continuous search spaces. Overall, CMA-ME improves MAP-Elites
by bringing modern optimization methods to quality-diversity prob-
lems for the first time. By reconceptualizing optimization problems
as quality-diversity problems, results from CMA-ME suggest new
opportunities for research and deployment, including any approach
that learns policies encoded as neural networks; complementing
the objective function with behavioral characteristics can yield not
only a useful diversity of behavior, but also better performance on
the original objective.
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