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ABSTRACT
Non-linear perspectives have the potential to improve 3D scene
perception by increasing the information bandwidth of 3D contents.
As with the example of the Mercator projection of earth, they can
reduce occlusions by showing more of the shape of an object than
classical perspectives. However, an ill-advised construction of such
“usually static” perspectives could make the original shape difficult
to understand, drastically reducing the scene comprehension. Yet,
despite of their potential, these perspectives are rarely used.
In this paper we aim at making non-linear perspectives more widely
usable on mobile devices. We propose to solve the understanding
issue by allowing the user to control the transition between linear
and non-linear perspectives in real-time with bending gestures.
Using this approach, we present the first user study that investigates
real-time manipulation of non-linear perspectives in an exploration
task. Results show significant benefits of the approach, and give
insights on the best bending gestures and configurations.
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• Human-centered computing→ User studies.
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1 INTRODUCTION
Today, most of the mobile devices are powerful enough to display
complex 3D virtual environments in real-time. As a consequence,
tablet-computers are used in several fields. For instance, in anatomy
courses students use tablets for exploring and understanding 3D
models of bones, muscles and tendons [15]. Displaying such envi-
ronments is commonly done using linear perspective (LP), inspired
by the pinhole camera (projection center is a single point). This
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Figure 1: Convex Flat technique. Photos: models are dis-
played on a convex screen (Left), then ’unfolded’ when
screen is flat (Right).Bottom: Half unfolded house, right part
only, with the corresponding viewpoint behaviour and ges-
ture for simulating the None-Linear Perspective.

projection is close to the human visual system, and provides a “re-
alistic” view of the scene. Nonetheless, LP has some limitations.
For example, it cannot display the whole surface of an object in a
single view, and forces the user to constantly change the viewpoint
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position [17]. Furthermore, many elementary tasks are difficult to
achieve with precision, like measuring the distance or the relative
size of objects. Orthographic/Parallel projection (a particular case of
LP) can solve the measuring issue, but still does not give access to
the back faces.

To display front and back faces in a single view, non-linear per-
spective (NLP) (also called multiperspective projection [21]) have
been used in scientific representations (e.g, [13]), and also for several
centuries in painting. The “unfolded” faces from Picasso are among
the most famous examples. With NLP, the projection center is not a
single point anymore, and could be any geometrical/mathematical
shape (e.g. a cylinder in Mercator projection of Earth, Fig. 1).
In artistic projections the painter decides to make the final image
still interpretable by itself or not. To take advantage of NLP in sci-
entific or pedagogical contexts, like anatomy learning, the resulting
image has to be interpretable. The user has to be able to men-
tally reconstruct the original shape. NLP deformation is therefore
limited, i.e. not “far” from LP.

In this paper, we aim at finding a solution that takes full advan-
tage of NLP to explore 3D objects. We propose to give the user
the control of the projection, i.e. the control of the back-and-forth
transition between LP and NLP in real-time. NLP can go as far
as necessary from LP, and the amount of “deformation” can be
interactively and continuously chosen according to the task. This
approach takes advantage of animated/controlled transitions, that
helps keeping the context between two viewpoints [10, 17].

Interactive NLP can be used as a powerful tool for exploring a
wide range of environments: 3D Objects and scenes [3, 4], large
landscapes and city models [8] or pedagogical multilevel represen-
tations [24]. It can also be used for creating artistic pictures and
movies [7], like backdrops in cel animation [26].

In the context of mobile tablets, the control of theNLP transitions
has to be 1) fast and continuous, 2) concurrent with the use of touch,
and 3) with good degrees of indirection/integration/compatibility
[2]. Organic User Interfaces (OUI) [11], Shape-Changing Interfaces
(SCI) [6], and more specifically bending interactions are therefore
good candidates. Indeed, as suggested by the literature (see here),
and more particularly by Ahmaniemi et al. [1], the full potential
of bending is reached when it is mapped to continuous and bipo-
lar input. Bending gestures seem to be well adapted to control
transitions.

Gummy [19], by Schwesig et al., is one of the first bendable tablet
prototypes. They investigated bending gestures for 2D positioning
control. Since then, while most research focuses on mapping bend-
ing gestures to GUI controls (e.g. navigation [14], gaming control
[16, 20] or video exploration [22]), only a few focus on mapping
bending to viewpoint deformation. For example, inspired by the
cross-cut principle of PaperLens [22], FlexPad [23] implements
curved cross-cuts on volumetric data. As the most closely related
work to ours, Dickie et al. proposed FlexCam [9]. They use three
real cameras on the back of a tablet to simulating a single camera,
which Field-of-View is manipulated by bending gestures. However,
FlexCam allows LP modifications only, no NLP, and has not been
evaluated.

Our contributions are: a first flexible tablet-computer prototype
that controls an NLP projection in real time, and a user study that
investigates this approach in exploration tasks.

2 FLEXIBLE TABLET PROTOTYPE
Bendable tablets are around the corner, yet only foldable ones are
commercially available (e.g. Galaxy Fold). As we aim at using con-
tinuous curvature for high degrees of compatibility [2], we built
our own prototype. The main constraints were: a lightweight pro-
totype (no wires around the tablet, high freedom of movement, and
minimal fatigue), a minimal force to bend and keep a given cur-
vature, and a precise detection of the surface deformations. These
constraints led us to a projection system on a simple cardboard,
like in [12].

We use an Optitrack tracking system, from Natural Point, and
a BARCO F50 WQXGA projector which resolution is 2560×1600
pixels at 120Hz. The projector is attached to the ceiling of the ex-
perimental room, above the user’s head. Except for the markers
detection, we developed our own software, in Python with Py-
OpenGL. Using GPU fragment shaders, the NLP image is rendered
off-screen, and stored as a texture. The texture is then mapped onto
a virtual quad, computed from both position and deformation of
the real one. Knowing the exact intrinsic/extrinsic parameters of
the projector in the tracking frame, we use it for computing the
final image. The virtual quad is projected and superimposed onto
the real one, creating the flexible-screen illusion.

Considering the last improvements in graphical cards, we de-
cided to develop NLP computation with Ray-Casting, on GPU
[3, 4, 13, 25]. With this approach, we can compute a different view-
point for each pixel of the resulting image, and then simulate an
infinite number of perspectives. We implemented the Ray-Casting
in a fragment shader, and not in a vertex shader, in order to provide
visually smooth deformations regardless of the objects’ mesh preci-
sion. Indeed, computing the rays for each pixel, instead of for each
vertex, makes the triangle edges to curve, and therefore accurately
fits to the expected deformation.
For this first experiment, and as it is widespread in the literature, we
decided to limit NLP to horizontal deformation only, like in [18, 27].
Moreover, vertical bending while keeping the screen horizontal
and the hands on lateral sides, is more demanding. Efforts for up
and down bending are not symmetric, and needs the fingers more
than the wrist. The combination with touch interaction is then a
lot more difficult, if not impossible. Such a gesture has not been
investigated in the literature and we decided not to integrate it in
this very first study.

3 FROM BENDING GESTURES TO NLP
CONTROL

As shown in Figure 2, for this first prototype we decided to allow
biquadratic deformation (quartic polynomial degree 4). The flexible
screen is therefore divided in 4 vertical areas, and we compute a
bending coefficient from each one. These coefficients, C0−3 with
values in [−1, 1], are sent to the GPU, and used as inputs to the
NLP computation. Fragment shaders are then executed for each
ray/pixel of the final image, from the current viewpoint position,
and from the bending coefficient associated to the area the pixel
is from. As described in Figure 2, each vertical area can be bent
independently for transforming the projection from a point to a line,
and then creating a continuous assembly of NLP. In our experiment,

https://deformableui.com
https://www.samsung.com/global/galaxy/galaxy-fold/
https://www.optitrack.com
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Figure 2: Bending coeficients are independently applied to the 4 vertical parts of the viewport. When Ci > 0, the starting
positions of the rays travel along a circle centered on the 3D object position. Rays directions are interpolated from their initial
position, i.e., when Ci = 0 (e.g., looking at i for the extreme right ray) to the object position. This interpolation is computed
when Ci ∈ [0, 0.3]. A ray looks at the object position since Ci > 0.3. Negative coefficients make the rays rotate on themselves
and open the viewport angle (right).
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Figure 3: Examples of NLP deformations (rights, with their
bending coeficients), from two different viewpoints (lefts)

a gain is applied on coefficients for allowing users to reach the NLP
maximum while the whole quad surface is still visible.

When all the coefficients are equal to 0 all the rays start from the
current viewpoint position, and define a classical linear perspective,
with a wide-angle lens of 60◦ (Fig. 2-Left). WithCi > 0, the starting
position of a ray moves along an horizontal circle that is centered
onto the “look-at” position of the original viewpoint (Fig. 2-Middle).
The ray direction is interpolated from the initial direction (when
Ci = 0) to the object center. In our prototype, this interpolation is
made during the beginning of the bending, while Ci < 0.3. With

Ci ≥ 0.3, the ray is directed to the object center. With Ci = 1, the
ray made a quarter circle. Then, when all the coefficients are equal
to 1, the rays are distributed on a complete circle around the look-at
position of the original viewpoint, giving the illusion of an unfolded
object.
With Ci < 0, a ray rotates on itself, and opens the viewing angle
(Fig. 2-Right). Then, when all the coefficients are equal to -1, the
rays simulate a 360◦ camera.

4 USER EVALUATION

Figure 4: Interaction techniques. Top: initial curvatures with
LP. Bottom: shapes with full NLP.

In this study, we aim at evaluating the benefits of controllingNLP
via bending gestures in an exploration task. As bending interaction
performance can be influenced by curvature direction and starting
curvature, we explored 4 variations that combine 2 initial curvatures
and 2 directions (see Fig. 4):

• Flat Concave. The initial curvature is flat. Transition to NLP
is made by bending into a concave shape: the screen center
moves away from the user.
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• Flat Convex. The initial curvature is flat. Transition to NLP
is made by bending the screen into a convex shape: the screen
center comes closer to the user.

• Concave Flat. The initial curvature is concave. Transition
to NLP is made by flattening.

• Convex Flat. The initial curvature is convex. Transition to
NLP is made by flattening.

These techniques are compared to the status quo, called Flat, which
allows touch interaction only, and then rotation only. All of the
techniques allow touch interaction for rotating the 3D models.
Rotations are made using the arcball technique (isotonic control),
and were performed with the thumbs.

4.1 Task and Design

Figure 5: Left: One model used in the study. Right: full un-
folded model (bend. coef. = 1) with shortest path in red.

As no standard protocol exists in the literature to evaluate ex-
ploration, we created our own. Participants were successively pre-
sented 3D models that consist of a central blue cube with several
white and grey cubes around (Fig. 5). As there are several ways
to explore an object: from rough shape estimation to detailed ob-
servation, and as we don’t know the influence of the techniques
on this continuum, the participant’s mission was divided in two
steps. For each model, the participant had 1) to explore the model
for finding two green cubes among the surrounding cubes (rough
shape estimation), and 2) to count the shortest path between these
cubes (detailed observation). Depending on the interaction tech-
nique, participants could use rotation, bending or both. 18 different
models were created, and presented to participants.

For each task, the initial position of the models did not al-
low to see any of the green cubes, and the participant had to
rotate the model and/or modify the projection to find them. In half
of the models, the green cubes were close enough to be seen to-
gether with a single linear perspective. We considered exploring
these models as an Easy task. In the other models, the green cubes
could not be seen at the same time in any single linear perspective.
Only NLP projections allow it. We considered exploring these mod-
els as an Hard task. With the Flat technique, participants were
forced to use successive rotations to count the path length. As touch
was allowed with all the techniques, this strategy be used with all
techniques.

4.1.1 Quantitative. The study used a within-subject design, all
participant experimented all 5 interaction techniques. Participants
were asked to complete the 18 exploration tasks with one technique

before changing to another. Participants completed the tasks as fast
as possible.

The dependent variables wereMovement time (the time to com-
plete the task), Searching time (the time to find the two green
cubes), Counting time (the time to find and measure the shortest
path between the green cubes) and Error (whether the path length
was correct or not).

4.1.2 Qualitative. Once all the exploration tasks were completed,
we asked each participant to rate the techniques, from 0 to 20 (20 is
the highest score), byGlobal preference (howmuch the participant
liked each technique), Perceived time (which technique he thought
he was faster with), Estimated error (how confident he was about
the estimated path length), and Ease of use (how easy-to-use the
technique was). To force participants to classify all the techniques,
two techniques could not have the same score. Combined with the
large scale of 20, participants could clearly express differences, and
also create groups, e.g. several techniques could all have very good
rates while being ordered and classified.

4.2 Hypotheses
As NLP enables access to the sides and back of a 3D object in a
single image, we first hypothesise that the exploration task will
be completed faster with techniques that allow NLP (H1). This
hypothesis can be divided in two. Finding the green cubes should be
faster with NLP techniques H1a. Indeed, Flat forces the participant
to make several rotating gestures for exploring the 3D model while
NLP enables displaying the whole model surface in one ’unfolding’
gesture. Counting the path length should also be faster with NLP
techniques H1b. Indeed, after knowing the cubes position, Flat still
forces the participant to rotate the object during the Counting Time.
Also, for the same reason as in H1b, we hypothesise that there will
be less errors with techniques that allow NLP than with Flat (H2).

4.3 Participants and Procedure
A total of 27 participants, 22 to 39 years old, were recruited. The
experiment lasted about 30min. It started with a global explanation,
and a calibration for touch interaction. Then, before each tech-
nique participants trained with a house model (Fig. 1), as long as
they needed to. After the trial session, the 18 (randomly presented)
exploration tasks were chained.

To log the switch between Searching and Counting phases, we
could not use any physical nor virtual button. As participants held
the tablet with two hands, any additional hand or finger movement
would have changed the current bending configuration. In a pi-
lot study, we used a foot pedal, and several participants were not
comfortable with it. They reported that they were losing time on
switching between these two interaction modes (hand interaction
vs foot interaction), and therefore losing time in completing the
task. As this interaction could potentially have created a high vari-
ability inMovement Time (beside driving, most of the people are not
used to combine hand and foot movements), we asked participants
to explicitly notify the switch out loud to a unique person. We ob-
served that participants were more concentrated on the main task
when they just had to say a short ’now!’. This method cumulates
the reaction times of both the participant and the experimenter,
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but we believe this has a lower impact than asking participants to
combine both hand and foot interactions.

Participants could rest at any time between the tasks.
We performed ANOVA tests on the four dependent variables (Move-
ment Time, Searching Time, Counting Time and Error). Indepen-
dent variables were Technique (the five techniques) and Difficulty
(Easy, Hard). Since more than two factors were involved, we per-
formed post-hoc tests (Tukey’s tests) to find the statistical differ-
ences (Figure 6).

4.4 Results
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Figure 6: Mean, standard error, and significant difference
from Tukey’s tests (‘*’: p ≤ 0.05, ‘**’: p ≤ 0.01, ‘***’: p ≤ 0.001).
Times (first row) are in seconds, and rankings (second row)
are all in-between 0 and 20.

As easy tasks results are not significant, this section focuses on
hard tasks results only (illustrated in Figure 6).

4.4.1 Quantitative. Technique has a significant effect on Movement
time (F4,104 = 3.378,p = 0.012,η2 = 0.039), Searching time (F4,104 =
4.447,p = 0.002,η2 = 0.089), and Counting time (F4,104 = 3.776,p =
0.007,η2 = 0.044). However, none of the results showed significant
effects of Technique on Error.

4.4.2 Qualitative. Convex Flat obtained the highest rank, followed
closely by Concave Flat and Flat Concave. It is also interesting to
note that Convex Flat was ranked as the best, the second best,
and the third best technique more often than any other technique.
Perceived time and Perceived error followed a similar trend. However,
Technique had no significant effect on Ease of use. To go further,
we also grouped the 4 NLP variations and compared them to LP.
With a t-test on these results, we found significant differences for
all the rankings: NLP is preferred, perceived faster and less
error prone than LP (p < 0.0001). NLP is also easier to use
(p < 0.0077).

5 DISCUSSION
First, the lack of significance for the easy tasks suggests that there
is limited benefit of using NLP when LP is sufficient for completing
the task. However, LP is currently a widespread standard while

NLP is not. As LP does not outperform NLP, a longer evaluation
could reveal the real difference between the two projections on
easy tasks.

Next, as no significant differences have been found between the
techniques on Error, H2 is not validated. We observed that par-
ticipants made more rotations with flat than with NLP techniques
during the counting phase, but this seems to influence time only,
and not Error. With Flat, some participants stated that they counted
the path two times to be sure they got the correct number. It seems
that they tried to compensate the lack of confidence by taking a bit
more time counting.

This experiment does not validate H1 either, nor its variations
(H1a, H1b). Indeed, H1 is about NLP in general, and while Convex-
Flat and Concave-Flat are the fastest techniques for every dependent
variables (times), the other two NLP techniques, Flat-Concave and
Flat Convex, are not significantly faster than the baseline. However,
the initial configuration of the screen, as well as the bending gesture
paradigm, seem to be critical factors to explore for performance
with NLP techniques. Some reasons can be found in the comments
that participants made after the experience: 5 participants said that
it was easier to count when the surface was flat than when
it was bent. Indeed, when the flexible screen is bent, participants’
gaze direction is not orthogonal to every part of the screen, which
may disturb counting. They used touch interaction to rotate the
object, as in linear perspective, and they waste some time and
comfort. Also, for almost half of the participants, it felt more natural,
fast and immediate to “flatten the physical object to flatten the
virtual one”. Here they expressed the need of a high degree of
compatibility, i.e., the similarity between a physical action of the
user and the response of the object [2].

Beside the fact that users clearly prefer NLP over LP, Convex
Flat and Concave Flat were the preferred techniques. They
were also perceived as the fastest and the less error prone. For
many participants, Flat made the exploration task more difficult,
and implied to constantly rotate the 3D model to look for/at the
green cubes. Sometimes these rotations got the participants lost
while counting the number of cubes in the path forcing them to
start counting again. They also said that “Flat offers only one vision
of the object”.

Concerning NLP complexity, even by showing to the partici-
pants that the screen was divided in 4 vertical areas, none of the
participants used the full potential of this feature. Only three of
them bent the screen in an asymmetric way, i.e., right or left screen
only, and almost all of the participants bent in a symmetrical way,
i.e., making a ‘tubular’ shape. We hypothesise that unfolding only
one part of the model requires more effort, not useful for the task.
This will be further investigated, in relationship with both model
and NLP complexities.

6 LIMITATIONS AND FUTUREWORK
Our NLP approach simulates unfolding objects. Exploration com-
plexity and performance are therefore linked to the topology of
the shapes. Exploring every part of ’convex’ objects like a balloon
might be ’easier’ than more complex objects like a torus or a cup
with handles. However, as our interactive approach creates NLP
from a viewpoint that the user explicitly controls (by touch), one
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Figure 7: A 3Dmodel (left) and its “unfolded” representation
(right), from UNFOLD3D®.

can imagine interaction strategies for accessing all the shape. In-
vestigating complex shapes ,and therefore more complex paths,
would test our hypothesis and could reveal these strategies and
new limitations of our approach.

Next, to precisely outline the benefits of using NLP in explor-
ing a 3D object, other tasks, like ‘relative positions estimation’ or
‘global shape estimation’ should be investigated. New deformations
could also be investigated, combined with new gestures, in order
to propose ’2D unfolding’.

In regards to the hardware, using projection is efficient enough
and did not limitate our ability to precisely prototype and evaluate
new bending interactions and paradigms. However, the stiffness,
thickness and weight of the prototype are far from a real/future
flexible tablet. As these properties influence interaction [5], they
should be investigated in a new experiment with more realistic
material.

7 CONCLUSION
In this paper we present the first user study that investigates the
benefits of using Non-Linear Perspectives in an exploration task.
Among the tested interaction techniques, Concave Flat and Convex
Flat look promising. They provide good performance, they are the
preferred techniques and the ones that users feel more confident
with. These first results are a good starting point for widespreading
Non-Linear Perspectives in everyday tablet-computer applications.
However, more complex models and deformations should be inves-
tigated. We plan a longitudinal evaluation with anatomy learners,
and also 3D designers who frequently “unfold” 3D models to paint
on them (Figure 7). Our system is a strong candidate to help them
decreasing the high cognitive load of making the correspondence
between an unfolded model and its folded counterpart.
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