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ABSTRACT
Collaborative systems, such as online social networks or Internet
of Things, host vast amounts of content that is created and manip-
ulated by multiple users. Co-edited documents or group pictures
are prime examples of such co-owned content. Respecting privacy
of users in collaborative systems is difficult because the co-owners
of the shared content can have conflicting access policies about
the content. To address this problem, recent approaches employ
group decision making techniques, such as auctions. With these
approaches, when a content is to be shared, all co-owners express
their privacy preferences through the mechanism (e.g., by bidding)
and the group decision mechanism reaches a decision to enable
or deny access to the content. However, such mechanisms have
to be carried out per content, making them impractical for most
realistic settings. We argue that rather than employing a group
decision mechanism on each content separately, it is more practi-
cal to watch for privacy norms that emerge in systems and make
decisions using these norms, when possible. This paper borrows
ideas from philosophy to represent privacy norms and develops
algorithms to compute them in collaborative systems. We show
that when privacy norms are identified correctly, they can enable
collaborative systems respect users’ privacy as well as decrease the
need to engage in a group decision mechanism considerably.
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1 INTRODUCTION
Many recent software systems are built on the idea of collaborative
computing, where multiple users share, manipulate and manage
information about themselves as well as others. Online social net-
works (OSNs) are a prime example, where a user can put up a group
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picture without explicit consent from individuals in the picture,
and others can access to, comment on or even reshare the content,
making it more visible to the world. For many users, this means that
their personal lives are easily accessible to individuals or companies
without them knowing about it.

Even though we are living in a privacy-conscious era with vari-
ous policies in place to attempt preserving privacy, existing tech-
niques have not been sufficient to detect, let alone handle these
privacy violations. The main reason behind this is that privacy has
been simplified to an informed consent, where the main assumption
is that a user is in control of her data and chooses how to manage
her privacy by giving appropriate consent. General Data Privacy
Regulation (GDPR) [1] is an important policy, which is based on this
idea of informed consent. Put simply, a user of a website is notified
what kind of information will be collected about the user, for what
purposes, and whether the information will further be processed.
The user then gives an informed consent as to how her personal
data will be shared. As a result, with appropriate techniques, it is
possible to detect whether personal data have been leaked with-
out the person’s consent or used against her will. While GDPR
assumes that each user can independently manage the privacy of
personal data, the content that exists on collaborative systems, such
as co-edited documents or group pictures, do not always belong to
a single person. Further, many times content about a user is shared
by others, not by the person herself. For example, a co-author
of a jointly edited document can send a link of the document to
whomever she sees fit. Or a user on an online social network can
share a group picture publicly without explicit consent from those
in the picture. It is possible that the individuals that are related to
the content might have different and possibly contradictory privacy
preferences [15, 31]. In these situations, when the sharing party
is assumed to own the content, only her privacy preferences will
be in effect. However, in many situations, the content might be
co-owned by others that bring about the content in the first place
(e.g., co-editors of a document). Hence, it is not sufficient to al-
low access to the content by only considering the sharing party’s
privacy preferences.

GDPR does not address how to tackle the privacy of content that
pertains to more than one individual or that is shared by others
about the user [5, 23]. We need to think of privacy for co-owned
content different than the privacy of personal data since the shar-
ing intentions and privacy preferences of all involved are at stake.
Various collaborative privacy management mechanisms exist to
tackle this. Negotiation-based agreement techniques for access
decisions in OSNs [16, 31], propose that individuals negotiate them-
selves or through their software on how to share a given content.
Argumentation-based techniques enable users’ agents to exchange
arguments to convince the others to comply with their privacy
requirements [17]). Auction-based techniques let users reflect their
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privacy preferences on a content through bids and make decisions
based on their outcome [29, 35]. These approaches are promising
when each user is fully aware of her privacy expectations and can
actively participate in the decision making whenever an access deci-
sion needs to bemade. However, this is unrealistic for many systems
where huge amounts of co-owned data are shared frequently but
many users do not engage in configuring their privacy settings.
Thus, it would be useful to be able to configure the access settings
of a content without explicitly involving all the co-owners of the
content into decision making.

Human societies often use norms for decision making [14]. We
advocate norms as the basis of access control for collaborative
privacy decisions. If the systems can identify the existing norms,
then decisions can be made using them. This implies that a more
complex decision mechanism, such as an auction or a negotiation,
would not be required, speeding up the decisions that can be taken
considerably. But, norms can also serve another important function.
When an individual does not have or cannot formulate her privacy
preferences, then the norms of a society can shed a light as to what
is appropriate. The user does not have to follow the social norms at
all time. If the user does not want to follow the norms or none of
the existing norms apply to a given situation, then the system can
still use a collaborative privacy management mechanism to make
a decision. Contrary to successful access control schemes, such as
role-based access control [25] or relation-based access control [12]
that mostly apply on content that is owned by a single individual,
norm-based access control enables access decisions on co-owned
content.

This paper describes the principles of norm-based access control
and develops an approach named Prinor where access control de-
cisions can be taken based on the norms that are generated from the
previous privacy decisions in the system. We represent the different
privacy norms in OSNs using Tuomela’s categorization [36] and
develop algorithms to identify these norms in a given system. The
usage of the algorithms enables users to choose between enforcing
personal privacy settings and following the norms in the system.
We show over multiagent simulations that when privacy norms
emerge, they can be used in place of collaborative decision mecha-
nism that require interactions for each content. Our analysis shows
that the variations in the privacy expectations of the users have
little effect on the success of Prinor. We also apply Prinor on a
case study with real-life social network and image content data sets
to demonstrate norm emergence and privacy decisions.

2 PRIVACY NORMS
We study the representation, emergence and usage of norms in
collaborative systems, where a set of users are related to each other
through a set of relations types (𝑟𝑡𝑦𝑝𝑒 ), such as friend, colleague,
and so on [12]. Each user can share content that pertains to herself
as well as others. A user’s privacy preference about a content could
depend on the properties of the content as well as the relation types
with whom the content is shared. For example, a user might not
want her holiday pictures to be shown to colleagues, but might be
fine with work pictures to be shown. When the co-owners have
conflicting privacy preferences, they need to reach a privacy decision
that states if and how the content will be shared.

Each user in Prinor is represented by a software agent, which
keeps track of the privacy expectation of its user for sharing con-
tent [17]. We represent contents with a content descriptor 𝑐𝑑𝑒𝑠 ,
which is a set of two tuples (𝑥, 𝑛), where 𝑥 is a context such as
holiday, work, and so on and 𝑛 is the percentage of how much this
content belongs to 𝑥 . For example, a picture taken at a bar might
be represented as: {(𝑛𝑖𝑔ℎ𝑡𝑙𝑖 𝑓 𝑒, 77%), (𝑙𝑒𝑖𝑠𝑢𝑟𝑒, 12%)}. The context
information might be available in the system but it could also be
derived automatically as we explain in Section 6 through software
that produces tags and confidence intervals. Depending on the con-
tent, the set might have more tuples. We do not require the sum of
the percentages to be equal to 100% since the content may highly
be relevant to multiple contexts making their sum way over 100%.
Alternatively, we may not have enough evidence to associate a con-
tent with contexts; hence the sum may be less than 100%. For each
content 𝑐 , we also specify the set of co-owners 𝑐𝑜𝑤𝑛 , whose privacy
is possibly being affected by the content and thus should have a
say about content’s privacy decision. In general, if the content is
a picture, 𝑐𝑜𝑤𝑛 could consist of users tagged in the picture or if
the content is a co-edited document, it could be the co-authors. We
assume that this set can be retrieved from the system as is the case
with most collaborative systems.

Prinor contains norms to capture the privacy preferences. Infor-
mally, privacy norms capture the common behavior for accessing
a particular type of content with a particular set of users. In most
domains, it is generally assumed that when the actions of the agents
are in conflict, norms that are fully applicable to all the agents can
be found. A prime example is the well-studied traffic domain [22],
where norms such as driving on the right side of the road might
emerge because it can be observed that mixed usage of sides leads
to accidents. However, norms have to be rethought in the case
of privacy. Privacy norms, by definition, are different from other
norms because it is extremely difficult to find privacy norms that
could satisfy the expectations of all of the agents. That is, there is no
one right norm to make everyone happy. Whereas in a domain such
as traffic, an agent benefits from obeying an established norm; in a
privacy related domain, complying with a social norm might harm
the privacy of agents, depending on their privacy requirements.
Therefore, norms should be allowed to emerge at different levels
(e.g., norms in a group of users, norms for a specific relation type,
and so on) and the norms should be evaluated continuously to find
out if they still fit to the expectations of the population. Moreover,
an agent should always be allowed not to follow a norm so that
privacy preferences of individuals and minority groups can still be
respected.

Tuomela [34] categorizes norms as social and personal norms.
Social norms are formed according to the behavior of the society,
and can be sanctioned if one does not comply with them. Personal
norms are related to individuals’ comprehension of the environ-
ment, and their beliefs about which actions are right or wrong
within the society. Tuomela further divides social norms to r-norms
(rule norms) and s-norms (social norms), and personal norms to
m-norms (moral norms) and p-norms (prudential norms). We adopt
this classification to model privacy expectations as norms and for-
mally represent it similar to existing formalisms [3, 22, 36], such
that a set of preconditions determine the activation of a sharing
action to be taken. We also aim to handle context-based privacy
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preferences [4] with our norm definitions. Since our focus is more
on the emergence of norms rather than their violation, we do not
include norm sanctions explicitly [26]. We consider social norms
to be governed by an overseer mechanism (e.g., an OSN provider),
while personal norms are handled in a distributed manner.
r-norms are imposed by an authority to the individuals. These
are simply laws of a collaborative system, without leaving any
room for personal choices, e.g., OSN denies access to any violent
content. In Prinor , an r-norm is a 2-tuple structure represented as
𝑟𝑖 =< 𝑐𝑑𝑒𝑠 , 𝑎𝑐𝑡{𝑑𝑒𝑛𝑦} >, where 𝑐𝑑𝑒𝑠 is the descriptor of the content
on which this r-norm applies and action is the sharing decision,
which in this case deny for the related descriptor.
s-norms are related to the common understanding of the society
that apply to every individual. For example, in a society, a norm of
not sharing content that contains alcohol might emerge. s-norms are
3-tuple norms represented as 𝑠𝑖 =< 𝑟𝑡𝑦𝑝𝑒 , 𝑐𝑑𝑒𝑠 , 𝑎𝑐𝑡{𝑎𝑐𝑐𝑒𝑠𝑠, 𝑑𝑒𝑛𝑦} >,
where 𝑟𝑡𝑦𝑝𝑒 is the relationship type between the co-owners for a
content, 𝑐𝑑𝑒𝑠 is the descriptor for which the s-norm will apply
and act is the assigned action of the norm, which could be either
enabling or denying access to the content. s-norms are emergent
norms depending on the previous collaborative decisions within
the social network. We employ 𝑟𝑡𝑦𝑝𝑒 since s-norms are generated
according to an overview of the societal decisions, we aim to con-
ceal the specific actions of individuals to the mechanism that can
generate s-norms, and only reveal generic relationship types that
the privacy decisions apply to.
m-norms capture an individual’s own privacy preferences.These
are moral norms that individual agents store for their future privacy
related decisions. The representation of m-norms are identical to
that of s-norm (𝑚𝑖 =< 𝑟𝑡𝑦𝑝𝑒 , 𝑐𝑑𝑒𝑠 , 𝑎𝑐𝑡{𝑎𝑐𝑐𝑒𝑠𝑠, 𝑑𝑒𝑛𝑦} >), though
s-norms emerge over time and calculated by Prinor , whereas m-
norms are given norms of an agent. S-norms exist as part of the
collaborative system, whereas m-norms are private to each agent.
p-norms are defined as what individuals understand as the rational
actions. For example, a group of agents might always share their
co-edited documents with others. In this regard, prudential norms
are useful for exploring normative behavior within specific sets of
agents. A p-norm is a 3-tuple 𝑝𝑖 =< 𝑐𝑜𝑤𝑛, 𝑐𝑑𝑒𝑠 , 𝑎𝑐𝑡{𝑎𝑐𝑐𝑒𝑠𝑠, 𝑑𝑒𝑛𝑦} >,
where 𝑐𝑜𝑤𝑛 is the owners of the content that is described with 𝑐𝑑𝑒𝑠
and the action is to enable or deny access to content.

3 PRINOR
The above norm types are all stored in respective norm bases. Ini-
tially, each agent has a personal m-norm base, which can only be
updated by the agent itself. An m-norms base can be thought as the
privacy policy of the agent. For now, we assume that the m-norm
base for an agent does not change over time. At the beginning, the
collaborative system itself has a single r-norm base that contains
all the laws of the system. The norms in the r-norm base are stored
and updated by the system provider itself. Again, we assume that
the r-norms are static and do not change over time.

S-norm base contains the social norms in the system. These
social norms emerge based on the privacy decisions made in the
system by the individual agents. That is, the agents themselves
change the understanding of privacy in the system and contribute

to formation of norms. There is also a single s-norm base in the
system but it is updated over time. Sometimes privacy norms can
emerge at the society level, but sometimes at a smaller, group level
as a p-norm. A group can be two or more agents that have shared a
content at one point in time. A p-norm base stores unique group
related norms, therefore each agent stores their own p-norm base
for the groups she has been in, and updates it according to the given
specific group’s previous privacy decisions that were made with
the employed collaborative privacy mechanism. Contrary to s-norm
base, p-norm base is distributed. Because of this it is possible that
some agents in a group may not reach an emergent p-norm for an
upcoming decision due to the differences in the subsets. We resolve
this by enabling one agent to inform all the others in the agent set
when a new p-norm emerges, and others update their p-norm base
accordingly.

Prinor works as follows: When an agent wants to share a con-
tent, which is co-owned by other agents, the uploader agent checks
if it is desirable for all the co-owners to share the content, con-
sidering the norms. This is done by considering the type of the
content and the relationship with other co-owners. Since four types
of norms are in effect, there can easily be conflicts among various
norm-bases. For example, an agent’s m-norm might permit sharing
a content publicly, whereas the s-norm in the system might pre-
scribe otherwise. This calls for an ordering of norm bases. Dechesne
et al. [11] show that there are several individual characteristics that
affect the decision process of the individuals, such as compliance
with the law, abiding to social conventions or behaving according
to individual preferences. An individualistic agent might first check
its m-norm base and refer to other bases only if there are no related
norms in this base. A social agent can prefer to put s-norms in front
of m-norms while a law abiding agent always places r-norms at the
top. An interesting choice question comes up with p-norms and
s-norms, since they both are in the social context, while the former
only includes a specific set of agents that the agent directly has a
relationship with. In this work, we assume that p-norms always
dominate s-norms, since norms within direct relationships represent
more precise behavior than the norms emerging from a community
which is formed by indirect relationships (i.e., agents that do not
have a relationship, but are present in the same OSN community)
and that s-norms dominate the m-norms since we are interested
in understanding the benefits of making privacy decisions using
societal norms. Using this ordering, the uploader agent checks its
r-norm, p-norm and s-norm bases to see if a norm matching with
the content descriptor exists. If so, it is applied. It might be the
case that none of the norms in the norm bases are applicable. If
so, the agents engage in a decision mechanism, such as auctions
or negotiation, and the final decision is made according to the cho-
sen collaborative privacy mechanism. When agents engage in a
decision mechanism, they use their m-norm bases to reveal their
valuations. If such a mechanism is used, then the outcome of the
mechanism also updates the p-norm base of the co-owner agents
and s-norm base of the OSN, where new possible norms can be
formed for future incoming co-owned content.

Figure 1 depicts how Prinorworks when a decision is to bemade
for an incoming content for three agents, Alice, Bob and Carol, who
have a friendship relation. The legend on the left side describes
the norms and the contents relevant in the system. The numbers
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Figure 1: Normative decision mechanism process for an incoming content co-owned by three agents.

of arrows indicate the order of actions. Alice wants to share the
contents but the contents are co-owned by all three agents. We
give various examples of how Prinor would work on an incoming
content. In our examples, we exclude r-norm base checking for
brevity, since it is only applied simply when a content type is
forbidden by the OSN provider and always checked initially by all
agents to not receive possible sanctions.

Example 1. The incoming content 𝑋 , which is mostly related to
work context, according to the content descriptors. As the uploader,
Alice checks her p-norm base, where all previous normative privacy
mechanism decisions by every subset of these three agents are
stored. p-norm base includes a fitting p-norm established between
Alice and Bob, with deny action. Since this norm would be in effect
in the greater group as well, the agents do not share the incoming
content.

Example 2. The incoming content is Y, and mostly related to
leisure context. Since Alice does not have a related p-norm in her
p-norm base, she checks the s-norm base and finds a similar s-norm,
where the content descriptor indicates 82% relatedness with leisure
context. Alice, Bob and Carol can comply with this s-norm to share
the content according to s-norm base, since they are indeed in
friendship relation.

Example 3. For incoming content Z, Alice does not have an
established p-norm in her p-norm base. Content Z does not fit into
s-norms in the s-norm base, either. Therefore, collaborative privacy
decision mechanism should be triggered, and the decision should
be made according to agents’ m-norms. Since this is a mechanism
based decision, p-norm base of Alice, Bob and Carol is updated with
the current decision. The s-norm base of the OSN registers this
decision to be used for the generation of norms.

4 GENERATING NORMS
While a system starts with users’m-norms and the system’s r-norms;
s-norms and p-norms emerge over time based on the interactions
of users. Further, an s-norm that emerges in a system may totally
contradict the values of an agent as represented by an m-norm.
Contrary to other domains where norms are to be followed by all,
here for the privacy domain, we would like to give agents the option
not to follow an s-norm. This necessitates a decision to follow or
ignore an s-norm.

4.1 Identifying S-norms
Recall that each co-owned content in the system requires a privacy
decision according to their contextual properties, and the outcome
is to enable or deny access to the content with a set of relationship
types. Given a set of such decisions, Algorithm 1 clusters the deci-
sions to identify potential s-norms. Essentially, the algorithm places
all the content over a multidimensional space according to their
descriptor and the relationship type of the co-owner agents. This
space contains all the decisions considering its various properties
as dimensions. Then, we cluster this space such that each cluster
contains content that have similar attributes. Finally, the clusters
can be checked for being a possible s-norm. Since the evolution of
social norms depend on many factors, continuous update of s-norms
is essential to capture the current state of social normative behavior
in the environment [26]. Therefore, the algorithm is run periodi-
cally in order to find out about new emerging norms or exclude
norms that became obsolete over time.

OSNs enable users to continuously share tremendous amount
of content. In a real life application, clustering every content in
short periods would be infeasible, since it would require massive
computing power. Therefore, a simple clustering algorithm which
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is sufficient enough to distinguish between contextual properties of
content, in our case, the dimensions of the descriptors, is essential.
In light of this intuition, we employ k-means algorithm to cluster
content and then check all the clusters for normative behavior. k-
means is a clustering method where 𝑛 number of elements in a
unidimensional or multidimensional space are partitioned into 𝑘
clusters, where each element is assigned to the nearest mean of the
elements in a cluster [32]. Determining the number of clusters is
difficult. Rather than having a fixed number, we adjust it as needed.
More precisely, in Algorithm 1, we start with a small number of
clusters containing large amounts of content, hence we define a
small 𝑘 value resulting in a big 𝑛 value. As a heuristic to determine
normative behavior within a cluster, we use qualified majority
to check the privacy decisions for the content within. According
to qualified majority heuristic, we consider a cluster a candidate
for being normative, if at least 66% of the privacy decisions are
the same for the content in the cluster. If a candidate normative
cluster is found with the initial 𝑘 , it is saved to the s-norm base
and the content within is removed from further calculations. For
the remaining clusters that does not show normative behavior, 𝑘
is increased and new clusters are formed to check if normative
behavior emerges with smaller number of content within clusters.
This approach continues until a threshold for the minimum number
of agents in a cluster is reached, and the algorithm stops at that
point to save the rest of the clusters as non-normative.

When applying naive k-means clustering, each content can be
placed into the closest cluster, because all content is assumed to have
the same dimensions. However, shared content in real life would
have differing contextual properties. Since we take each contextual
property as an additional dimension, the number of dimensions
might become high. Moreover, many content would not have a
common contextual property. A simple approach would be to still
consider all possible contextual properties as separate dimensions,
and assign the value of zero if a content is not related to this content
descriptor. This would make the space rather sparse. With a large
amount of dimensions, this can easily become infeasible since each
content would have many dimensions valued at zero. As a result,
the clustering can yield very distant clusters each containing only
a small number of content. To resolve this, we propose a dimension
reduction for the domainswith a large variety of content descriptors.
With this reduction, for a privacy decision of an incoming content,
only the previous content that share descriptors are taken into
consideration for clustering. Thus, the only dimensions required
for clustering would become the incoming content’s descriptors,
which would significantly reduce the computation required for
finding s-norms.

Another aspect to consider for social norms is the changes in
the behavior of the society over time. As the time passes, the values
of the people change, which also might cause some norms to be-
come obsolete while new ones emerge. Thus, we employ an aging
curve [37] for privacy actions, denoted as 𝑅 = 𝑒−𝑡/𝑆 . Here, 𝑅 is the
retrievability of the privacy action, while 𝑡 is time passed since the
decision was taken and 𝑆 is the stability of memory. According to
this equation, a recent privacy decision would take a value closer
to 1, while over time it’s value would be close to 0, and the speed
of aging is dependent on the 𝑆 value. Let us consider two examples

of privacy decisions, one taken an hour ago for sharing a content
while one taken 1000 hours ago for not sharing. If we define the 𝑆
value according to a calendar month, hence, 720 hours, the first one
would have a value of ~1 for retrievability, while the second is ~0.25.
If these were the only privacy decisions in the system, the naive
qualified majority calculation for s-norms without considering the
aging curve would have given 50% for sharing and 50% for not
sharing a similar content. With aging curve in place we give the
calculated 𝑅 values as weights to the privacy decisions. Hence, the
two example privacy decisions would result in 80% for sharing and
20% for not sharing, since the recent privacy decision is considered
more significant for capturing current social behavior.

Algorithm 1: Generation of s-norms
Input:𝑚𝑘 , minimum number of clusters
Input: 𝑡 , threshold for min. number of agents in a cluster
Input: 𝑝𝐷𝑒𝑐 , previous privacy decisions within OSN
Input: 𝑆 , stability parameter for aging of decisions
Output: 𝑐𝐿𝑖𝑠𝑡 , a set of clusters generated from 𝑝𝐷𝑒𝑐

1 foreach item in pDec do
2 𝑅𝑝𝐷𝑒𝑐 =aging(𝑝𝐷𝑒𝑐, 𝑆)
3 while pDec not empty do
4 𝑡𝑒𝑚𝑝𝑐𝐿𝑖𝑠𝑡 = k-Means(𝑚𝑘 ,𝑝𝐷𝑒𝑐 ,𝑅𝑝𝐷𝑒𝑐 )
5 foreach cluster in tempcList do
6 ℎ𝑎𝑠𝑄𝑢𝑎𝑙𝑖 𝑓 𝑖𝑒𝑑𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦 = checkpDec(cluster)
7 if (hasQualifiedMajority = true or
8 size(cluster) < t) then
9 add(𝑐𝑙𝑢𝑠𝑡𝑒𝑟, 𝑐𝐿𝑖𝑠𝑡 )

10 foreach item in cluster do
11 remove(𝑖𝑡𝑒𝑚, 𝑝𝐷𝑒𝑐)

12 𝑚𝑘 += 1
13 return 𝑐𝐿𝑖𝑠𝑡

For each periodic call of s-norm base update, the minimum clus-
ter count parameter (mk), the minimum size threshold parameter
for a single cluster (t), all the previous privacy mechanism based
decisions (pDec) and stability value (S) are taken as input for Algo-
rithm 1. The algorithm starts with calculating retrievability values
of all previous privacy decisions in s-norm base according to the
stability parameter (lines 1 and 2). Then, for each item in pDec,
a temporary list of clusters are assigned with k-means algorithm,
where all items in pDec are clustered intomk clusters. In line 5, a for
loop begins, which checks the temporary cluster assignments, and
determines if the cluster shows a normative behavior (i.e, qualified
majority of the privacy decisions are the same), or the size of the
cluster is below t value. If one of these conditions is satisfied for a
temporary cluster, the cluster is added to cList in line 9 and all the
items of the cluster are removed from pDec, ending the iteration.
If there are still remaining items in pDec, another iteration starts
to determine new clusters, until all items from the initial pDec are
assigned to a cluster in cList output.
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4.2 Deciding to Follow an S-Norm
After s-norms are identified with Algorithm 1, they are stored in the
s-norm base. Whenever an agent is making a privacy decision, it
will check the s-norm base to see if any of the s-norms are applicable.
If so, then the agent needs to decide if it would want to follow it.

To determine if a prescribed social norm of a cluster should
be used as a privacy action for an upcoming content, agents can
check three types of metrics. First, the percentage of the suggested
normative privacy action for all privacy decisions in the closest
cluster should still be in consideration, since a higher percentage
would suggest homogeneous behavior of the society while a lower
percentage indicate more heterogeneous behavior. Second, the dis-
tance of the content in consideration to the center of the cluster
should be measured to understand how much the content is similar
to the content present in the cluster. A content that can be placed
closer to the center would mean that contextually, it is strongly
correlated with the others. A third metric could be to check if the
agent has established m-norms for similar type of content. If such
norms exist and the privacy action is the same with the prescribed
s-norm action, it would strengthen the agent’s belief to comply with
the s-norm while a different action would affect it negatively. We
call these three types of metrics majority percentage (MP), contex-
tual similarity (CS) and decision similarity (DS), respectively. All
three metrics are defined to be between 0 and 1, and we apply an 𝛼

weight in relation to these three metrics, again between 0 and 1, to
compute a likelihood value to comply with the prescribed s-norm
decision, which we abbreviate to SD.

Themajority percentage for the s-norm privacy action is provided
by Algorithm 1, which requires no further computation. To compute
contextual similarity, we place the incoming content in the cluster
and compute the Euclidean distance of every content descriptor
dimension to the center. Then we do the same for the content in
the same cluster that is furthest from the center. With the second
distance, we normalize the first distance in a way that the furthest
content would give contextual similarity value as 0 and the center
itself would be 1. For example, in a single dimensional context, if
the distance of the furthest content to the center is computed as 4,
and the distance of the incoming content to the center is computed
as 1, contextual similarity would be ((4 − 0) − 1)/4 = 0.75, which
means the content is strongly related to the cluster contextually. To
compute the decision similaritymetric, agents check if they have any
m-norms for a similar type of content. If they do, then the decision
similarity is simply the number of these moral norms divided to
the number of all m-norms stored by the agent. This affects the
decision for considering the incoming content normative positively,
if the privacy decision of the considered m-norms are the same
with the s-norm’s majority decision. If not, the effect of the decision
similarity becomes negative.

With the weighted averages in consideration, the final decision
to comply with the s-norm for the incoming content is shown below.

𝑆𝐷 =

{
𝛼 ∗ (𝐶𝑆 ∗𝑀𝑃) + (1 − 𝛼) ∗ 𝐷𝑆, if >0.
0, otherwise.

(1)

Equation 1 divides the defined metrics into two parts according
their relation with each other. Contextual similarity of the incoming
content for the cluster, and the majority privacy decision of the

cluster are closely related to each other, hence we multiply them
with each other, and also multiply this with 𝛼 for weighting these
parameters’ importance. Decision similarity is related to differences
of individual choices against the society, therefore it is weighted
with 1 − 𝛼 . With an 𝛼 value closer to 1, the 𝑆𝐷 is more reliant
on the society choices, while a value closer to 0 would give more
importance to the similarity of individual privacy requirements
with social norms. Referring back to the examples in Figure 1 of
Section 3, we give an example below to depict how agents can use
the 𝑆𝐷 metric to decide complying or denying social norms.

Example 4. Consider Content Y from Figure 1 as the incoming
content uploaded by Alice, and𝑀𝑃 of the related cluster is 84% for
not sharing action, given by Algorithm 1. For the calculation of
𝐶𝑆 , the content descriptor has two dimensions. Let us assume the
furthest content of the same s-norm cluster has a content descriptor
as <leisure, 32%>, <scenery, 13%> and each context type has the
same importance. For the leisure contextual dimension, the furthest
content of the cluster has 50% (82%-32%) and 39% (52%-13%) distance
for the scenery context. The same values for Content Y are 10% (82%-
72%) and 31% (52%-21%), respectively. Therefore, 𝐶𝑆 value is the
mean of (50%-10%)/50% and (39%-31%)/39%, equalling to ~50%. Alice
does not have any m-norms related to the s-norm in consideration
in her m-norm base, which is consisting of two m-norms. Thus, the
𝐷𝑆 value will be 0 (0/2). If the 𝛼 is given as 0.8, 𝑆𝐷 , which is the
likelihood of complying with the norm would be calculated as ~33%
(0.8*(0.84*0.5)+0.2*0), which would prescribe Alice to follow the
norms with a one in three probability.

4.3 Identifying p-Norms
Prudential norms are the second type of societal norms in our mech-
anism. The p-norms only bind the users in the group and not the
society as a whole. Hence, we require that p-norms are kept and
updated separately by each agent (rather than by the OSN provider
as was the case with s-norms). Essentially, p-norms represent previ-
ous collaborative privacy mechanism based decisions of co-owner
agents for a content. To keep privacy requirements simple, agents
only classify p-norms according to the major content types (i.e con-
tent type with the highest relatedness value). In addition, agents
keep track of the co-owner IDs, since p-norms are the norms that
emerge between specific sets of co-owners. Algorithm 2 shows how
an agent generates a p-norm after deciding on an incoming content.

After an incoming content where a privacy decision is required,
Algorithm 2 is triggered by each co-owner agent of the content
to generate a p-norm. The inputs include the major content type
(mct) of the content, which defines the highest valued content type.
aDec contains previous privacy decisions of co-owners, including
the decisions made by subsets of the co-owners. This enables the
algorithm to propagate previous privacy decisions of smaller sub-
sets of co-owners to the entire set of co-owners. Since a subset
of co-owners might not fully represent the behavior of a bigger
co-owner group, we introduce a difference parameter (d) in the al-
gorithm, which enables the system to adjust the impact of previous
privacy decisions with different size of subsets of co-owners. The
algorithm starts with assigning counts of each action type possible
for a privacy decision as zero (line 1). Then for each item in the
p-norm base of an agent, the algorithm counts the previous privacy
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Algorithm 2: Generation of p-norms
Input: 𝑐 , content in discussion
Input: 𝑐𝑜 , list of co-owner agents for 𝑐
Input: 𝑐 (𝑚𝑐𝑡), major content type of 𝑐
Input: 𝑑 , difference parameter for co-owner similarity
Input: 𝑎𝐷𝑒𝑐 , agent’s previous privacy decision list
Input: 𝑞𝑀𝑃 , qualified majority percentage threshold
Output: 𝑝𝐿𝑖𝑠𝑡 , a list of p-norms, forming the p-norm base

of the system
1 initialize actionType counts as zero
2 foreach item in aDec do
3 if (∀ item(co-owner) in co) then
4 dif = (size(co) - size(item(co-owners)))
5 foreach act in actionType do
6 if (item(privAction) eq act and c(mct) eq

item(mct)) then
7 count(act) += 1/𝑑𝑑𝑖 𝑓

8 totalCount += 1/𝑑𝑑𝑖 𝑓

9 foreach act in actionType do
10 if (count(act)/totalCount > qMP) then
11 c(privAction) = act

12 update_pList(p<𝑐𝑜 ,𝑐 (𝑚𝑐𝑡 ),𝑐 (𝑝𝑟𝑖𝑣𝐴𝑐𝑡𝑖𝑜𝑛)>)
13 return 𝑝𝐿𝑖𝑠𝑡

actions, where the major content type is the same as the current
content,and all the co-owners of the item in p-norm base are ele-
ments of the co-owners set of the content. In line 4, the difference
between the size of co-owners of p-norm base item and the size
of co-owners for the content in consideration is computed. For
example, if the content has three co-owners named Alice, Bob and
Carol; and the p-norm base item has Alice and Bob as co-owners,
then the distance is simply computed as 3-2 = 1. Then the count of
each action is increased according to the formula on line 7. With
the same example above, if the difference parameter d was assigned
2, the increase would be computed as 1/21 = 0.5, reducing the effect
of it from a p-norm base item which has all three of the co-owners
of the content in consideration. After all action type counts have
been computed, another loop checks the action types to decide if a
normative behavior exists. This comparison is made according to
qualified majority percentage threshold (i.e., 66%), which can be set
as input (qMP). If an action type percentage is above the threshold,
agents consider this as normative behavior. Notice that co-owner
subsets might be different for groups (e.g., for a content co-owned
by Alice, Bob and Carol, previous decisions established between
Alice and Bob are not known by Carol), yielding some agents not
be aware of an existing p-norm. We remedy this by requiring each
agent to notify others of p-norm updates. In order to synchronize
the p-norm bases between co-owners, every agent informs the other
co-owners when a new norm emerges and the others update their
own base if they have not already reached the same norm. Finally,
p-norm bases of all the co-owners are updated with the new p-norm.
The agents can choose to apply the p-norm or make a decision with
collaborative privacy mechanism using their m-norms.

5 EVALUATION
We evaluate Prinor in a multiagent simulation environment that
we developed in Java1. Each agent in the simulation represents
a user. The users, and thus the agents are related to each other
through one relationship. Each agent is uniquely identified with
an identifier. Each agent has a set of m-norms that are generated
automatically. Each content in the OSN is assigned a descriptor.
In real life, this information would come from the features or tags
of the content. Here, we assume that the descriptor is available.
For 𝑛 number of content type categories, a content is placed in an
n-dimensional space which enables the mechanism to both find out
similar content types and match privacy requirements of agents
with the content in consideration. In addition, a content has a set
of co-owners, which are the agents that are within the OSN that
have some of their private information represented in the content.

We include 100 agents and 10000 contents for each of our sim-
ulation runs, where each content is randomly assigned to 2 to 5
co-owners, and a descriptor with 4 elements, while each element is
a two-tuple with a context and a value between 0 and 100, repre-
senting the significance of the content to the given type, 100 being
the most. We represent each agent’s privacy requirements with
m-norms, while the simulation checks the evolution of p-norms
and s-norms. We exclude r-norms from the simulations as our fo-
cus is on the correct emergence of p-norms and s-norms. On each
simulation, one content is introduced to the mechanism sequen-
tially. First, the societal norms are checked to reach a decision. If
relevant societal norms are not present, then the decision is made
according to them-norms of the agents. Form-norm based decisions,
our current mechanism allows us to employ different mechanisms
such as auctions, negotiation or argumentation. However, these
mechanisms require rather complex computation. In order to keep
computational complexity low, we employ majority voting as the
collaborative privacy mechanism in our evaluations. With this sim-
ulation setup, we answer the following questions: (i) Do s-norms
and p-norms emerge over time and if so, what percentage of access
control decisions are taken by these norms? (ii) Do the norms that
emerge enable agents to make correct access control decisions?

5.1 Emergence of Social Norms
In a pioneering work on norm emergence, Sen and Airiau [27] show
that norms emerge even when the population size and heterogene-
ity vary. Following this, we introduce a homogeneity variable to
capture how much of a society has similar privacy understandings.
In our approach, if the homogeneity of the society is 0, then all the
agents in the population can have different privacy choices. We
run our simulations for investigating emergent social norms with
different levels of homogeneity. We achieve this by making a subset
of agents having the same action type for a given type of content
in their m-norm base, while the rest is assigned a random type
of action for their m-norms. Our homogeneity levels are 0%, 10%,
20%, 30%, 40%, 50%, 75% and 100% respectively, 0% representing
full random behavior and 100% full homogeneity. The reason of
having bigger margin between the latter three levels is that soci-
etal decisions are almost similar when homogeneity percentage
is bigger than 50% in the network. The simulation starts forming
1Repository link for our simulation:https://git.science.uu.nl/o.ulusoy/PriNorSim
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Figure 2: Percentage of norm types over different levels of homogeneity for qualified majority s-norm decision.

Figure 3: Percentage of norm types over 30% homogeneity based on likelihood of following the norms function for various 𝛼
values.

s-norms using Algorithm 1 after 1000th content shared in the OSN
and reruns it after every 250 content for updating the s-norm base
of the OSN. To compare how agents decide to follow the norms,
we evaluate four different setups. In the first setup, agents follow
s-norms at least when qualified majority percentage for a single
privacy action is satisfied. The other three setups employ the SD
formula, which gives a likelihood value of following the norms for
agents, with three different 𝛼 values, 0.8, 0.5 and 0.2 respectively.
For each homogeneity level combined with each of the four setups,
we run 5 simulations and measure the percentage of decisions taken
with m-norms, p-norms and s-norms.

Figure 2 plots the percentage of decisions that are taken by m-
norms, p-norms and s-norms as new content is introduced to the
system for populations with 10%, 30% and 50% homogeneity and
when the s-norm decisions are made according to qualified majority
percentages of s-norm clusters. For 10% homogeneity, 12.88% of all
decisions were made with s-norms while 17.54% of all 10000 content
is decided according to p-norms, without the need of triggering the
collaborative privacy decision mechanism with m-norms. This can
be seen as a significant improvement, since our norm based method
reduces the need to trigger a decision mechanism by ~30 percent,
even when a tiny fraction of the society behaves homogeneous
and the amount of co-owned content is sparse. The sparsity comes
from having 100 agents randomly assigned as co-owners of 10000
content, since the same subset of agents can only have a very limited
number of content with the same major relation type and content

type. Therefore, building up p-norm base of every agent becomes
a difficult task with the limited previous knowledge about the co-
owned content with the same subset of related agents. With 30%
homogeneity, more than 63% of the decisions can be made with
p-norms and s-norms and with 50% homogeneity, the necessity of
applying a privacy decision algorithm with m-norms goes below
10%. Our results show that even if a small amount of agents in
a system act similar instead of randomly behaving, social norms
can emerge and effectively be used for collaborative access control
decisions.

Even though deciding only according to qualified majority de-
cisions for s-norms reduce the need of a collaborative decision
mechanism significantly, the emergent norms might differ from
the privacy understanding of individual agents. Some agents might
act differently than the society, therefore applying social norms
might create privacy decisions that the agents would not want to
achieve by themselves. To account for this, we introduced a like-
lihood to follow s-norms formula (SD) in Section 4. We evaluate
the SD formula with three 𝛼 values and plot the results for 30%
homogeneity in Figure 3. We omit the rest of the evaluations with
different homogeneity for brevity, since all levels show similar be-
havior in comparison with qualified majority based decisions and
this homogeneity reflects the real life social behavior more than
the both sides of extreme levels.

Recall that when 𝛼 is high, agents assign a high weight to a given
s-norm but value their own m-norm about a content less, if such a

Session 3: Privacy and Data Sharing SACMAT ’20, June 10–12, 2020, Barcelona, Spain

42



norm exists. Accordingly, one would expect that with high values
of 𝛼 , more decisions would be taken with s-norms and with low
values, the number of decisions would decrease. Our results confirm
this. The results show that when 𝛼 is set to 0.8, the decisions based
on s-norms takes up two thirds of all, and with p-norms the total
norm based decisions constitute ~75% of the privacy decisions. The
number of s-norm based decisions decrease with 𝛼 = 0.5 setup
almost to the number in qualified majority percentage setup. The
number of decisions is even fewer when 𝛼 is assigned as 0.2, but still
reduces the need of mechanism based decisions to less than 46%,
when combined with p-norms. However, this decrease can still be
beneficial for the agents, since they ensure that the applied social
norms are in line with their own privacy understanding, while
rejected norms are quite different than theirs. This brings up the
correctness of the applied social norms into question, which we will
investigate in the next subsection.

5.2 Correctness of Social Norms
Usage of norms decrease the need of a complex privacy decision
mechanism, but do they lead to correct privacy decisions? We mea-
sure correctness by comparing norm-based decisions with collabo-
rative privacy decision mechanism results. If the outcome of the
norm based decision is the same with what the mechanism would
give, we consider it as a correct decision. Since our current setup
enables the simulation to evaluate both emergence and correctness
of the norms within the same run, we investigate the correctness
aspect of Prinor with our multiple runs for various homogeneity
and 𝛼 values executed for Subsection 5.1 and present our findings
about it in this subsection.

Table 1 shows the percentage of s-norm and p-norm decisions
over all our setups with various homogeneity levels and agent
decision types to follow s-norms, along with their correctness ratios.
An immediate result is that in any setup, decisions made using
s-norms are at least 75% correct (HL=0%, 𝛼=0.8). The percentage
of correct s-norm assignments increases with higher homogeneity
levels, and end up at 100% when all agents in the community are
homogeneous in their privacy actions. When we compare different
SD setups, we observe that the highest correctness percentage
comes with 𝛼 = 0.2 parameter. This is an expected outcome since
with lower 𝛼 values, the agents mostly follow the social norms
when they are in line with their own privacy policies. 𝛼 = 0.8 setup
with the SD metric performs the best with lower homogeneity
levels to reach a high number of emergent norms, while keeping a
reasonably high correctness ratio. Qualified majority setup has the
highest s-norm percentages with the highest homogeneity levels,
since almost all the agents behave the same.

Our results indicate that with a fine-tuned setup, even in unreal-
istically low homogeneity levels, ~90 percent of the entire s-norm
based decisions are correct. For example, when 𝛼 is 0.2 and the
homogeneity level is %20, Prinor can make %41.68 of the decisions
for 10000 content with %91.42 correctness for s-norms. This means
that ~4168 privacy decisions are taken with s-norms without any
effort or feedback from the OSN users, and ~357 of the decisions
were not correct, which is ~3.6 of the entire decisions. Note that
emergent norms do not always make correct decisions. However,
when the user does not know her privacy preferences or the number

HL SD s-norm % correct s-norm % p-norm % correct p-norm %

%0 MP 5.66 78.68 18.77 98.65

𝛼 = 0.8 60.98 74.95 9.69 98.76

𝛼 = 0.5 48.20 81.88 11.86 98.67

𝛼 = 0.2 36.73 87.34 13.84 98.72

%10 MP 12.88 78.81 17.54 98.94

𝛼 = 0.8 62.41 77.75 9.40 98.77

𝛼 = 0.5 50.19 83.77 11.28 98.67

𝛼 = 0.2 38.57 89.00 13.22 98.87

%20 MP 30.68 82.56 13.92 98.94

𝛼 = 0.8 64.66 81.85 9.05 98.67

𝛼 = 0.5 50.38 84.48 11.56 98.74

𝛼 = 0.2 41.48 90.52 12.93 98.49

%30 MP 53.86 82.81 9.53 98.96

𝛼 = 0.8 66.68 84.47 8.34 98.81

𝛼 = 0.5 54.64 89.38 10.60 98.54

𝛼 = 0.2 41.68 91.42 12.55 98.56

%40 MP 71.79 83.61 6.49 98.74

𝛼 = 0.8 68.43 86.49 8.09 98.74

𝛼 = 0.5 58.16 91.16 10.35 99.22

𝛼 = 0.2 47.07 94.47 11.78 98.51

%50 MP 86.84 87.41 3.46 99.26

𝛼 = 0.8 70.66 88.42 7.60 98.92

𝛼 = 0.5 60.00 92.45 9.60 99.07

𝛼 = 0.2 49.34 95.48 11.71 98.71

%75 MP 89.29 94.17 3.12 99.40

𝛼 = 0.8 76.83 95.50 6.56 99.45

𝛼 = 0.5 66.03 96.31 8.76 99.26

𝛼 = 0.2 54.70 97.77 10.90 99.14

%100 MP 90.03 100.00 2.98 100.00

𝛼 = 0.8 79.44 100.00 5.81 100.00

𝛼 = 0.5 72.15 100.00 7.26 100.00

𝛼 = 0.2 60.04 100.00 9.52 100.00

Table 1: Correctness percentages for various levels of homo-
geneity (HL) and s-norm decision (SD) types.

of decisions that need to be taken are large, they provide a suitable
mechanism to make decisions. The choice of relying on the norms
versus a complex decision mechanism can be decided by the user
by setting the the 𝛼 parameter, where a low value of 𝛼 favors the
user’s own preferences and a high value the social norms. Con-
trary to systems where the uploader controls the access of mutual
content, Prinor involves the co-owners in the final access control
settings.

Considering the emergent p-norms according to Table 1, it is
seen that p-norm assignments are almost always correct. They only
depend on subsets of the decisions made by the same co-owners
for the similar content types, and unless these agents change their
behavior within their own co-owner groups, the p-norm based
decisions would be the same as the decisions taken with the privacy
decision mechanism. However, p-norm based decisions are usually
a small part of all decisions, mostly due to sparsity of contents over
different co-owner agent groups. p-norms require more mechanism
based privacy decisions to emerge, and with emergent s-norms, p-
norms build up slower than s-norms. Note that identifying s-norms
requires a centralized location that holds the privacy decisions of the
society. The OSN itself could provide this location and identification
service. If there is no centralized location to enable identification of
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Figure 4: Percentage of norms over privacy decisions.

s-norms, Prinor can still work with p-norms, as these are identified
in a distributed manner and capture the norms of smaller groups
of agents.

6 CASE STUDY FOR REAL-LIFE OSNS
Our simulation results show that with a given set of contextual
features, privacy decisions for OSN content can be made success-
fully, both with p-norms and s-norms. However, real life OSNs pose
further challenges. First, identifying contextual features of shared
content is usually difficult, since users who share the content do
not provide these properties. Thus, the contextual identification
phase should rely on either the OSN provider or software agents
that represent users. Second, some users would potentially have
closer relationships and co-own more content than users with lim-
ited connections, necessitating the social network to reflect this.
We tackle these with a case study by making use of two real-life
data sets, namely SNAP [19] and PicAlert [39] and demonstrate the
applicability of our approach.

PicAlert data set consists of images that have been annotated as
private or public by study participants while SNAP data set contains
friendship networks of Facebook users, including their bidirectional
relationships, their circles, and anonymized personal features. Since
our focus is on norm-based content privacy decisions by software
agents on behalf of OSN users, our setup in this case study employs
PicAlert for defining the contents and their privacy labels; and SNAP
for defining agents and their network. We extract the contextual
properties of PicAlert data set with an automated feature extraction
tool, named Clarifai [38]. We assign four automatically generated
tags to each PicAlert content as content descriptors and assign SNAP
agents as co-owners.

Our setup in this case study is as follows: First, we generate all
the possible circles between the agents in SNAP network. We define
a circle as a relationship bond betweenmultiple agents, where every
two agents in the circle have an established relationship with each
other. With this definition, each circle containing more than two
agents would have subset circles, since all the subsets of a circle
would still be a circle. Our second step is to pick content from
PicAlert data set and to allocate the content to a circle. We run
Clarifai API to get contextual tags for the image and assign the four
most related tags of the image as content descriptors. Co-owners
of a content are picked randomly from all possible circles. Second,

we pick a number of content shared in the network and use them
to generate m-norms for the co-owners of these shared content.
We do this by considering the unique human decisions made for
the selected content (available through the data set) and matching
the humans with the content co-owners. For example, if a human
mostly has share decisions for a contextual tag, an m-norm with
share action for the given tag is created for the matched co-owner.
As a result of this, some agents acquire m-norms for possible future
decisions, while the remaining agents do not establish a privacy
understanding. This second category need to rely on emerging
p-norms and s-norms to make decisions to protect their privacy.

The particular SNAP data set that we use has been extracted
from Facebook and contains 347 users. These users have 975347
possible circles with two or more people. With the PicAlert data set,
we generate content descriptors for 29864 content. We experiment
with two setups of different initial content size. In the first setup,
we extract 1000 content and generate m-norms to the co-owners of
them. In the second setup, we increase the set to 5000 content. We
repeat each setup five times, where different parts of the data set are
picked as initial content. We display our results for the percentages
of all norm types over incoming content in Figure 4 and correctness
ratios after each 5000 privacy decisions in Figure 5.

Figure 4 shows the percentage of norms for access control de-
cisions that has been taken in our system, from the first content
considered to the last one. For both scenarios with different num-
bers of initial content, s-norms quickly start to emerge after the first
1000 decisions are made with either m-norms or p-norms. Around
5000 access decisions, s-norms converge to an amount of 70% with
1000 content used in training and 75% with 5000. Since these 5000
access decisions are for the content co-owned by one of all possible
975347 circles, the s-norms provide a majority of access control
decisions without the need of another mechanism. According to
Figure 4, we can conclude that even when most of the agents do not
have any established m-norms, our approach is still able to form
s-norms and p-norms to make privacy decisions. With a larger
initial content set, s-norm ratio improves, because agents would
usually access s-norms earlier, and would not have the need to make
collaborative privacy decisions that eventually result in forming
p-norms. Figure 5 plots the percentage of correct and incorrect
p-norm and s-norm decisions after every 5000 access control de-
cisions. When m-norms are formed from 5000 content, incorrect
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Figure 5: Correctness of p-norms and s-norms after each 5000 privacy decisions.

s-norms are only 1% of the decisions while p-norms are almost
always correct. With 1000 content training scenario for m-norm
formation, incorrect decision percentage gets slightly higher for
both p-norms and s-norms, with s-norms reaching 3.5%, which can
still be considered as a small part of the entire decisions. Thus, both
setups achieve correct privacy decisions most of the time.

Performing a user study to verify whether the found social norms
are in line with actual OSN users is beyond the scope of this paper.
However, it is still useful to inspect a few of the norms to grasp the
intuitions behind them. Combination of the following tags baby,
child, cute and little generate social norms to deny access to users,
as they are commonly seen as private. Adult tag, combined with
tags such as man, woman or person again generate norms that
deny access to other users. On the other hand, tags like city, no
person and nature prescribe social norms that deem the content
containing them as public, enabling access to other users. These
examples indicate that the found social norms resonate with privacy
understanding exhibited by many OSN users.

7 DISCUSSION AND CONCLUSION
Engineering privacy respecting methods for ubiquitous information
systems has become crucial as the amount of online information is
huge [13, 18, 28]. An important line of research focus on the speci-
fication and compliance of individual privacy preferences. Barth
et al. [6] present a logic framework, formalizing aspects of contex-
tual integrity and compliance with privacy norms. Barth et al. [7]
study privacy for business processes, investigating if workflows
would lead to data exposure or can verify that the privacy goals
are achieved. Basin et al. [8] develop a monitoring tool to check
policy compliance by employing first-order temporal logic for data
relations.

There is a large body of work on access control in collaborative
systems, especially online social networks. Hu et al. develop multi-
party access control, where they develop a social network model, a
multiparty policy specification scheme and a mechanism to enforce
policies to resolve multiparty privacy conflicts [15]. Carminati et al.
study a semantic web based framework to manage access control
in OSNs by generating semantic policies [10]. The social network
operates according to agreed system-level policies. Fong [12] pio-
neered the application of relationship-based access control mech-
anisms to collaborative systems, which initiated different lines of

research. The interoperability of relationship and role-based access
control mechanisms is studied by Rizvi and Fong [24]. Mehregan
and Fong [21] propose a policy negotiation mechanism for co-
owned resources. These works provide feasible privacy resolution
mechanisms for collaborative systems when policies are defined
well. However, they require specification of policies for shared con-
tent offline, either by inference or with human expert involvement.
Our work here, on the other hand, identifies the privacy norms that
emerge in collaborative systems and makes them available to the
users.

Norms have been studied in multiagent literature. Our previ-
ous work have investigated the idea of social norm emergence for
OSNs [36]. However, it did not consider important aspects including
prudential norms, aging of privacy decisions, or agent’s autonomy
in choosing to follow norms. Calikli et al. [9] employ a social iden-
tity map for relationships of users and a set of social identity conflict
rules to learn the privacy norms for social networks. Mashayekhi et
al. [20] study norm emergence in traffic domain, where agents en-
ter and leave and no known network structure among them exists.
Ajmeri et al. [2] study norm emergence factoring in the context
of the agents, taking in the sanctions into account. Our work is
orthogonal to these work in the sense that we investigate norms in
privacy, where agents cannot be required to follow them.

Such et al. perform an extensive, empirical evaluation to under-
stand the dynamics of privacy with co-owned content [30]. They
indicate that various co-owner type relations as well as different
type of handling of violations might exist. Our work could serve
as a solution to the problems identified there, as by identifying
norms and applying them as they see fit, the agents can avoid pri-
vacy violations to take place. Thuraisingham et al. [33] tackle the
privacy-awareness in handling data that is collected for business
and marketing purposes and discusses design issues in achieving
privacy-aware data management frameworks. Since only a small
amount of privacy policies are known for that domain, our approach
could help identify social norms.

8 LIMITATIONS AND FUTURE DIRECTIONS
Prinor can generate societal norms both for the entire community
and small sets of groups within; even after only a few privacy deci-
sions have been taken. However, in its current state, it has some
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limitations and room for improvements. First, current norm repre-
sentations cannot express some of the interesting deontic concepts.
Further, the interaction between norm types is limited. For exam-
ple, agents do not update their moral norms after witnessing social
norms. A more expressive representation of norms and their life
cycles would enable the system to capture the established norms
better, resulting in more successful collaborative access control de-
cisions. Another limitation is that social norm emergence from the
community behavior is reliant on OSN providers, while prudential
norms for smaller groups can emerge with a distributed approach.
Even though we prohibit OSN providers to obtain the entire pri-
vacy requirements of the users, a fully distributed approach can
provide a more trustworthy mechanism to OSN users, free from
possible tampering with the social norms by the providers. Our
normative approach currently considers contextual properties of
content according to automatically generated tags by tools, which
may not include properties such as the location, time or the implicit
information that can not be obtained without reasoning. This is
another drawback we aim to tackle with our future work, where an
ontology-based approach can enable an improved understanding
of contexts in content descriptors so that social norms emerge ac-
cordingly with geographical, time-dependent, specific event related
information and so on.
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