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ABSTRACT
Classical recommender system methods typically face the filter
bubble problem when users only receive recommendations of their
familiar items, making them bored and dissatisfied. To address the
filter bubble problem, unexpected recommendations have been pro-
posed to recommend items significantly deviating from user’s prior
expectations and thus surprising them by presenting "fresh" and
previously unexplored items to the users. In this paper, we describe
a novel Personalized Unexpected Recommender System (PURS)
model that incorporates unexpectedness into the recommendation
process by providing multi-cluster modeling of user interests in the
latent space and personalized unexpectedness via the self-attention
mechanism and via selection of an appropriate unexpected activa-
tion function. Extensive offline experiments on three real-world
datasets illustrate that the proposed PURS model significantly out-
performs the state-of-the-art baseline approaches in terms of both
accuracy and unexpectedness measures. In addition, we conduct an
online A/B test at a major video platform Alibaba-Youku, where our
model achieves over 3% increase in the average video view per user
metric. The proposed model is in the process of being deployed by
the company.

CCS CONCEPTS
• Information systems→ Recommender systems.
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1 INTRODUCTION
Recommender systems have been an important tool for online
commerce platforms to assist users in filtering for the best content
while shaping their interests at the same time. To achieve this
objective, collaborative filtering has been among the most popular
techniques and was successfully deployed for decades. However
as shown in the recent literature, classical collaborative filtering
algorithms often lead to the problem of over-specialization [2], filter
bubbles [33, 34] and user boredom [24, 25]. To make things worse,
users might get annoyed if they are recommended similar items
repeatedly in a short period of time.

To address these issues, researchers have proposed to incorporate
unexpectedness metric in recommendation models [32], the goal
of which is to provide novel, surprising and satisfying recommen-
dations. Unlike diversity, which only measures dispersion among
recommended items, unexpectedness measures deviations of recom-
mended items from user expectations and thus captures the concept
of user surprise and allows recommender systems to break from the
filter bubble. It has been shown in [1, 3] that unexpectedness leads
to significant increase of user satisfaction. Therefore, researchers
have introduced various recommendation algorithms to optimize
the unexpectedness metric and achieved strong recommendation
performance [3, 26, 28, 46].

However, very few of them have been successfully applied to
industrial applications or achieved significant improvements in real
business settings. This is the case for the following reasons. First, to
improve unexpectedness of recommended items, previous models
often have to sacrifice the business-oriented metrics [4, 50], such as
CTR (Click-Through-Rate) and GMV (Gross-Merchandise-Volume).
Second, most of the proposed unexpected recommendation algo-
rithms are not scalable and therefore cannot be deployed in large-
scale industrial applications. Third, the lack of personalization and
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session-based design of recommender systems reduces user satis-
faction and their online browsing performance metrics. Thus, it
is important to overcome these problems and intelligently deploy
unexpected recommender systems in real-world applications.

Note that, while working on unexpected recommendations, it
is crucial to address the problem of heterogeneous user prefer-
ences by focusing on providing personalized recommendations
according to these preferences. For example, some people tend to
be ‘’variety-seekers” [30] and are more willing to click on novel
item recommendations, while others prefer to stay in their own
comfort zones and are in favor of familiar item recommendations.
In addition, even the same person might have different perceptions
of unexpectedness in different contexts, which also motivates us
to include session-based information into the design of an unex-
pected recommender system. For example, it is more reasonable
to recommend the next episode of a TV series to the user who
has just finished the first episode, instead of recommending new
types of videos to that person. On the other hand, if the user has
been binge-watching the same TV series in one night, it is better
to recommend something different to him or her.

To address these concerns, in this paper we propose the Person-
alized Unexpected Recommender System (PURS) that incorporates
unexpectedness into recommendations in an end-to-end scalable
manner. Specifically, we model user interests as clusters of the
previously consumed items in the latent space and subsequently
calculate unexpectedness as the weighted distance between a new
item and the clusters of these interests. Furthermore, we utilize
sequence modeling and the self-attention mechanism to capture
personalized and session-based user perception of unexpectedness.
We also propose a novel unexpected activation function to adjust
the network output for better unexpected recommendation per-
formance. To provide unexpected recommendations, we construct
a hybrid utility function by combining the aforementioned unex-
pectedness measure with estimated business performance metrics,
especially the click-through-rate. Finally, extensive offline exper-
iments on three real-world datasets illustrate that the proposed
model consistently and significantly outperforms the state-of-the-
art baseline approaches in both accuracy and novelty measures. We
also conduct an online A/B test on a major video platform Alibaba-
Youku, where our model achieves significant improvements over
the current production model. Based on these positive results, the
proposed model is in the process of being moved into production
in the company.

This paper makes the following research contributions. It
(1) presents a novel PURS model that efficiently and effectively

incorporates unexpectedness into recommendations;
(2) proposes to use the self-attention mechanism to model per-

sonalized and session-based user perception of unexpectedness;
(3) proposes to calculate unexpectedness as the distance between

a new item and clusters of user interests in the latent space;
(4) presents a novel unexpected activation function to optimize

performance of unexpected recommendations;
(5) presents extensive offline experiments and an online A/B test

that empirically demonstrate the strengths of the PURS model.

2 RELATEDWORK
In this section, we discuss prior literature related to our work
in three categories: unexpected recommendations, deep-learning
based recommendations and personalized & session-based recom-
mendations.

2.1 Unexpected Recommendations
As discussed in the previous section, to overcome the problem
of filter bubbles and user boredom, researchers have proposed to
optimize beyond-accuracy objectives, including unexpectedness,
serendipity, novelty, diversity and coverage [17, 32]. Note that, these
metrics are closely related to each other, but still different in terms
of definition and formulation. Specifically, serendipity measures
the positive emotional response of the user about a previously un-
known item and indicates how surprising these recommendations
are to the target users [6, 39]; novelty measures the percentage
of new recommendations that the users have not seen before or
known about [31]; diversity measures the variety of items in a rec-
ommendation list, which is commonly modeled as the aggregate
pairwise similarity of recommended items [51]; coverage measures
the degree to which recommendations cover the set of available
items [20].

Among them, unexpectedness has attracted particular research
interests, for it is shown to be positively correlated with user ex-
perience [3, 6]. It also overcomes the overspecialization problem
[3, 22], broadens user preferences [20, 46, 47] and increases user
satisfaction [3, 28, 46]. Unexpectedness measures those recommen-
dations that are not included in the users’ previous purchases and
depart from their expectations. Different from the diversity mea-
sure, unexpectedness is typically defined as the distance between
the recommended item and the set of expected items in the feature
space [3]. However, as pointed out in [26, 27], it is difficult to prop-
erly construct the distance function in the feature space, thus the
authors propose to calculate the distance of item embeddings in
the latent space instead.

Researchers have thus proposed multiple recommendation mod-
els to improve novelty measures, including Serendipitous Person-
alized Ranking (SPR) [28] that extends traditional personalized
ranking methods by discounting item popularity in AUC optimiza-
tion; Auralist [46] that balances the accuracy and novelty measures
simultaneously using topic modeling; Determinantal Point Process
(DPP) [7, 16] that utilizes the greedy MAP inference to diversify
the recommendation results; HOM-LIN [3] that use a hybrid utility
function of estimated ratings and unexpectedness to provide rec-
ommendations; and Latent Modeling of Unexpectedness [26, 27].
All of these models have successfully improved the unexpectedness
measure of recommendations.

However, these prior literature aim to provide uniform unex-
pected recommendations to all users under all circumstances, with-
out taking into account user-level heterogeneity and session-based
information, thus might not reach the optimal recommendation
performance. In addition, those models have the scalability issue
and might not work well in the large-scale industrial settings. In
this paper, we propose a novel deep-learning based unexpected
recommender system to provide personalized and session-based
unexpected recommendations in an efficient manner.
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2.2 Deep-Learning based Recommendations
Another body of related work is around deep-learning based ap-
proaches to extract user preferences and provide recommendations.
Comparedwith classical recommender systems, deep-learning based
models are capable of conducting representation learning, sequence
modeling and nonlinear transformation to possess high level of flex-
ibility [45]. Some representative work include [14, 41, 42] that con-
struct heterogeneous information network embeddings to model
complex heterogeneous relations between users and items; [19,
37] that apply deep neural network (DNN) techniques to obtain
semantic-aware representations of users and items for efficient
learning and recommendation; and [21, 38] that utilize autoencoder
(AE) techniques to map the features of users and items into latent
embeddings and model their relationships accordingly.

In this paper, we adopt deep-learning based approaches to model
unexpectedness and subsequently provide unexpected recommen-
dations, thus obtaining all these advantages discussed above.

2.3 Personalized and Session-based
Recommendations

Note that different users might have different preferences towards
the same recommendation, and even the same user might have
different opinions towards the same recommendations on different
sessions. Therefore, personalized and session-based recommender
systems constitute important tools for providing satisfying recom-
mendations. Specifically, these models take user behavior sequences
into account to learn user behavior patterns and the shift of user
preferences from one transaction to another [44]. Recent work on
this field include DIN [49], DSIN [15], DIEN [48], DeepFM [18],
Wide & Deep [8] and PNN [36] that combine user features, item
features and user historic behaviors to provide useful recommen-
dations.

In this paper, we incorporate personalized and session-based
information into the model design to provide unexpected recom-
mendations and improve user satisfaction.

3 UNEXPECTEDNESS
3.1 Modeling of Unexpectedness
In [3], the authors define unexpectedness of a recommended item
as the distance between the new item and the closure of previous
consumptions in the feature space. As discussed in the related work
section, this approach might not achieve optimal performance, for
the distance function is typically difficult to define in the feature
space. Therefore in [26], unexpectedness is constructed in the la-
tent space instead of the feature space, which is calculated as the
euclidean distance to the entire latent closure of previous consump-
tions. This latent modeling approach of unexpectedness manages to
achieve strong recommendation performance and improve novelty
of recommendations without losing accuracy measures.

Note however, that many users have diverse interests, thus mak-
ing it unreasonable to use one single closure of consumed items to
model user interests. For example, in the movie recommendation
applications, a user might have several different types of movie
interests, including documentaries, fiction movies, comedies, an-
imation and so on. Therefore, it is suboptimal to use one single

closure to model wide interests and might be more appropriate
to model user interests in separate clusters instead. In addition,
as shown in Figure 1, if we take one single closure including all
items that the user has consumed as the expected set, it might lead
to the construction of an extremely large expected set and might
accidentally include some unexpected items into the expected set
as well. However, if we cluster the user’s historic consumptions
based on the diverse interests, it would be easier to identify the
behavior patterns within each cluster and model the expectation
sets accordingly. It also encourages those unexpected recommen-
dations that could bridge the diverse interests of the same user, as
illustrated in Figure 1.

Therefore, we propose to conduct clustering on embeddings of
previous consumptions and form user interest clusters accordingly.
We select the Mean Shift algorithm [9] to identify the clusters of
historic behaviors automatically in the latent space for the following
reasons. First, it is an unsupervised clustering algorithm, therefore
we do not have to explicitly specify the number of interest clusters
for each user, as we generally do not have that information as
well. Mean Shift algorithm is capable of optimally selecting the
best number of clusters without manual specification. Second, it is
powerful for the analysis of a complexmulti-modal feature space for
recommendation applications, and it can also delineate arbitrarily
shaped clusters in it [12].

Mean Shift clustering utilizes an iterative process to locate the
maxima of a density function given discrete data sampled from
that function. To handle the clustering procedure in our model, we
denote the kernel function as 𝐾 (𝑥𝑖 − 𝑥) given an initial estimate
𝑥𝑖 and observation 𝑥 . This kernel function determines the weight
of nearby points for re-estimation of the mean, which is typically
modeled as a Gaussian distribution

𝐾 (𝑥𝑖 − 𝑥) = 𝑒−𝑐 | |𝑥𝑖−𝑥 | |
2

(1)

The weighted mean of the density in the window determined by 𝐾
is calculated as

𝑚(𝑥) =
∑
𝑥𝑖 ∈𝑁 (𝑥) 𝐾 (𝑥𝑖 − 𝑥)𝑥𝑖∑
𝑥𝑖 ∈𝑁 (𝑥) 𝐾 (𝑥𝑖 − 𝑥)

(2)

where 𝑁 (𝑥) is the neighborhood of 𝑥 . The mean-shift algorithm
will reset 𝑥 as𝑚(𝑥), and repeat the estimation process until𝑚(𝑥)
converges.

For each user 𝑢, we extract the historic behavior sequence as
{𝑖1, 𝑖2, · · · , 𝑖𝑛} and their corresponding embeddings in the latent
space as {𝑤1,𝑤2, · · · ,𝑤𝑛} through sequence modeling. We subse-
quently apply Mean Shift algorithm to cluster these embeddings
into user interest clusters as {𝐶1,𝐶2, · · · ,𝐶𝑁 }. For each new item
recommendation 𝑖∗ for user 𝑢, unexpectedness is hereby modeled
as the weighted average distance between each cluster 𝐶𝑘 and
embedding of the new item𝑤∗:

𝑢𝑛𝑒𝑥𝑝𝑖∗,𝑢 =

𝑁∑︁
𝑘=1

𝑑 (𝑤∗,𝐶𝑘 ) ×
|𝐶𝑘 |∑𝑁
𝑘=1 |𝐶𝑘 |

(3)

3.2 Unexpected Activation Function
Though it is natural to directly include the unexpectedness obtained
from the previous section into the utility function, it is suboptimal
to do so, as our goal is to provide unexpected yet relevant and useful
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(a) Item Embeddings (b) One Single Latent Closure (c) Clustering of Latent Closure

Figure 1: Comparison of unexpectednessmodeling in the latent space. Blue points stand for the available items; Orange points
represent the consumed items; Green point refers to the new recommended item.We propose to define unexpectedness as the
distance between the new item and clusters of latent closure generated by all previous consumptions.

recommendations. If we explicitly combine unexpectedness into
the hybrid utility function, it will tend to recommend items with
very high unexpectedness, which are likely to be either irrelevant
or even absurd to the user. In [3], the authors propose to use a
unimodal function to adjust the unexpectedness input to the utility
function.

However, unimodality alone is not enough for any function to
serve as the unexpected activation function, as we also need to
balance between unexpectedness and relevance objectives. For ex-
ample, the unimodal Gaussian function does not obatin the optimal
recommendation performance, as shown in Section 6. We conse-
quently propose that the unexpected activation function 𝑓 (·) should
satisfy the following mathematical properties:

(1) Continuity For two items 𝑖1 and 𝑖2, if their unexpectedness
towards user𝑢 are close enough (|𝑢𝑛𝑒𝑥𝑝𝑢,𝑖1−𝑢𝑛𝑒𝑥𝑝𝑢,𝑖2 | < 𝜖),
then their unexpectedness output to respective utility should
also be close (|𝑓 (𝑢𝑛𝑒𝑥𝑝𝑢,𝑖1 ) − 𝑓 (𝑢𝑛𝑒𝑥𝑝𝑢,𝑖2 ) | < 𝛿), which
implies the continuity requirement of 𝑓 (·).

(2) Boundedness Note that the utility function 𝑢𝑡𝑖𝑙𝑖𝑡𝑦𝑢,𝑖 for
any user 𝑢, item 𝑖 should be bounded, therefore the corre-
sponding unexpectedness output and the unexpected ac-
tivation function should also be bounded (|𝑓 (·) | < ∞). In
addition, when unexpectedness goes to zero or infinity, it sug-
gests the new item is either too similar to previous consump-
tions or totally irrelevant, thus its contribution to utility func-
tion should be negligible (𝑙𝑖𝑚𝑥→0 𝑓 (𝑥) = 0, 𝑙𝑖𝑚𝑥→∞ 𝑓 (𝑥) =
0).

(3) Unimodality For the optimization convenience, it is ideal
to have a unimodal unexpectedness output to the utility func-
tion instead of multi-peaks which require additional effort
for the recommendation model to balance between unex-
pectedness and relevance, as discussed in [3]. Therefore, we
need to select a unimodal function as the activation function.

(4) Short-Tailed To provide unexpected yet relevant recom-
mendations, it is important to note that relevance decreases
very fast after unexpectedness increases above certain thresh-
old, which indicates the use of a short-tailed or sub-Gaussian
distribution [35]. Specifically, a sub-Gaussian distribution is
a probability distribution with strong tail decay, whose tails
are dominated by or decay at least as fast as the tails of a
Gaussian. Therefore, the activation function should follow

Figure 2: Unexpected Activation Function

the sub-Gaussian distribution, the kurtosis of which should
be less than 3 [5].

Many functions satisfy the properties above and thus become
potential candidates for the unexpected activation function. To
simplify the model and accelerate the optimization process, in this
paper we choose a popular solution 𝑓 (𝑥) = 𝑥 ∗𝑒−𝑥 from the Gamma
function [13] as the unexpected activation function, which satis-
fies all four required mathematical properties–it is a continuous,
bounded and unimodal function with kurtosis value 1.5. As we
show in Section 6.3, the unexpected activation function contributes
significantly to the superior recommendation performance.

4 PERSONALIZED UNEXPECTED
RECOMMENDER SYSTEM

4.1 Overview
To provide unexpected recommendations, we propose to use the
following hybrid utility function for user 𝑢 and item 𝑖

𝑈 𝑡𝑖𝑙𝑖𝑡𝑦𝑢,𝑖 = 𝑟𝑢,𝑖 + 𝑓 (𝑢𝑛𝑒𝑥𝑝𝑢,𝑖 ) ∗ 𝑢𝑛𝑒𝑥𝑝_𝑓 𝑎𝑐𝑡𝑜𝑟𝑢,𝑖 (4)

which consists of the following components:
𝒓𝒖,𝒊 that represents the click-through-rate estimation for user 𝑢

towards item 𝑖 based on their features and past behaviors.
𝒖𝒏𝒆𝒙𝒑𝒖,𝒊 that represents the unexpectedness of item 𝑖 towards

user 𝑢, as introduced in the previous section.
𝒖𝒏𝒆𝒙𝒑_𝒇𝒂𝒄𝒕𝒐𝒓𝒖,𝒊 that represents the personalized and session-

based perception of unexpectedness for user 𝑢 towards item 𝑖 .
𝒇 (·) that stands for the activation function for unexpectedness

in order to effectively and efficiently incorporate this piece into the
utility function, as introduced in the previous section.
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The proposed recommendation model is presented in Figure
3, which consists of two components: the base model, which esti-
mates the click-through-rate of certain user-item pairs, as we will
discuss in this section; and the unexpected model, which captures
unexpectedness of the new recommendation as well as user per-
ception towards unexpectedness, as we have discussed in the last
section. The unexpected recommendations are provided through
joint optimization of the utility function.

4.2 User and Item Embeddings
To effectively identify user interests and provide corresponding
item recommendations, it is crucial to capture the feature-level
information about the users and the items, which can be used for
recommendation purposes in many different ways.

In addition, the intrinsic nature of users and items play an im-
portant role in determining the success of the recommendations.
Some people, for example heavy users of the online video plat-
form, tend to trust more on the recommendations provided by the
platform. Thus for a certain recommendation for them, the utility
function tend to be higher. On the other hand, the quality of an
item is also crucial for the click-through-rate estimation, for the
better quality of recommended items would lead to an increase of
user satisfaction.

In this paper, we capture this user and item information in the
form of embeddings in the latent space and utilize the deep-learning
based autoencoder approach to obtain these user and item em-
beddings and also to capture their interactions in the latent space.
Specifically, we denote the explicit features for user 𝑢 and item 𝑖

as𝑊𝑢 = [𝑤𝑢1 ,𝑤𝑢2 , · · · ,𝑤𝑢𝑚 ] and𝑊𝑖 = [𝑤𝑖1 ,𝑤𝑖2 , · · · ,𝑤𝑖𝑛 ] respec-
tively, where𝑚 and 𝑛 stand for the dimensionality of user and item
feature vectors. The goal is to train two separate neural networks:
the encoder network that maps feature vectors into latent embed-
dings, and the decoder network that reconstructs feature vectors
from latent embeddings. Due to effectiveness and efficiency of the
training process, we represent both the encoder and the decoder as
multi-layer perceptron (MLP). The MLP network learns the hidden
representations by optimization reconstruction loss 𝐿:

𝐿 = | |𝑊𝑢 −𝑀𝐿𝑃𝑢
𝑑𝑒𝑐

(𝑀𝐿𝑃𝑢𝑒𝑛𝑐 (𝑊𝑢 )) | | (5)

𝐿 = | |𝑊𝑖 −𝑀𝐿𝑃𝑖𝑑𝑒𝑐 (𝑀𝐿𝑃
𝑖
𝑒𝑛𝑐 (𝑊𝑖 )) | | (6)

where 𝑀𝐿𝑃𝑒𝑛𝑐 and 𝑀𝐿𝑃𝑑𝑒𝑐 represents the MLP network for en-
coder and decoder respectively. The MLP network is separately
trained for obtaining user embedding and item embeddings, and is
updated through back-propagation from the utility function opti-
mization.

4.3 Click-Through-Rate Estimation (𝑟𝑢,𝑖 ) using
Self-Attentive GRU

For a specific recommended item 𝑖 , our goal is to predict whether
user 𝑢 would click on this recommendation or not, which largely
depends on the matching between the content of item 𝑖 and the in-
terest of user 𝑢. This indicates the importance of precisely inferring
user preferences from historic behaviors.

We denote the previous consumption of user 𝑢 as the sequence
𝑃𝑢 = [𝑖𝑢1 , 𝑖𝑢2 , · · · , 𝑖𝑢𝐾 ] The click-through-rate prediction model
obtains a fixed-length representation vector of user interests by

pooling all the embedding vectors over the user behavior sequence
𝑃𝑢 . We follow the idea of sequence modeling and utilize the bidirec-
tional GRU [10] neural networks to obtain the sequence embeddings.
It is important to use the recurrent neural network to model user
interests, for it is capable of capturing the time information and the
order of user purchase, as more recent behavior would naturally
have a higher impact on the current recommendation than previous
actions. In addition, compared with other recurrent models like
RNN or LSTM, GRU is computationally more efficient and better
extracts semantic relationships [11].

During the training process, we first map the behavior sequence
to the corresponding item embeddings obtained in the previous
stage. To illustrate the GRU learning procedure, we denote𝑊𝑧 ,𝑊𝑟 ,𝑈𝑧
and 𝑈𝑟 as the weight matrices of current information and the past
information for the update gate and the reset gate respectively. 𝑥𝑡
is the behavior embedding input at timestep 𝑡 , ℎ𝑡 stands for the
output user interest vector, 𝑧𝑡 denotes the update gate status and
𝑟𝑡 represents the status of reset gate. The hidden state at timestep 𝑡
could be obtained following these equations:

𝑧𝑡 = 𝜎𝑔 (𝑊𝑧𝑥𝑡 +𝑈𝑧ℎ𝑡−1 + 𝑏𝑧) (7)

𝑟𝑡 = 𝜎𝑔 (𝑊𝑟𝑥𝑡 +𝑈𝑟ℎ𝑡−1 + 𝑏𝑟 ) (8)
ℎ𝑡 = (1 − 𝑧𝑡 ) ◦ ℎ𝑡−1 + 𝑧𝑡 ◦ 𝜎ℎ (𝑊ℎ𝑥𝑡 +𝑈ℎ (𝑟𝑡 ◦ ℎ𝑡−1) + 𝑏ℎ) (9)
Note that, each historic consumption might have different influ-

ence on the current recommendation. For example, if a user have
watched the documentary “Deep Blue” from BBC and is very sat-
isfied with the viewing experience, the user will be more likely
to accept the current recommendation of documentary “Earth”,
also from BBC. Meanwhile, the historic record of watching James
Bond might have relatively smaller influence towards the accep-
tance of that documentary recommendation. Therefore, to capture
the item-level heterogeneity in the behavior sequence, we propose
to incorporate self-attentive mechanism [40] during the sequence
modeling process. Typically, each output element 𝑠𝑡 is computed
as weighted sum of a linearly transformed input elements

𝑠𝑡 =

𝑛∑︁
𝑖=1

𝛼𝑡𝑖 (𝑥𝑖𝑊 𝑡 ) (10)

Each weight coefficient 𝛼𝑡𝑖 is computed using a softmax function

𝛼𝑡𝑖 =
exp 𝑒𝑡𝑖∑𝑛
𝑖=1 exp 𝑒𝑡𝑖

(11)

where 𝑒𝑡𝑖 is computed using a compatibility function that compares
two input elements 𝑥𝑡 and 𝑥𝑖 correspondingly.

By iteratively calculating hidden step throughout every time step,
we obtain final hidden state at the end of the behavior sequence,
which constitutes the user interest embeddings 𝑅𝑢 that captures the
latent semantic information of the user’s historic actions. To provide
the click-through-rate estimation, we concatenate the obtained
user interest embeddings 𝑅𝑢 with user embeddings 𝐸𝑢 and item
embeddings 𝐸𝑖 extracted in the previous section and feed into a
MLP network to get the prediction: 𝑟𝑢,𝑖 = 𝑀𝐿𝑃 (𝑅𝑢 ;𝐸𝑢 ;𝐸𝑖 )

4.4 Unexpected Factor (𝑢𝑛𝑒𝑥𝑝_𝑓 𝑎𝑐𝑡𝑜𝑟𝑢,𝑖 ) using
Self-Attentive MLP

As we have discussed in the previous section, different people might
have difference preferences towards unexpected recommendations,
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(a) Base (b) Unexpected

Figure 3: Overview of the proposed PURS model. The base model estimates the click-through-rate of certain user-item pairs,
while the unexpected model captures unexpectedness of the new recommendation as well as user perception towards unex-
pectedness.

and their perception of unexpectedness is also influenced by the
session-based information. Therefore, we need to take the user’s
historic actions in account when computing 𝑢𝑛𝑒𝑥𝑝_𝑓 𝑎𝑐𝑡𝑜𝑟𝑢,𝑖 and
provide personalized session-based recommendations.

We denote the previous consumption of user 𝑢 as the sequence
𝑃𝑢 = [𝑖𝑢1 , 𝑖𝑢2 , · · · , 𝑖𝑢𝐾 ] Following the idea of session-based recom-
mendation [29], instead of using the entire sequence to measure
the factor of unexpectedness, we propose to only use a window
of purchased items to identify the factor. The specific length of
the window 𝐾 is a hyperparameter that we can adjust to get the
optimal performance.

The most recent user actions in the window will then be ex-
tracted and serve as the input to the MLP network. To capture the
heterogeneity of the extracted historic behavior towards current
unexpected recommendations, we utilize the structure of local ac-
tivation unit [49] to determine whether the embedding of each
item will be fed into the network. Instead of expressing the user’s
diverse interests with the same network structure, local activation
unit is capable of adaptively calculating the relevance of historical
behaviors towards current candidate recommendations.

Specifically, local activation unit performs a weighted sum pool-
ing to adaptively calculate the activation stage of each behavior
embedding and generate one single representation. We denote the
sequence of item embeddings for user 𝑢 in the session-window as
𝑃𝑢 = [𝐸𝑖1 , 𝐸𝑖2 , · · · , 𝐸𝑖𝐾 ] For user𝑢 and item 𝑖 , the unexpected factor
𝑢𝑛𝑒𝑥𝑝_𝑓 𝑎𝑐𝑡𝑜𝑟𝑢,𝑖 for this user-item pair will be calculated as

𝑢𝑛𝑒𝑥𝑝_𝑓 𝑎𝑐𝑡𝑜𝑟𝑢,𝑖 = 𝑀𝐿𝑃 (𝐸𝑢 ;
𝐾∑︁
𝑗=1

𝑎(𝐸𝑢 , 𝐸𝑖 𝑗 , 𝐸𝑖 )𝐸𝑖 𝑗 ;𝐸𝑖 ) (12)

where 𝑎(·) is a feed-forward network with output as the activation
weight for each past purchase.

5 EXPERIMENTS
In this section, we introduce extensive experiments that validate
the superior recommendation performance of the proposed model

in terms of both accuracy and novelty measures. The hyperparam-
eters are optimized through Bayesian optimization [43]. For all
experiments, we select 𝐾 = 10 and use SGD as the optimizer with
learning rate 1 and exponential decay 0.1. The dimensionality of
embedding vector is 32. Layers of MLP is set by 32 × 64 × 1. The
batch size is set as 32. The codes are publicly available1.

5.1 Data
We implement our model on three real-world datasets: the Yelp
Challenge Dataset 2, which contains check-in information of users
and restaurants; the MovieLens Dataset 3, which contains informa-
tions of user, movies and ratings; and the Youku dataset collected
from the major online video platform Youku, which contains rich
information of users, videos, clicks and their corresponding fea-
tures. We list the descriptive statistics of these datasets in Table
1. For the click-through-rate prediction purposes, we binarize the
ratings in Yelp and MovieLens datasets using the threshold 3.5 and
transfer them into labels of click and non-click.

Dataset Yelp MovieLens Youku
# of Ratings 2,254,589 19,961,113 1,806,157
# of Users 76,564 138,493 46,143
# of Items 75,231 15,079 53,657
Sparsity 0.039% 0.956% 0.073%

Table 1: Descriptive Statistics of Three Datasets

5.2 Baselines and Evaluation Metrics
To illustrate that the proposed model indeed provide unexpected
and useful recommendations at the same time, we select two groups
of state-of-the-art baselines for comparison: click-through-rate pre-
diction models and unexpected recommendation models. The first
category includes:
1Codes are available at https://github.com/lpworld/PURS
2https://www.yelp.com/dataset/challenge
3https://grouplens.org/datasets/movielens/

https://github.com/lpworld/PURS
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• DIN [49] Deep Interest Network designs a local activation
unit to adaptively learn the representation of user interests
from historical behaviors with respect to a certain item.

• DeepFM [18] DeepFM combines the power of factorization
machines for recommendation and deep learning for feature
learning in a new neural network architecture.

• Wide & Deep [8] Wide & Deep utilizes the wide model to
handle the manually designed cross product features, and the
deep model to extract nonlinear relations among features.

• PNN [36] Product-based Nerual Network model introduces
an additional product layer to serve as the feature extractor.

The second baseline category includes:

• SPR [28] Serendipitous Personalized Ranking extends tra-
ditional personalized ranking methods by considering item
popularity in AUC optimization.

• Auralist [46] Auralist is a personalized recommendation
system that balances between the desired goals of accuracy,
diversity, novelty and serendipity simultaneously.

• DPP [7] The Determinantal Point Process utilizes a fast
greedy MAP inference approach to generate relevant and
diverse recommendations.

• HOM-LIN [3] HOM-LIN is the state-of-the-art unexpected
recommendation algorithm, which provides recommenda-
tions through the hybrid utility function.

In addition, we select the following popular accuracy and nov-
elty metrics for the evaluation process: AUC, which measures the
goodness of recommendation order by ranking all the items with
predicted CTR and comparing with the click information;HR@10,
which measures the number of clicks in top 10 recommendations;
Unexpectedness, which measures the recommendations to users
of those items that are not included in their consideration sets and
depart from what they would expect from the recommender system
and is calculated as Equation (3); and Coverage, which measures
as the percentage of distinct items in the recommendation over all
distinct items in the dataset.

6 RESULTS
6.1 Recommendation Performance
We implement the proposed PURS model and baseline methods
in three real-world datasets. We conduct the time-stratified cross-
validation with different initializations and report the average re-
sults over these experiments. As shown in Table 2 and Figure 4,
our proposed model consistently and significantly outperforms all
other baselines in terms of both accuracy and unexpectedness mea-
sures across three datasets. Compare to the second-best baseline
approach, we witness an increase of 2.75% in AUC, 6.97% in HR@10,
24.64% in Unexpectedness and 43.71% in Coverage measures. Es-
pecially in Youku Dataset where rich user behavior sequences in
real business setting are available, PURS achieves the most signif-
icant improvement over other models. We also observe that all
deep-learning based approaches performs significantly better than
feature-based methods, which demonstrates the effectiveness of
latent models. We conclude that our proposed approach achieves

state-of-the-art unexpected recommendation performance and in-
deed provide satisfying and novel recommendations simultaneously
to the target user.

6.2 Ablation Study
As discussed in the previous section, PURS achieves significant
improvements over other baselines. These improvements indeed
come from incorporating the following four components into the
design of recommendation model: Unexpectedness, which aims
at providing novel and satisfying recommendations; Unexpected
Activation Function, which adjusts the input of unexpectedness
into the utility function; Personalized and Session-Based Fac-
tor, which captures the user and session-level heterogeneity of
perception towards unexpectedness; and Clustering of Behavior
Sequence, which extracts the diverse user interests and constructs
user expectations.

In this section, we conduct the ablation study to justify the
importance of each factor. Specifically, we compare the proposed
model with the following variations:

• PURS-Variation 1 (GaussianActivation)Thismodel users
Gaussian distribution to serve as the unexpected activation
function in the original design, and provides recommenda-
tions based on the following utility function 𝑈𝑡𝑖𝑙𝑖𝑡𝑦𝑢,𝑖 =

𝑏𝑢 + 𝑏𝑖 + 𝑟𝑢,𝑖 + 𝑒𝑥𝑝 (−𝑢𝑛𝑒𝑥𝑝2𝑢,𝑖 ) ∗ 𝑢𝑛𝑒𝑥𝑝_𝑓 𝑎𝑐𝑡𝑜𝑟𝑢,𝑖
• PURS-Variation 2 (No Activation) This model removes
the unexpected activation function in the original design,
and provides recommendations based on the following utility
function𝑈𝑡𝑖𝑙𝑖𝑡𝑦𝑢,𝑖 = 𝑏𝑢+𝑏𝑖+𝑟𝑢,𝑖+𝑢𝑛𝑒𝑥𝑝𝑢,𝑖∗𝑢𝑛𝑒𝑥𝑝_𝑓 𝑎𝑐𝑡𝑜𝑟𝑢,𝑖

• PURS-Variation 3 (NoUnexpectedness Factor)Thismodel
removes the unexpected activation function in the original
design, and provides recommendations based on the follow-
ing utility function𝑈𝑡𝑖𝑙𝑖𝑡𝑦𝑢,𝑖 = 𝑏𝑢 + 𝑏𝑖 + 𝑟𝑢,𝑖 + 𝑓 (𝑢𝑛𝑒𝑥𝑝𝑢,𝑖 )

• PURS-Variation 4 (No Unexpectedness) This model re-
moves the unexpected activation function in the original
design, and provides recommendations based on the follow-
ing utility function𝑈𝑡𝑖𝑙𝑖𝑡𝑦𝑢,𝑖 = 𝑏𝑢 + 𝑏𝑖 + 𝑟𝑢,𝑖

• PURS-Variation 5 (SingleClosure ofUser Interest)This
model provides the unexpected recommendations using the
same utility function, but instead remove the clustering pro-
cedure andmodel unexpectedness following [26] as𝑢𝑛𝑒𝑥𝑝𝑖∗,𝑢 =

𝑑 (𝑤∗,𝐶𝑢 ) where𝐶𝑢 is the entire latent closure generated by
all past transactions of user 𝑢.

As shown in Table 3, if we remove any of these four components
out of the recommendation model, we will witness significant loss
in both accuracy and unexpectedness measures, especially in cov-
erage metric. Therefore, the ablation study demonstrates that the
superiority of our proposed model really comes from the combi-
nation of four novel components that all play significant role in
contributing to satisfying and unexpected recommendations.

6.3 Improving Accuracy and Novelty
Simultaneously

In Table 2, we observe that unexpectedness-oriented baselines gen-
erally achieve better performance in unexpected measures, but
at the cost of losing accuracy measures, when comparing to the
CTR-oriented baselines. This observation is in line with the prior
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Algorithm Youku Yelp MovieLens
AUC HR@10 Unexp Coverage AUC HR@10 Unexp Coverage AUC HR@10 Unexp Coverage

PURS 0.7154* 0.7494* 0.0913* 0.6040* 0.6723* 0.6761* 0.2401* 0.7585 0.8090* 0.6778* 0.2719* 0.3732*
DIN 0.6957 0.6972 0.0688 0.1298 0.6694 0.6702 0.0391 0.6934 0.7021 0.6485 0.0887 0.2435

DeepFM 0.5519 0.5164 0.0333 0.2919 0.6396 0.6682 0.0412 0.6044 0.7056 0.6169 0.1275 0.3098
Wide&Deep 0.6807 0.6293 0.0472 0.3400 0.6698 0.6693 0.0392 0.7580 0.7940 0.6333 0.0944 0.3432

PNN 0.5801 0.5667 0.0593 0.1860 0.6664 0.6692 0.0391 0.7548 0.7140 0.6382 0.1318 0.3665
HOM-LIN 0.5812 0.5493 0.0602 0.4284 0.6287 0.6490 0.1433 0.5572 0.7177 0.5894 0.1116 0.1525
Auralist 0.5319 0.5250 0.0598 0.3990 0.6428 0.6104 0.1434 0.5442 0.6988 0.5710 0.1010 0.1333
SPR 0.5816 0.5156 0.0739 0.4668 0.6364 0.6492 0.1438 0.5849 0.7059 0.6122 0.1396 0.1728
DPP 0.6827 0.5777 0.0710 0.4702 0.5940 0.6414 0.1330 0.5072 0.7062 0.5984 0.1602 0.1908

Table 2: Comparison of recommendation performance in three datasets. The first block contains baselines for click-through-
rate optimization, while the second block contains baselines for unexpectedness optimization. ‘*’ represents statistical signif-
icance at the 0.95 level.

(a) Youku Dataset (b) Yelp Dataset (c) MovieLen Dataset

Figure 4: Comparison of recommendation performance in terms of accuracy and unexpectedness measures in three datasets.

Algorithm Youku Yelp MovieLens
AUC HR@10 Unexp Coverage AUC HR@10 Unexp Coverage AUC HR@10 Unexp Coverage

PURS 0.7154* 0.7494* 0.0913* 0.6040* 0.6723* 0.6761* 0.2401* 0.7585* 0.8090* 0.6778* 0.2719* 0.3732*
PURS-Variation 1 0.6826 0.7292 0.0828 0.5548 0.6682 0.6602 0.1298 0.7292 0.7757 0.6419 0.1812 0.3350
PURS-Variation 2 0.7067 0.7148 0.0707 0.3026 0.6692 0.6630 0.0412 0.7580 0.8041 0.6585 0.2471 0.3580
PURS-Variation 3 0.7036 0.6720 0.0762 0.1522 0.6508 0.6692 0.0391 0.7583 0.7666 0.6460 0.0888 0.2792
PURS-Variation 4 0.7063 0.5628 0.0688 0.1298 0.6702 0.6702 0.0391 0.6934 0.7586 0.6331 0.0887 0.2435
PURS-Variation 5 0.7038 0.7080 0.0477 0.2042 0.6701 0.6700 0.0395 0.7580 0.7715 0.6596 0.1727 0.3561

Table 3: Ablation Study of recommendation performance in three datasets. ‘*’ represents statistical significance at the 0.95
level.

literature [4, 50] discussing the trade-off between these two ob-
jectives. However, our proposed PURS model manages to surpass
baselines models in both accuracy and novelty measures at the
same time. In addition, PURS is capable of improving AUC and
unexpectedness metrics simultaneously throughout the training
process, as shown in Figure 5.

6.4 Scalability
To test for scalability, we provide recommendations using PURS
with aforementioned parameter values for the Yelp, MovieLens and
Youku datasets with increasing data sizes from 100 to 1,000,000
records. As shown in Figure 6, we empirically observe that the
proposed PURS model scales linearly with increase in number of
data records to finish the training process and provide unexpected
recommendations accordingly. The training procedure comprises
of obtaining user and item embeddings and jointly optimizing the
utility function. The optimization phase is made efficient using

batch normalization [23] and distributed training. As our experi-
ments confirm, PURS is capable of learning network parameters
efficiently and indeed scales well.

7 ONLINE A/B TEST
We conduct the online A/B test at Alibaba-Youku, a major video
recommendation platform from 2019-11 to 2019-12. During the
testing period, we compare the proposed PURS model with the
latest production model in the company. We measure the perfor-
mance using standard business metrics: VV (Video View, average
video viewed by each user), TS (Time Spent, average time that
each user spends on the platform), ID (Impression Depth, average
impression through one session) and CTR (Click-Through-Rate,
the percentage of user clicking on the recommended video). We
also measure the novelty of the recommended videos using the
unexpectedness and coverage measures described in Section 5.2.
We present the results in Table 4 that demonstrates significant and
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VV TS ID CTR Unexpectedness Coverage
Improvement +3.74%* +4.63%* +4.13%* +0.80%* +9.74%* +1.23%*

Table 4: Unexpected recommendation performance in online A/B test: performance increase compared to the current model.
‘*’ represents statistical significance at the 0.95 level.

Figure 5: Improving accuracy and unexpectedness measures
simultaneously in each training epoch of PURS in the
MovieLens dataset

Figure 6: Scalability of PURS on the Yelp, MovieLens and
Youku datasets with increasing data sizes from 100 to
1,000,000 records.

consistent improvements over the current model in all the four busi-
ness metrics, and these improvements indeed come from providing
more unexpected recommendations, as demonstrated in Section
6. The proposed model is in the process of being deployed by the
company.

8 CONCLUSIONS
In this paper, we present the PURS model that incorporates un-
expectedness into the recommendation process. Specifically, we
propose to model user interests as clusters of embedding closures
in the latent space and calculate unexpectedness as the weighted
distance between the new items and the interest clusters. We utilize
the sequence modeling and the self-attention mechanism to capture
personalized and session-based user perception of unexpectedness.
We also propose a novel unexpected activation function to achieve
better unexpected recommendation performance. We subsequently
combine the CTR estimation with the degree of unexpectedness
to provide final recommendations. Extensive offline and online
experiments illustrate superiority of the proposed model.

As the future work, we plan to study the impact of unexpected
recommendations on user behaviors. Also, we plan to model the
user interests in a more explicit manner to provide better unex-
pected recommendations.
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