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ABSTRACT
XR (Virtual, Augmented and Mixed Reality) technologies are grow-
ing in prominence. However, they are increasingly being used in
sectors and in situations that can result in harms. As such, this
paper argues the need for auditability to become a key considera-
tion of XR systems. Auditability entails capturing information of a
system’s operation to enable oversight, inspection or investigation.
Things can and will go wrong, and information that helps unpack
situations of failure or harm, and that enables accountability and
recourse, will be crucial to XR’s adoption and acceptance. In draw-
ing attention to the urgent need for auditability, we illustrate some
risks associated with XR technology and their audit implications,
and present some initial findings from a survey with developers
indicating the current ‘haphazard’ approach towards such concerns.
We also highlight some challenges and considerations of XR audit
in practice, as well as areas of future work for taking this important
area of research forward.

CCS CONCEPTS
•Human-centered computing→Virtual reality;Mixed / aug-
mented reality; • General and reference → Verification.
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1 INTRODUCTION
Virtual, Augmented and Mixed Reality (collectively: XR) technolo-
gies are rapidly growing in prominence. Their use is envisaged
in a range of sectors, including in entertainment [17, 30, 31, 40],
education [6, 13], health and fitness [1, 2, 20], construction [41, 45],
retail [8, 28], and manufacturing [23, 26], to name but a few.

Yet there is a real risk of harm occurring while using XR
technologies. Serious injuries [32], road accidents [4, 12] and
deaths [11] have already been attributed to XR. Incidents of harm
will likely become more common as adoption grows, especially
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given that XR applications are increasingly being deployed in ‘high-
stakes’ sectors and situations, such as to assist with surgical pro-
cedures [1, 18], in construction [41, 45], energy [15, 21], manu-
facturing [23, 26], and in military contexts [14, 33]. Indeed, even
seemingly benign XR applications can present risks; e.g. Pokémon
GO (a mobile AR game encouraging players to explore physical
spaces) has been linked with arrests, injuries, and deaths [29].

With any technology comes a risk of harm. However, XR war-
rants particular attention. The combined physical and virtual na-
ture of XR systems—which are spatial, context-aware, and which
incorporate various interaction modalities and data sources—means
the technologies present new challenges requiring further atten-
tion. While there has been some consideration of approaches that
mitigate a specific risk (e.g. regarding a particular security or pri-
vacy aspect [9], or particular safety concerns, like graphical perfor-
mance [36]), less attention has been given to how XR systems can
be audited, and reviewed. This is important because the contextual
nature of XR makes it generally difficult to foresee the wide range
of ways and environments in which an XR application may be used,
and therefore, to identify and mitigate the associated risks.

It follows that there is an urgent need for mechanisms such
that in the event of an incident, relevant information about the
system and its operation is available for scrutiny. Towards this, we
argue that XR systems must become more auditable. Auditability
concerns collecting information about the nature and operation
of systems, where such information supports the monitoring and
oversight of a system’s behaviour, while allowing incidents to be
better investigated in order to help determine the cause. In this way,
a system’s audit data might indicate instances where a technical fail-
ure, improper usage, or human error (or some combination thereof)
leads to something going wrong. This better allows steps to be taken
to diagnose, repair and otherwise mitigate the risk of re-occurrence,
and enables improved testing regimes. Audit information can also
assist broader oversight (review) regimes [24], supporting account-
ability by providing evidence relating to responsibility and recourse
where harm occurs.

So far, the auditability of XR systems has had little attention. But
given their growing prominence, and the nature of the envisaged
applications, means supporting the review of XR systems will be
crucial to the technology’s acceptance and adoption.

This paper draws attention to the need for mechanisms sup-
porting the audit of XR systems. In making the case for auditable
XR, we i) draw on related work to indicate some risks posed by XR
technologies, ii) explore how audit can helpmitigate risks while sup-
porting more compliant, transparent and accountable XR systems,
iii) present evidence indicating the lack of common approaches
to audit, and iv) highlight various research challenges for further
investigation, including performance and privacy considerations.
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2 RISKS IN XR
Intuitively, XR technologies have the potential to cause harm,whether
to people (users or others) or property. This is explicitly recognised,
for example, by XR equipment vendors who provide warnings about
such risks [16, 22, 25], and the numerous reports of incidents where
XR systems have led to harm [4, 11, 32, 44].

Tomotivate the need for XR auditability, we now leverage related
work to present some risks in various contexts that can lead to
harm. Rather than attempt to elaborate a complete list, we selected
examples to highlight issues that are generally relevant, but are
particularly pertinent for a flavour of XR technology. These serve
to be indicative of the issues arising from XR use.

2.1 Obfuscation and misdirection
AR and MR systems often entail overlaying virtual content within
a physical environment. There is therefore potential for critical
information in the physical environment to be hidden from view of
the operator, or otherwise inappropriately displayed [3, 19, 34]. This
might include an overlay covering a moving vehicle, machinery at
a construction site, a pedestrian on a crossing, or an open manhole
(Fig. 1) – all of which could result in harm, be it to the operator,
bystanders or property.

Figure 1: Digital overlays in AR or MR can obfuscate critical infor-
mation, such as manholes or the view ahead.

Misdirection is also a potential issue [35]. For example, an am-
biguous or misleading overlay highlighting a wrong valve in a me-
chanical context could result in the operator damaging an engine,
or in a medical context, encourage a surgeon to take inappropriate
actions. Information regarding what is presented to an operator,
and how they respond is crucial for tackling such concerns.

2.2 Online harms
Concern is mounting regarding the role of digital content in fuelling
issues of mis/disinformation, harassment, abuse, inappropriate con-
tent, and so forth (sometimes termed ‘online harms’ [39]). Though
much of the current focus is on social media, there is real potential
for online harms in an XR context. Environments in which people
can interact, directly or indirectly, are highly amenable to such
issues, and XR applications—particularly VR—often create social or
collaborative spaces (e.g. multiplayer games, VRChat, Rec Room,
Facebook Spaces, etc.).

The immersive nature of XR means that online harms warrant
particular consideration. We know that XR can substantially affect
an individual; HTC Vive’s safety guide states: “certain types of
content (e.g. violent, scary, emotional, or adrenaline-based) could
trigger increased heart rate, spikes in blood pressure, panic attacks,
anxiety, PTSD, fainting, and other adverse effects” [16]. It follows
that XR can exacerbate online harms – there is already evidence
that bullying and harassment in XR contexts can affect users more
severely than ‘traditional’ online interactions [5]. Moreover, as

compared with, e.g. social media or the web, XR lends itself to more
involved and direct engagement with content andwith others, while
interactions have more propensity to be ephemeral. Not only might
this make the impact of such interactions more profound, but it
also renders scrutiny, oversight and debate more challenging.

It follows that having information about the nature of what
happens in an XR space, the interactions between actors, and the
types/nature of content shared, etc., will be important for managing
and governing such environments.

2.3 Systems complexity risks
XR systems comprise multiple hardware and software components
that interact by exchanging data. Common across all types of XR are
sensors monitoring the movement and surrounds of the operator,
and mechanisms for providing users with feedback (visual, audible,
tactile), while MR systems impact the wider physical environment
through actuation (e.g. affecting lighting, machinery, etc.). And
XR applications are generally supported through various external
components, such as cloud and web services, database queries, etc.

The tighter and more integrated the coupling of the physical
and digital aspects, the greater the risk of significant, real world
consequences [38]. The complexity of such systems means that
there are many potential points of failure; e.g., data being obtained
from the wrong source (e.g. from one sensor and not another),
or in an unexpected format (°C/°F), or certain components being
improperly configured, calibrated or malfunctioning, or produc-
ing incorrect/skewed data, and so forth. Indeed, an issue may not
necessary result from a specific component, but rather some com-
bination of factors or some emergent properties of the particular
usage context – ultimately leading to some unexpected system state
or behaviour [37]. This means it can be difficult to investigate, let
alone pre-empt (and thus design/test for), all possible situations
that may cause harm. Mechanisms that can help trace the nature
of the interactions between various systems components will be
important for uncovering, investigating and repairing such issues.

The above are a few representative examples where XR could
lead to harm. Naturally, there will be others, with new issues arising
as applications and uses emerge. By presenting some broad classes
of XR risks, we emphasise a common need for information of the
nature and operation of XR systems to help in dealing with such.

3 THE ROLE OF AUDITABILITY
In many cases, the concerns resulting from XR will be brought
about by context. That is, issues arise not just from the XR system
itself, but also from the particular ways, situations or environments
in which it is used, whether due to technical issues, incorrect usage,
human error or some combination thereof.

When incidents do occur, it will be important to knowwhat went
wrong, how it happened, and which components, people and or-
ganisations were involved. Moreover, information describing how
a system is behaving is relevant for ensuring that it does so appro-
priately. Auditability aims at both of these concerns. Auditability
refers to the ability to monitor, oversee, investigate, evaluate or oth-
erwise interrogate a system. It entails capturing information about
the system, its behaviour, and its wider operational contexts [24].
In practice, this involves capturing data on user interactions (I/
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O); detail of the spatial environment; the data flows between sys-
tems components (including controllers, sensors and actuators);
logs about the systems operation, run-time and state; identity and
access control specifics; how data is processed and stored; inter-
actions with remote services; and so forth. Auditability provides
both pre-emptive (ex-ante) and retrospective (ex-post) benefits [37].
First, auditability assists monitoring; i.e. system oversight by indi-
cating appropriate system operation. Second, auditability supports
investigation, producing data enabling a degree of “reconstruction”
of the environment and the events leading to a particular incident.
This will be particularly important where systems do not perform
as expected or harm is caused.

Auditability can also support broader review, bringing benefits
to a range of stakeholders [24]. Audit data can assist developers
in debugging and correcting errors so as to prevent recurrence,
and help investigators and regulators establish the responsibilities
and liabilities for a particular incident. Technical records can also
provide evidence that an organisation has suitable risk mitigations
in place, thereby meeting their (legal) obligations. This all supports
accountability and recourse (e.g. fines, compensation) where ap-
propriate. Auditability can also empower users, so they are better
informed about the technology before, during or after use.

Note, however, that auditability brings its own challenges; e.g.
capturing data to support audit has performance considerations,
and as a form of surveillance, audit naturally raises issues of privacy.
We elaborate some key areas requiring attention in §6.

In all, audibility seeks to elicit relevant information about the
way a system functions or is operated, to enable ongoing oversight
and monitoring, and the better handling of incidents when they
occur. Therefore, the degree to which XR systems are auditable will
likely impact the technology’s acceptance and adoption.

4 CAPTURING XR INFORMATION
Auditability entails the capture of information about a system to
both monitor what is happening, and to enable an effective ‘recon-
struction’ of events, i.e. to show what happened. The specifics of
what requires capturing will naturally depend on context; however,
there are general categories of data that are particularly pertinent
for XR, and relate to the risks outlined in §2.

Operator interaction: A key tenet of XR is in providing the opera-
tor with immersive experiences, delivered through various interac-
tion modalities. These may include visuals, sound, touch (including
haptics), physical movement, speech, controller input, and so forth.
From an auditability perspective, capturing and recording informa-
tion regarding what an operator saw, what they heard or felt, how
they moved, reacted and responded, and the other actions taken—
as derived from the appropriate components (screen, microphone,
speaker, controller, etc.)—will often be crucial for monitoring and
reviewing XR apps, and investigating incidents that occur. To elabo-
rate, information regarding this ‘operator I/O’ can reveal issues and
provide evidence of problems, such as showing that an overlay was
misplaced (see §2.1), a virtual boundary issue [43], or that a gesture
failed to be recognised. This can help identify situations of system
failure or where users were misled, as well as generally providing
insight into what a user directly experienced, what they did, and
how they responded. It may also indicate situations where human

error was involved, or where user behaviour was inappropriate (see
§2.2).

The virtual environment: Often it will be important to capture i)
the digital artefacts in a virtual environment, and ii) the interac-
tions occurring within the environment, be they directly between
users, or regarding users and artefacts. Information of such helps
describe the behaviours and interactions undertaken in a virtual
space, and how these interactions came to be. Artefacts might in-
clude, sounds, text/visual overlays, in-app content (items, currency),
digital representations of physical objects, etc. Therefore, records
on the nature of the artefact (including its generation, position,
‘state’, who interacted with it, etc.) will often be relevant.

In multi-user environments, the the actions of one operator can
directly or indirectly affect another. Information about such, par-
ticularly given the often ephemeral nature of such interactions,
will be important for retrospective investigations. Note that these
concerns are broader than just the ‘I/O’ associated with a specific
operator (see above); multiple user perspectives are useful, but it’s
also important to have records that enable a more holistic inter-
rogation of the broader operating environment (i.e. to provide an
external perspective, relevant environmental context, etc.).

A motivating example is where bullying and abuse might occur
in an XR context, or certain problematic or inappropriate content
might be produced or shared (§2.2). Other examples include where
the nature of the virtual artefacts or the environment itself might
mislead, confuse, obscure information (§2.1, Fig. 1), and so forth.
Records of the occurrences within virtual/augmented environments
will be crucial for dealing with such.

System interactions: XR systems are data-driven; functionality is
enabled by data flowing between components within the system.
Capturing information regarding the state of these components,
and the nature of the interactions (data exchanges) between them,
is useful for revealing why particular functionality occurred.

Here, relevant audit data may include information from vari-
ous sensors – both internal (e.g. on-device proximity or location
sensors, controllers) and external (e.g. those in embedded in the
environment, such as in a factory or engine). Similarly, information
on data flows leading to user feedback or general actuations are
particularly relevant where they result in real-world effects. This
includes all forms of user feedback (e.g. interfaces, haptics, visual,
audio, etc.) and data flowing to external components that might, e.g.
affect the operation of machinery. Moreover, important information
for audit can be obtained by recording the interactions (data flow)
across the various components that drive the system [37], e.g. the
I/O from an object recognition service, web services, databases, etc.

In other words, capturing information about how components
interact can enable a better capacity to interrogate what encouraged
particular system behaviour, the direct effects and consequences of
that behaviour, and give insights as to its drivers. This helps deal
with the complexity risks discussed in §2.3.

The above are but a few example categories of data relevant for
auditing XR, highlighting the need to capture a range of data to
account for the nature of an XR app, and its operational context.
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5 SURVEY: AUDITABILITY IN PRACTICE
We surveyed 25 XR developers regarding their data capture and
audit practices to indicate the current awareness of auditability
concerns, and the degree and means by which systems information
is already being captured. The participants worked on XR technolo-
gies across a variety of sectors (manufacturing, gaming, medical,
etc.), and were recruited from popular online developer forums
(Unity3d, Unreal Engine, Microsoft and Android developer forums).
The questions were multiple choice, optional, and had additional
free text fields (due to space restrictions, see [7] for more details).

We now present three key findings. First, there was (1) limited
data being recorded during application operation. Just under half
(48%) reported that data is captured from their apps, where 32% of
participants indicated that error/crash data was collected, and 28%
captured information about the operating system, hardware, and
resources consumed. Only 16% responded that data from sensors or
peripherals was being captured, and 12% captured user input data.

We also found that (2) the key drivers for data capture were product
development and maintenance, rather than compliance and audit: Of
those recording data during product development, 70% said it was
to track development and testing progress. And of those recording
data during product use, 89% said it was to ‘improve performance’,
28% did so to identify why the system had crashed, and 24% to verify
correct operation (according to a design specification). However
importantly, and as discussed, technical issues such as crashes
represent only a subset of reasons for which audit data is important
(§3). Overall, we found that only 16% indicated that they capture
data during product use for compliance purposes. Broadly, our
survey suggests that in an XR context, capturing data for more
general auditability concerns was not widely considered.

We also explored the current state of tooling for supporting the
capture of data from systems. The participants felt that (3) there
was a current lack of suitable tools for capturing audit data, with
just 2 participants responding that they used third-party libraries
or tools to record data about their system operation. We saw that
9 participants (36%) developed their own (in-house) data capture
mechanisms rather than using ‘off the shelf’ 3rd party tools: 7 of the
9 participants (78%) reported this was due to the increased flexibility
and control they had over data format and representation, 5 (56%)
due to features that were unavailable in third-party solutions, and
3 (33%) due to performance implications.

Our survey, though of limited sample size, provides useful in-
dications as to some of the current practicalities regarding audit;
indeed, it represents the real-world practices across different XR
organisations. We find that many organisations do not capture data
for auditing purposes, and for those that do, it is done so more for
internal, product development processes rather than for broader
concerns such as investigation and legal compliance. The survey
also identifies a real gap for tooling to support audit processes,
and there is therefore a clear opportunity for more holistic tooling,
standards and methodologies to assist in enabling auditable XR.

6 CONSIDERATIONS AND CHALLENGES
We have described how auditability, in increasing the transparency
in XR systems, can help facilitate higher quality and safer systems.

However, realising auditability raises a number of important chal-
lenges and research opportunities for the technical community,
some key considerations we now discuss.

Resources and performance: Recording information of an XR sys-
tem’s operation can generate large volumes of data, while the pro-
cess of capturing data can have performance implications. Storage
capacity and network bandwidth concerns can exist, particularly in
relation to XR equipment, which might preclude the amount, detail
or certain types of data from being recorded.Moreover, performance
reductions can severely impact the utility of an application [42],
which can be particularly relevant for XR, e.g. where a frame-rate
reduction causes motion sickness [10], or renders the application
difficult to use. These aspects require consideration. There are op-
portunities for exploring how to balance the need for detailed audit
with the practical implications and operational impact.

Capture tools: Currently, there is little tooling to support the
capture of data from systems for audit (§5). We saw that developers
mainly rely on ‘in-house’ tools for such, but naturally this leads
to inconsistencies and hinders broader auditability aims. There
is therefore a need for more holistic approaches to data capture,
particularly for tools including software, frameworks, standards
and methodologies to support developers in recording system data.
Such tooling will assist in raising awareness and encouraging the
adoption of auditability practices, while driving greater consistency
to help make XR systems transparent (i.e. ‘auditable by default’).

Privacy and security: Much of the audit data captured will be
personal, confidential and otherwise sensitive; indeed, auditability
ultimately entails a form of surveillance. As such, there is much
scope for work on how to record and store audit data in a privacy-
preserving manner (e.g. by perturbing sensitive data, dealing with
biometrics, managing user consent/permissions), and on how it
should be properly managed, secured, and only accessible to the
right parties in the right circumstances – which is challenging given
the multi-component and multi-stakeholder nature of XR systems.

Availability and integrity: Audit data is a type of evidence, which
can have legal implications – it relates to obligations, responsibil-
ities and compliance. Therefore, work is needed on ensuring the
veracity of audit data, through mechanisms that guarantee the in-
tegrity of the information and the capture mechanisms themselves.
Further, audit records may often reside across different technical
(devices, services) and organisational boundaries. There is scope
for developing mechanisms that protect and guarantee the lineage
of audit data, which account for the range of data, components and
domains comprising XR systems [37], and means for uncovering
the location of relevant records for when they are required.

Usability of audit data: The purpose of audit data is to enable
review, therefore it is important the data is understandable, usable
and meaningful [37]. Usability issues not only relate to format and
its representativeness, but also that the data is relevant to various
stakeholders (users, developers investigators, etc.). There is much
potential for exploring how the captured information can best be
summarised and presented to different stakeholders in different XR
contexts. There is also potential for standards in this regard.

The above represent a selection of key tech-oriented research
challenges and opportunities for taking this important area forward.
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7 CONCLUSION
XR systems can have significant, real-world consequences. Though
there is work on specific technical functionality to mitigate partic-
ular risks, audit as a concept in XR has largely been overlooked.

This paper aims to draw attention to such concerns as an im-
portant first-step towards more auditable XR, as a means to help
bring about safer and more accountable systems going forward.
In arguing for more auditable XR, we outlined some risks of XR;
highlighted relevant categories of data for XR audit; presented
preliminary survey results showing that auditability has had little
consideration, and the lack of tooling to support audit data capture;
and presented some considerations and challenges relating to XR
auditability to highlight promising areas for research.

Given the potential for XR systems to realise harm, combined
with increasing levels of public scrutiny regarding emerging tech-
nology, auditability is an area that will only grow in importance.
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