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A realistically inserted virtual object in the real-time physical environment is a desirable feature in augmented reality (AR) applications
and mixed reality (MR) in general. This problem is considered a vital research area in computer graphics, a field that is experiencing
ongoing discovery. The algorithms and methods used to obtain dynamic and real-time illumination measurement, estimating, and
rendering of augmented reality scenes are utilized in many applications to achieve a realistic perception by humans. We cannot deny
the powerful impact of the continuous development of computer vision and machine learning techniques accompanied by the original
computer graphics and image processing methods to provide a significant range of novel AR/MR techniques. These techniques include
methods for light source acquisition through image-based lighting or sampling, registering and estimating the lighting conditions, and
composition of global illumination. In this review, we discussed the pipeline stages with the details elaborated about the methods and
techniques which contributed to the development of providing a photo-realistic rendering, visual coherence, and interactive real-time
illumination results in AR/MR.
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1 INTRODUCTION

As is known, virtual reality (VR) provides a totally computer-generated environment for interaction with the user, while
augmented reality (AR) embeds virtual contents that are registered directly to the physical environment. Augmented
reality links the gap between the virtual and real worlds, in both spatial and cognitive substance. In AR applications,
the user’s perception of the digital information is integrated and perceived as part of the real world. Furthermore, the
Mixed Reality (MR) also refers to a hybrid reality for producing an innovative visualization and environments where
the digital and physical objects interact and co-exist in real-time.
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Fig. 1. Illustration of the light interaction between each type of objects; virtual and real [6, 7]

Some of the previous work were defined without output devices specification such as head-mounted displays
(HMD) [78], mobile devices, and cameras in order to limit the AR visual media. Thus, it may be difficult to realize
that other other information were captured from the surrounding environment including audio, haptic, olfactory, or
gustatory AR. It entails spatial registration and real-time control, which means precise alignment in 3D in real-time for
corresponding real and virtual information. The user of the AR system under this mandate could use at least some
viewpoint control interactively, and the display of computer-registered augmentations will remain registered in the
environment for each referenced object.

Many AR/MR applications nowadays can produce fair results, but they still lack the realistic output in which the
human eye could be easily deceived and not recognize the virtual objects from the real ones. The ability to synthesize
realistic images and integrate virtual objects flawlessly into physical environment scenes is one of the significant
objectives of many AR systems. The ability to produce a photo-realistic augmented object depicting the real world
illumination characteristic such as incident light, reflection, shading, and cast shadows, is becoming increasingly
important.

Therefore, a large number of techniques were developed for capturing and estimating the light source and its
conditions in the physical world. Also, many techniques were developed to augment objects in the right position.
Computer vision, machine learning, and high dynamic range imaging (HDR) techniques expedited a variety of novel
estimating and rendering methods. This paper aims to provide a comprehensive review and comparison of capturing
and estimating illumination techniques for augmented reality. For further reading, the reader is referred to the book by
Schmalstieg and Hoellerer [95] where most of the concepts and methods mentioned in this paper are described in detail.

Accurate registration and calibration for a consistent geometry was the focal point in the early research work, but
which omits the effects of local or global illumination and cast shadows among virtual and real objects. Ignoring the
impact of illumination effects during the augmentation of the scene resulted in producing poor-quality and sometimes
visually confusing outputs. The current studies have shown that one of the critical elements for virtual objects to be
perceived as realistic objects in real scenes is their photo-realistic rendering with an illumination consistent with the
physical scene [12, 36, 48, 89, 95].

The idea is not only to illuminate the virtual objects with captured or estimated incident light in the real environment,
but to further simulate cast shadows and reflected light interactions as a unified illumination among the different types
of objects in the scene, whether they are virtual or real, see Figure 1. In this review, we provide a survey about multiple
methods that accomplished illumination effects of a dynamic scene in different stages for more visual coherence in
real-time.
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Fig. 2. Monocular depth cues allow scene structure interpretation from a single image.

We review methods on the sequence of familiar stages of mixed reality for acquisition, registration (estimation),
composition and display to obtain a consistent illumination that includes the following points:

• Capturing the real world light source using typical measurements using, for instance, omnidirectional HDR
images.

• Estimating the light environment from images and video directly.
• Compositing the dynamic radiometric information from virtual to a real object such as shadow casting.
• Rendering efficient techniques in augmented reality using Monte Carlo ray tracing, precomputed radiance
transport, and differential rendering.

For a more organized and focused survey, we are omitting the geometric calibration and registration aspects of this
topic. Therefore, we only cover methods that involve illumination and lighting. However, the reader is referred to
the book [95] for more details. We include recent advances in studies and research from computer vision, computer
graphics and virtual/augmented reality. Before we dive into those specific details, we need to explore a small overview
of the visual coherence, rendering equation, and light transfer model.

2 VISUAL COHERENCE: AN OVERVIEW

The ability to embed a three-dimensional virtual object into an image of the real scene means that objects should be
rendered from a virtual camera with internal and external parameters which correspond to the physical camera viewing
the physical scene. Fundamental depth cues can be obtained with such a calibrated camera. Information about the depth
provides interpretation of three-dimensional structure from the viewpoint of the camera. Depth cues can be categorized
as monocular or binocular where there are around 15-20 different depth cues. Cues from a single image are known as
monocular, see Figure 2, while cues depicted in a pair of images are called binocular [41, 55, 95].

At present, several AR displays use a monocular video see-through mode. In general, for AR, the most important cue
is the depth which can be produced by computer graphics software. Also, there are other essential depth cues such as:

• Relative size: the distance between the objects and the observer. The further it is, the smaller the object appears.
• Relative height: how far the object is from the other objects and where their base is higher in the image.
• Perspective: the convergence of the parallel lines as the distance from the observer increases.
• Surface detail: objects closer to the observer have more texture gradient and more fine-grained surface detail.
• Atmospheric attenuation: while closer objects appear clearer, most-distant objects can be blurred due to
atmospheric effects.

• Occlusion: in the screen space, closer objects obscure the further ones along the line of sight.
Manuscript submitted to ACM
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• Shading: according to the source of light, the objects are illuminated resulting in the shading of the surfaces
due to geometry.

• Shadow: objects blocking the light cast shadow on other objects.

These cues are delivered by the well-equipped three-dimensional computer graphics tools. Some of them are more
straightforward to produce by a virtual camera registered geometrically with a real one, such as size, perspective,
height, and surface details. Atmospheric attenuation concerns far-field outdoor AR. However, the other cues, especially
occlusion, shading, and shadows demand attention in the AR rendering process [41, 55, 95].

Combining the real and virtual worlds in AR/MR extends the conventional rendering process in computer graphics
pipeline to involve more steps. The video see-through pipeline is better suited in this paper than an optical see-through
pipeline, which consists of the following stages:

• Acquisition: obtain a model or a set of data from the real scene such as geometry, materials, and illumination.
• Registration: transform the obtained sets of data which is the standard photometric and geometric properties
of one coordinate system of the real and virtual scenes.

• Compositing: merge the virtual objects and the real physical environment into one single image scene.
• Display: provide the user with the composited image.

The rendering process in AR/MR obviously is more complicated than the standard pipeline in computer graphics. In
AR, we have to deal with the virtual scene and the real scene simultaneously providing geometric and photometric
characteristics for both scenes [95]. In this report, we discuss each stage with elaborated details about the methods and
technologies which contributed to the development of providing a photo-realistic rendering and dynamic real-time
illumination results in AR/MR.

3 RENDERING EQUATIONS AND LIGHT MODELS

Writing code about a three-dimensional rendering engine acquaints one with many lighting models, and general
concepts and definitions such as albedo, ambient lights, specular reflections, and diffuse colors. The reflection model of
the diffuse surface (Lambertian surface) is the most straightforward lighting model also known as “dot product lighting”
or “cosine rule.” The intensity of each light source also known as RGB color reflected from a surface is given by the
following equation:

I = sC ×
nliдhts∑
i=1

lIi × (N · Li ) (1)

Where sC is the color of the surface and lI represents the color of the light among multiple number of lights. The
first fragment of the code is to calculate the incoming light from different directions, scale it by the cosine of the angle
between surface normal (N ) and light source direction (L). Then, multiply the outcome by the reflection function for
the diffuse surface which is a constant color [31].

This is the purest form of the rendering equation based on the physics in order to produce images in computer
graphics. It is a standard concept where the entire realistic lighting must be measured. The rendering equation [46] in
Figure 3 is represented as follows:

Lo (p,
⇀
w o ) = Le (p,

⇀
w o ) +

∫
S
fr (p,

⇀
w i ,

⇀
w o )L(p′,

⇀
w i )G(p,p′)V (p,p′)dwi (2)
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reflected

Fig. 3. Simple representation of the rendering equation.

Where Lo (p,
⇀
w o ) represents the output radiance or the intensity reflected from position p into the reflection direction

⇀
w o . The second part of equation Le (p,

⇀
w o ) refer to the emitted radiance/light from material at point x by the object

itself. Then we have S which describes the upper hemisphere surrounding the surface normal at the point p. The
expression fr (p,

⇀
w i ,

⇀
w o ) represents the bidirectional reflectance distribution function of the surface (BRDF) at point p.

Additionally, L(p′,⇀w i ) accounts for the incoming radiance at point p′ arriving from all the directions⇀w i according to
the BRDF and the surface normal. Also, G(p,p′) represents the geometric relationship between points p and p′, and
V (p,p′) is a visibility test for diminished intensity per unit area which returns 1 if p could see p′ or returns 0 otherwise.

The only tricky concept while writing ray tracers is the usage of differential angles for representing a series of
rays and the integral self-solving, where the background of global illumination is quite achievable [31]. Separating
the incident radiance into different parts helps us comprehend the light transport in AR/MR where mixed scenes are
involved:

L(p′,⇀w i ) = Lr (p′,⇀w i ) + Lv (p′,
⇀
w i ) + Lv,r (p′,

⇀
w i ) (3)

The first part of the incidence radiance is Lr (p′,⇀w i ) which refers to the real scene incident radiance that is not yet
reflected on the surface of the virtual objects. The second part, Lv (p′,⇀w i ) represents the incident radiance which could
be emitted from either the virtual and real objects then reflected once or multiple times on the surfaces of the virtual
objects. The third part, Lv,r (p′,⇀w i ) stands for the incident radiance which already interacts with both real and virtual
objects. [61].

These three parts must be accounted for for a precise calculation of the radiance that is outgoing at a particular
location on the virtual object. The first part could be sampled directly from the real scene by capturing or estimating
the light conditions. The other parts are computed recursively utilizing the global illumination algorithms [83].

Additionally, the third part must mimic and influence the effects of the synthetic objects as if they were in the
real scene. A model is required to describe the geometry of the real surfaces and reflectance properties impacted by
the virtual objects. Therefore, usually dividing the real scene into two parts is the typical approach: a distant scene
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Fig. 4. Illustration of differential rendering. [5, 6]

where the virtual objects are not affecting the scene, and a local scene where they are affecting the scene. The lighting
simulation is enabled in the local scene model [19].

The interaction among the synthetic (virtual) objects and real scene or objects is computed using a standard technique
called differential rendering. The method involves updating the pixels of the background image or video for applying
the difference of the reflected radiance as:

Lf = M ⊙ Lm + (1 −M) ⊙ (Lc + Lm − Lr ) (4)

Where Lf is the final image composited,M represents the rendering alphamask of the first image created [1 if the
pixels overlapped with a virtual object, or 0 if they overlapped with a real object]. While Lm stands for the resulted
image after rendering both real/virtual objects withmixed radiance, Lr is the image that represent the real objects
rendered with the real radiance. Finally, Lc refers to the source image or video taken by the camera. The symbol ⊙
represents the Hadamard product of the respective color vector [48, 61], see Figure 4.

4 ACQUISITION OF LIGHTING METHODS

This section explores multiple techniques that explicitly acquire the lighting conditions and illumination aspects from
the real scene where the virtual objects are located using tracking algorithms.

4.1 Image-Based Lighting (IBL)

A single omnidirectional image known as an environment map was utilized to represent the incident radiance at a
certain point of the real scene. This procedure captured the angular distribution at that single point. During rendering,
the captured panoramic image which is also called a light probe is used to recreate the real physical lighting conditions
on the virtual scene or objects. We can see in Figure 5 how to capture the scene source light while rendering using the
panoramic HDR image.

Any pixel in an HDR environment map can be considered as a lighting incident measurement over an angle solidly
subtended by the same pixel. The virtual object’s coordinate system must be aligned with the environment map. This
Manuscript submitted to ACM
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Fig. 5. Allocation in HDR environment map and spherical projection concept. [3, 4, 61]

allows us to interpret a ray from a pixel not intersecting the virtual object that is aligned with coordinate system while
sampling the lighting condition.

In earlier work, to simulate the perfect specular reflection and refraction, the panoramic images were used. At a
surface point, the reflected or refracted vector could be used for specular scattering events as a direct lookup in the
environment map. The method encounters some limitations as it is able to handle only the specular effects, and also
requires the environment map to be preprocessed with a low-pass kernel using the surface normal to lookup the
reflected radiance.

The first person who proposed integrating arbitrary BRDFs was Debevec [19] who also incorporated global illumi-
nation effects, and established studying the relationship/interaction among the local parts of the real physical scene
with the synthetic objects. He employed a HDR environment map for capturing the real scene incident light. The full
range of light can be captured using the HDR imaging as linear response measurements [55]. The light conditions of
the real world can be represented accurately by measuring or estimating the full dynamic range in the scene directly.
For further reading of the HDR image capturing the reader is referred to [25, 86].

The idea behind capturing omnidirectional HDR images was practical and straightforward. The method was based
on placing a mirrored sphere where incident illumination needs to be obtained in the scene. Then, as many images as
required are captured for the scene HDR photographs using a standard lens camera. The reason for taking multiple
pictures is to cover all blind spots and to improve the resolution because a single image includes only the area in front
of the camera resulting in reduced resolution. However, this system has one problem, which is that the directions were
measured from different points in space, i.e., there is no central projection point. For accomplishing this objective,
some studies used parabolic or hyperbolic mirrors but were rarely used for real-life applications [2, 54]. Also, capturing
omnidirectional HDR environment maps could be achieved using fish-eye lenses, specialized hardware and cameras,
and panorama stitching [10, 12, 47, 48, 54, 87, 89, 96].

In an outdoor scene, the illumination conditions usually revealed an actual high dynamic range that makes it
necessary to capture images of the sun and the sky using a number of techniques that utilize an accurate combination
of aperture, exposure time, and filters [2, 36, 66, 109].
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Fig. 6. Temporally variant image based lighting example setup.

The ambient light is usually exceeded by many orders of magnitude in the HDR images which are vital for capturing
the light source. However, it could be time-consuming, and it can complicate the real-time capturing because it requires
capturing, assembling, and aligning the range of images captured at different exposures. To overcome this obstacle,
there was an option of using inverse tone-mapping algorithms for high-quality lighting which is based on linearizing
and expanding the dynamic range of panoramic low dynamic range (LDR) images [61, 96, 97]. However, overexposed
areas can be washed out resulting in information loss, thus making accurate reconstruction more challenging in large
and overexposed areas.

Some studies indicated that the intensity of one bright light source in the scene could be estimated by placing a diffuse
physical sphere in the scene and analyzing the captured image. While it is known that the mirrored sphere presents
more accurate illumination, at least two images are required to estimate a single saturated light source [10, 20, 44].

Debevec et al.[20] used a novel design of light probe as a mirrored sphere divided into quadrants by diffuse strips.
They demonstrated how to recover the full dynamic range of scene from a single exposure. The intensity of several
saturated light sources could be estimated based on individually shot light probe image by a simple linear system
solution.

A different approach is to set the intensity manually by extracting saturated regions of an LDR light probe. A more
intuitive representation to work with is to convert the light probes into a sphere for the directional lights.

4.2 Temporally-Variant Illumination (Video Sequences)

An accurate illumination and temporal consistency can also be accomplished in the synthetic object composited
into real-world video sequences. The challenges of capturing the light probe at dynamic video frame rates exceed
those of static scenes. Therefore, to address these challenges, multiple methods have been suggested to overcome the
problem and produce acceptable results. Some successful methods used high dynamic range (HDR-video) cameras in
real-time attached to typical light probes and typical video cameras with distinctive optical filters or customized light
probes [54, 61, 89, 96, 99, 106].

Knecht et al. [54] captured the surrounding environment and incident illumination by using a fish-eye camera where
the system uses a pre-modeled real scene representation. They simulated some direct incident light with a small pocket
lamp, then used the Studierstube Tracker to track the camera and lamp position. The default representation is 256
virtual point lights (VPLs) and 1047 points per VPL for the scene. However, the results need some improvement in order
to solve the wrong double shadowing and inconsistent coloring in some cases, and also a different shading method
is used to increase the image quality. Kaufmann et al. [48] also captured the light in the real environment utilizing a
fish-eye camera which allows the estimation of light source position and intensity.
Manuscript submitted to ACM
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Rohmer et al.’s [89] work involved extracting illumination information around the indoor environment by placing
several HDR video cameras in the near-field environment. The extracted information was applied to the virtual object
to simulate the current lighting condition where that object can change position freely with a consistent simulation of
the illumination effects adapting to temporal deviations. The study took advantage of the distributed systems using a
tablet camera and stationary PC where the source of light is not visible. Their work required external tracking and was
designed for diffuse lambertian objects, but it also provided a plausible display on glossy materials.

Unger et al. [106] formalized the transition of the old use of one or possibly multiple filtered frames of HDR panoramic
to the use of HDR-video input. They adopted techniques from pre-computed radiance transfer (PRT) to extend the
dynamic processing and rendering of the real scene as input instead of a simulated video, see Figure 6.

Liu et al. [66] suggested tracking the illumination in the outdoor environment online using a complete image-based
lighting method which varies from capturing a video with moving cameras. The intensity of the sun/skylight was
captured by an optimized process to provide coherence in the temporal illumination. They used a set of real-life videos
to demonstrate the visual coherence of the results along the video sequences. This study also covered the spatial
variations and the estimation procedure.

Son et al. [98] obtained information about the light from the surrounding environment using the omnidirectional
camera that has a typical low dynamic range (LDR) sensor to improve time-consuming in HDR. Furthermore, the light
information can be transmitted to mobile devices to generate a realistic composition scene. Over the video sequence to
generate a realistic result, the coherence between the spatial and temporal light should be maintained between the
background and synthetic objects.

Gruber et al. [36] presented an approach that can handle the dynamic change of light sources and scene geometry
with one portable RGB-D sensor in real-time. Temporal consistency is an essential aspect of rendering with temporally-
varying illumination. A significant degree of visual noise is expected while depending on the light probe sequences as
an input method. Temporal filtering or special rendering methods can fix the light probe sequence noise [12, 74].

Franke [27] introduced a relighting algorithm which computes the direct shadows and first bouncing indirect
illumination called Delta Voxel Cone Tracing. The algorithm is temporally coherent and combined real and virtual
surfaces with the extracted illumination at interactive rate.

4.3 Spatially-Variant Illumination

There is a well-known limitation for the traditional image-based techniques regarding capturing the light when it varies
based on the different locations in the real scene, i.e., illumination with spatially-varying features. Shadowcasting and
light shafting were factors in lighting designs which are used in visualization and cinematography production. There is
a noticeable difference between the traditional rendering results of image-based lighting using omnidirectional light
measurement, and rendering with a spatially varying scene illumination. Even though the result of conventional IBL
rendering using a single HDR environment map looks realistic, it does not capture significant details about the scene
lighting [105].

Spatially-varying lighting environment L(p′,⇀w i ) measurement and representation requires capturing the scene
lighting with angular distribution at several locations, and/or capturing the scene structure such as depth, parallax as
a geometric model. These techniques are based on making assumptions and provide results in a different way. The
amount of light measurements can vary greatly depend on using one HDR map or millions of samples. Also, the quality
and accuracy of the reconstructed 3D geometry with details varies significantly by which computer vision algorithms
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Fig. 7. An demonstrator of structure from motion (SfM) concept.

was used, for instance, laser scanning, structure from motion (SfM), see Figure 7, or various pose estimation algorithms
or others [11, 87, 105, 106].

Although using complex techniques could provide better accuracy, there is an obvious trade-off involved with these
techniques such as processing time and user interaction. The amount of work and time spent by the user and the type
of application are the factors that could determine the choice between the less complicated or more accurate methods.
Most of the techniques produce plausible results. However, the methods that are less involved could result in a cruder
illumination/lighting environment L(p′,⇀w i ) approximation. Therefore, the spatially-varying illumination sampling [61]
techniques could be divided into two main categories:

• Dense (heavy) point samples with no or a minimum number of geometric techniques that practice a significant
amount of angular and spatial radiance samples to represent crude/no geometric scene model.

• Sparse (light) point samples with coarse geometry techniques assuming only Lambertian surfaces is the real-scene
using a minimum number of omnidirectional HDR environment maps and representing a coarse geometric
model for the scene.

Within each category, we will discuss some techniques and methods of spatially-varying image based lighting.

4.3.1 Dense (heavy) Sampling. The techniques reviewed here are used for capturing and representing a subset, or part
of the incident light field (ILF) of some synthetic objects placed at a specific region of the real scene during rendering.
The ILF concept is related to the “light fields” notion in photography. The aim of this notion is capturing and processing
the reflected/omitted outgoing light-field as small sections of the real scene being captured as photographs. This
concept facilitates the applications development of depth estimation, post-capture refocusing, and slight viewpoint
transformations [41, 52, 61].
Manuscript submitted to ACM
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However, the ILF goal is totally the opposite to the light fields in capturing the light incident onto a certain region
of the scene where interpolating nearby sampling points can estimate the full dynamic range for spatial and angular
lighting variations L(p,⇀w i ) [73, 89, 106].

Although most AR techniques are based on 3D and six degrees of freedom manipulation of real objects, there are
times when 1D/2D procedures are required.

One-dimension spatial variation. Some of the old experiments used a set of dense HDR environment map images
in the 1D path using an HDR-video camera from 1D light probe sequence to accurately capture and reproduce the
spatial variation details in rendering. The difference between the rendering method used by Unger et al. [104] and the
single HDR light probe environment lookup is the influence of the environment on the point of incidence instead of
using the incident direction. The dataset enables the ability to capture light variations that cannot be handled using
the traditional IBL, which is evidence that a light field of spatially-variant illumination could produce a useful and
powerful extension for the image-based lighting [104]. Most 1D algorithms in AR are used for tracking and interactions
techniques. For more details, the reader is referred to [16, 108].

Nowrouzezahrai et al. [80] captured the environment lighting using a mirror sphere. They computed Lout (p,
⇀
w o )

which is the shade at a certain point x toward the view direction ⇀
w o , which required the distribution of incident lighting

at p, Lin (p,
⇀
w ). The study assumed the spatial variation of lighting could be aggregated into the directional distribution

which performed as an environment map of incident light where Lin (p,
⇀
w o ) = Lenv (

⇀
w ). The process of shading the

virtual objects with real scene lighting increased the probability of consistent appearance among the virtual and real
objects.

Two-dimensional spatial variation. Bradley et al.’s work [13] focused on aligning the virtual augmentations with
a un-rigid plane or on flexible real objects such as cloth. They included an image-based approach for an automatic
probing of the real-world light and shadow from HDR video. A 2D textured mesh rendering process aligned with the
surface of the cloth and combined with the illumination result to achieve a non-rigid augmentation. The effect of diffuse
reflection, ripples, and wrinkles can be seen in most of the cloth results where there is spatial variation in lighting.
Therefore, if we replaced the diffuse light and shadow on the augmented objects, they could achieve a realistic output.

Frahm et al. [24] used fish-eye cameras and a TV camera for capturing the source of light in two images because
the image facing the camera usually escapes the light source. In these images, the light appeared as saturated regions,
so the image sequence can be exploited for estimating the spatial samples of the light source. The image region is
segmented automatically after the light sources segmentation. The mean assessment of the point samples belongs to the
source of light, and the variance of these points are computed by the automatic segmentation. The light position in the
reconstructed coordinate system is triangulated from different locations based on the light source. The reconstructions
scale rotation of both cameras is subjugated to estimate the light source position which transformed into the front-camera
coordinate system for more realistic augmentation.

Three-dimensional spatial variation. The concept of measuring and rendering the incident light-field expanded to
capture spatially varying illumination in 3D. Unger et al. [106] reconstructed a geometric scene model where the
radiance information captured from the panoramic HDR video sequences with/without mirror sphere is re-projected,
then stored as HDR texture to represent the direct sources of light and the surface of the scene.

Each image position and orientation is estimated using external tracking systems. For tracking purposes, they used
a 1.5 × 1.5 × 1.5 m translation stage along with an accuracy order of 0.1 mm and optical tracking based on tracking
markers and external cameras. They computed two different data sets based on the image data. First, the dense point
cloud that describes the scene geometry is estimated by structure from motion techniques on the HDR video frames.
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Second, the volumetric dataset of the illumination variations is computed from panoramic HDR video sequences which
called focal volume. Each HDR-panorama pixel corresponds to a radiance sample which is picked from a particular
position and direction in the scene.

The 3D dataset enables the user to improve the rapid estimation of the point cloud or model parts manually. The
focal surface is placed inside the volume. The final geometry recovered from the scene reveals the robust light sources
as high-intensity cones in the volume. The distinct voxels segmentation that corresponded to each light is enabled for
position extracting and spatial extending using spatial selection and thresholding. Finally, the radiance samples are
re-projected onto the recovered geometry that was stored as HDR textures. The recovered model during rendering of a
point on an object is used to estimate the incident radiance.

4.3.2 Sparse (light) Sampling. The complete capture of spatial variations of illumination measurements may not be
practical in various situations. In rapidly changing environments like a film set, the changes should be captured prior to
the next light scattering when the set re-organized. The techniques are used for this purpose to capture smaller samples
of the HDR environment map such as one or two, only to enable high-speed and economical light capturing. Therefore,
these methods are considered valuable in dynamic environments.

Computer vision and geometric relations are exploited by many of these methods to recover geometric scene
information and provide spatial variation in the lighting. Lambertian surfaces are the default assumption of what the
subjects are made up of in most studies. Even with the reasonable quality to capture the spatial variations effects, some
of these assumptions are not as realistic as the other advanced methods that we will cover next.

One of the first methods was proposed by Sato et al. [92]; they used two omnidirectional cameras to generate the
environment spatial radiance distribution utilizing stereo matching. The lighting information is presented as a 3D mesh
which is used in the rendering process as an area of a light source which provides spatial variations in illumination.

Corsini et al. [18] suggested stereo light probes that used dual HDR environment maps instead of one. They used the
spherical stereo to acquire not only the light sources direction and intensity but also the concrete position of these
sources in the space [60].

Happa et al. [38] improved the lighting method in 3D modeled/scanned environment. Their approach relights
synthetic interior scenes by IBL extension for generating great quality and fast interactive previews of the environments.
It required light probes placed in the real scene, then manually aligned with the 3D mesh of the environment. Ultimately,
the light is emitted from the HDR environment map has similarity to the instant radiosity or the photon mapping. Cook
et al. [17] also present a method for the real-time photo-realistic rendering of photographs with synthetic objects in
interior design by sampling each frame for diffuse shading to illuminate the virtual objects.

EnvyDepth developed by Banterle et al. [8] is a more general system which enables the user to paint or splatter
depth onto an HDR environment map to generate a depth map using geometric constraints on primitives like planes,
curves, and domes. From that understanding, this tool takes advantage of propagation editing for generating a detailed
assemblage of virtual point lights which re-produce effects on both distant and local lighting in the real scene. The
spatial information can provide more simulated effects such as shadow, highlights, and caustics compared to using
single light in the distance. Therefore, without the struggle required for creating precise scene reconstructions, and
without visible artifacts, EnvyDepth takes a few seconds only to produce plausible lighting.

A structured importance sampling is a technique introduced by Havran et al. [39] who were the first to use HDR
video camera to render illuminated scenes by distant light based on Monte Carlo sampling.
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5 REGISTRATION AND ESTIMATION OF LIGHTING METHODS

Registration is a transformation for the obtained sets of data which are the characteristic geometric and photometric
properties, such as data obtained from sensors, day-time, depth maps, or perspectives, into a single coordinate system
of the real/virtual scene. The process is required to compare and integrate the data acquired from this measurement.

The real scene physical measurements such as light probes and other devices are considered repetitive requirements
and time-consuming. Therefore, images and videos are not acceptable as physical measurements in the real scene for
this section. Many previous studies have concentrated on mining approximate lighting data directly from the images or
video feeds to avoid these measurements in the real scene [61].

The direct lighting computation on a regular image is generally an ill-posed problem driving to the similar observation
on that image with many potential solutions. Therefore, environment assumptions should be considered, for instance,
known scene geometry, Lambertian reflectance, or observing illumination distribution [95].

The methods are categorized in this section according to the recovery procedure of the incident illumination from
the original scene.

5.1 Explicit Geometric Registration

The methods used in this section are based on the reconstruction of scene geometry in a detailed manner which is
usually recovered utilizing computer vision techniques, laser scanning, or manual modeling. The lighting data are
estimated either using a few HDR images or several HDR environment maps, which could be represented as 2D texture
mapping or surface light-fields 4D function that is projected onto the scene geometric model [61].

It might be challenging to estimate and represent most of the spatial variations in scene illumination, like a sharp
shadow, light shafts, and parallax effects accurately without estimating the 3D geometry of the scene. Nevertheless,
many of these effects could be available if an accurate model has been recovered from the scene.

Debevec et al. [21] proposed a laser scanning system to capture an outdoor scene environment based on recovering
geometry, capturing textures and lighting measurements. The 3D model projects the system textures and measurements
of lighting to estimate the material properties at the scene surfaces using inverse global illumination techniques. The
synthetic rendering output presented is taken from the photograph and by generated lighting setup.

Unger et al. [105, 106] presented a system for capturing, processing, and rendering virtual photo sets. The pipeline
for capturing is image-based relying on SfM methods with dense geometry, and interactive tools set to estimate, and
semi-automatically adjust the recovered scene geometry. The virtual photo set model composed of 3D geometry where
the light information was captured from the projected HDR video sequence. The lighting data stored as a form of 2D
textures or 4D surfaces light field. The paper explored tools used to estimate the sources, position, and orientation of
the light in the real scene, and the method to estimate the BRDF on surfaces with dense samples in the recovered model.

Meilland et al. [75] described another system that was involved with real-time 3D mapping and tracking using an
RGB-D camera such as Kinect for recovering an irregular geometric scene. The observed dynamic range is employed
for estimating the camera pose and the density of the scene structure which fuse LDR exposure into light fields of HDR
surfaces. The laser scanning is commonly used to recover scene geometry by surveying landmarks or hand modeling
for visual effects productions. Recently, the development of captured/painted HDR texture tools has become more
critical for realistic results [61, 106].
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Fig. 8. (a) A frontal headshot. (b) A magnified eye cornea. (c) Using the eye pupil as an environment map.

5.2 Photometric Registration from Implicit Geometry

Familiar objects in several scenes with known or trivial geometry can be employed for estimating the incident
illumination.

The notion of using the human eye as natural light probes was observed by Tsumura et al. [103] Then, Nishino et
al. [79] took advantage of this observation to develop a robust framework to estimate the incident illumination by
observing the eye cornea and acquiring the reflected scene radiance, see Figure 8.

Moreover, using the characteristic of the human face to estimate the real-world lighting condition was also exploited
by Knorr and Kurz [55] to propose another framework. The model of face-appearance is explored from multiple
faces dataset that was loaded offline under pre-known lighting conditions. The most acceptable lighting conditions of
real-world in the bases of spherical harmonics are recovered at the run-time.

Some studies employed RGBD cameras, such as the Kinect sensor to approximate and update the scene geometry
dynamically. The low frequency of incident illumination can be recovered based on the Lambertian scene assumption
which reflects temporal variations [11, 40, 74].

5.3 Photometric Registration from Specular Reflections

The incident light can be estimated from the reflected direction by observing the specular reflections on pre-registered
objects. The concept can be used on any specular object in the scene with a recognizable shape without any constraints
to any light probe.

For instance, Jachnik et al. [41] presented an approach to capture the incident light field from a certain surface
by a particular camera with tracking browsing ability. They used surface light-field instead of the more popular two
plane light field parameterization. The surface of light-field can be denoted as a 4D function L(p,⇀w i )), where the
planar case p′ = (p,d) is the texture element for 2D position in a simple Cartesian coordinate system. The radiance
function depending on viewing direction was utilized instead of using a single RGB radiance value for texture element
of particular surface. The function represented by discretizing the hemisphere surface and the value of a discrete point
are stored. The hemisphere samples need to be spread evenly as much as possible for an efficient representation of the
outgoing light distribution [41].

5.4 Photometric Registration from Diffuse Reflections

The attempt of computing the photometric registration from diffuse reflections seems viable when no specular reflections
can be identified in the scene. Themore common approach for indoor scenes is the diffuse surfaces. Themore difficult type
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Fig. 9. The first four orders 0, 1, 2, 3 of Spherical Harmonic function based on the origin and color distance on a sphere unit, Blue
represents the positive values, and red represents the negative one.

of inverse rendering problem is incident light recovery from diffuse surfaces because separating the light contributions
from different directions is crucial. Usually, the estimation only has a single dominant light direction.

Stauder [100] proposed the first video conferencing system capable of autonomously estimating an ambient light
and single distant point light by estimating the scene geometry. The system obtained an estimate of directional light by
estimating background segmentation of ellipsoid geometric models. Furthermore, Illumination can be stored in a more
mathematical and consistent approach by using spherical harmonic (SH), which represents a 2D function on a sphere
over all possible directions as the basis-functions set in a form of linear combination, see Figure 9 [85].

The low-frequency representation is usually sufficient for storage because a few numerical coefficients per cache
entry are needed to be compressed in SH form. Furthermore, The SH form to compute the diffuse light transport is very
inexpensive and can be stored in a surface texture map [53].

Gruber et al. [35] demonstrated the SH framework ability for recovering lighting in the real scene in real-time by
employing only an RGB-D camera. The images of depth are used to reconstruct the scene. The directional incident light
was solved by assuming only the SH form of diffuse reflection from sample points on the reconstructed surfaces. This
distribution of surface normal should be represented efficiently with good sample points. While the diffuse reflection
collected the light from every direction, a shadow from other objects should be computed for each sample point in the
scene.

Also Gruber et al. [36] represented a desktop GPU system with optimizations of image-space that can estimate the
light source and the shadow cast from a dynamic object with 20 fps. Also, Boom et al. [12] proposed a complete system
for estimating one light source from the arbitrarily geometry of a scene assuming diffuse reflection for the whole scene.
The method concept is an image segmentation based on color into super-pixels for assumed constant albedo also known
as diffuse reflectance. The light source can be recovered with reasonable accuracy as long as the albedo is known.
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Fig. 10. Estimating the incident light direction by forming a ray from a unique point of the contour of the shadow that is a
corresponding surface point on the shadow caster. [5]

5.5 Photometric Registration from Shadow

The light source can also be estimated using another method, which is by observing the shadow in an image, see Figure
10. The full or partial knowledge of the shadow caster's geometry, the correct classification, and the shadow appearance
measurement in an image are the principles of this method.

The visible object geometry boundary of the shadow caster can be traced back by surface points on the contour.
Therefore, estimating the direction of single or multiple light sources is applicable [95].

A complete overview of most known algorithms and methods based on shadow volume in computer graphics are
discussed in detail by Kolivand and Sunar [56]. The algorithms were divided into two subsections: image-based and
geometry based.

Haller et al. [37] represented a special geometry characteristic employing a light probe called shadow caster that
captured light from any direction. The more challenging approach is detecting shadows in natural images [11, 75, 97, 109].

As is well known, shadows are caused by the occlusion of incoming light in the real scene by objects. Therefore, in
order to estimate the illumination distribution, the relation between the image brightness and the occlusion of incoming
light can be analyzed. Sato et al. [93] introduced a technique to estimate the illumination distribution by investigating
the image brightness inside shadow cast from a known shape object.

5.6 Photometric Registration from Images

The problem of inverse rendering was mentioned in details by Patow et al. [82] where a curved object is photographed
from various angles to capture the reflected light from a different orientation of the surface.

Marschner [71, 72] presents a system called image-based BRDF to measure reflectance quickly without any additional
equipment that only required a series of photographs using a digital camera and stable light source.

Although Reconstructing real scene geometry from photographs using several viewpoints was implemented by
Loscos et al. [68], a different method to recover reflectance was presented using controlled and fixed viewpoint to
capture a set of images. A varying illumination without shadow and confidence weight factor are combined to represent
the visibility under the light source consideration for every pixel in the images. The effect of shadow was considered
later in [67] which presents an algorithm for interactive relighting based on geometry reconstruction and not occluded
illumination textures creation in a reprocessing step.
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Poulin et al. [84] introduced a three step process for 3D geometry reconstruction and texture extraction through an
interactive system using a set of photographs. The authors solved a least-squares problem for the camera parameters
first, then for the 3D geometry. The color textures of 3D model are extracted through re-projected texels sampling,
when a satisfying model is retrieved. In order to form a unique texture, a fitting process is applied for all the textures
then a combining process to the corresponding colors is achieved under certain criteria. Sato et al. [94] also used a
sequence of images and a reconstructed 3D model to recover a simplified BRDF model know as Torrance-Sparrow
reflection model for an isolated object.

On the other hand, Mandl et al. [70] proposed learning light probes that use pure synthetic images which are then
applied on real image data-set to train convolution neural networks (CNN) for high-quality illumination estimation.
This method was developed to reduce the run-time in the inverse rendering techniques. Weber et al. [107] developed a
deep learning method which was trained on a database of environment maps to estimate indoor lighting given a single
image of a known 3D object.

Gardner et al. [28] trained a lighting classifier that is robust and annotates the light location by automatically using
LDR environment map dataset. Then these annotations were used to train a deep neural network for light location and
intensity prediction in a scene from a single and limited field of view image.

Morgand et al. [77] presented a geometric model which is reconstructed from images of specular material which
depict the light sources on the planar surface to predict the shape of the specularities and the light source.

Grosch [33] combined inverse rendering for light reconstruction and differential rendering for displaying the changes
to an interactive tool to maintain consistent lighting with real-time modification using panoramic images.

5.7 Photometric Registration for Outdoor Scenes

Typically, the scene’s complete geometric model in outdoor AR systems is not accessible, which creates a more
challenging photometric registration. On the other hand, during the daytime, the simple strongest light source is the
direct illumination from the sun which drives the simple illumination model. The first estimate uses the analytical
model of the sun. The light source of a large area such as the sky can be a secondary approximation. Shadow cues can
be used in the image for enhanced outcomes [10, 65, 66, 99, 109].

Lalonde et al. [62] presented a method that calculates the probability distribution over the position of the sunlight
and its visibility to estimate the scene illumination conditions using a single outdoor image from a large data set of
internet photographs.

Madsen et al. [69] assumed an outdoor scene to automatically detect the shadow in the image then determine the
relation between the sky irradiance to the sun irradiance. The sun position was computed based on the date, time, and
location on the earth.

Kolivand et al. [57, 59] proposed a new and unique technique for realistically rendering the outdoor scenes in
real-time by taking into account the sky color with respect to the sun position which involve with shadow generating
algorithm, Z-Partitioning: Gaussian and Fog Shadow Maps.

6 COMPOSITION AND GLOBAL ILLUMINATION METHODS

The final and single image resulting from merging the virtual objects into the real scene called composition. In this part,
we will cover the real-time global illumination methods that face two main dimensions of complexity.

The first dimension is the type of light transport which is being simulated. The simplest class of algorithms is a
shadow which only allows the removal of light. Soft shadow and color bleeding are permitted by the diffuse global
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illumination where the light is strongly reflected off colored surfaces to nearby objects. The ideal addition is to apply
well-known specular effects, for instance, reflection, refraction, and caustics, for selected objects. Thus, the highest
complexity for the entire scene is allowed arbitrary diffuse and specular light transport.

The second dimension is concerned with the scene; all light transport can be pre-computed for static lighting in a
static scene where the camera is the only moving part. Pre-computation could solve the online performance problems.
However, it may require excessive computational storage and resources, particularly if the system supports specular
effects. On the other hand, it is necessary, at least, to compute the effect of dynamic objects on the light transport for
every frame in the scene. Thus, the highest computational cost in a scene is when it has dynamic objects and dynamic
light transport [95].

The computational cost for the global illumination is determined by these two dimensions, in addition to the scene
size. In large dynamic scenes accompanied with complicated light transport features, the real-time updates still depend
on high-performance workstations and mobile devices.

Two rendering passes factorization are introduced by many modern global illumination methods for the more
tractable approach. Several advantages are gained by this separation where the scene light transport is computed in the
first pass, while the distributed light information which forms the final image is collected in the second pass.

More information about rendering is discussed in section 7. Currently, this section is organized by the light transport
complexity beginning with cast shadow on the scene, followed by diffuse global illumination to specular global
illumination.

6.1 Shadows in Common Illumination

The 3D scene structure could be determined mentally by a human observer using the shadow cues. Sugano et al. [101]
addressed the visual consistency where the lighting and shadow of virtual objects should match the real objects in
AR scenes to increase the perceived realism. It is an expensive cost to compute reflection and shadow simultaneously,
therefore computing the shadow can be an acceptable alternative. The representation of a shadow can be computed in
the first pass, while this representation could be used for the shading of the surface points of the final image in the
second pass. The existent shadowing techniques are influenced by shadow volumes and shadow mapping [24, 42, 88, 99].
For objects enclosed in a frustum which lie in shadow with respect to a given light source and shadow-casting polygon,
that frustum is known as shadow volume, and its sides are called shadow volume polygons [95].

Everitt and Kilgard [22] presented a shadow volume technique based on the standard feature of the GPU called the
stencil buffer. The technique of shadow volumes has four passes. (1) Draw the scene without illumination (i.e., the scene
in the shadow). (2) The front facing shadow volume polygons rasterization discretely increases the stencil buffer. (3) The
back facing shadow volume polygons rasterization discretely reduces the stencil buffer. (4) redraw the scene with every
fragment that has zero value in the stencil buffer where the fragment is rendered illuminated and not in the shadow.

Other considerations that must be taken under common illumination include not only real object shadows or virtual
object shadows separately, but also a consistent shadow cast from real to virtual and the other way around. Haller et
al. [37] developed the technique presented by Everitt and Kilgard to apply for the common illumination. In the first
pass, render the shadows that are casting from virtual objects to the real ones. In the second pass, render every virtual
object including received shadows from virtual or real objects.

When the video feed initializes the frame-buffer, simultaneously the phantoms are rendered at first pass to the
z-buffer, where the stencil buffer contains the shadow volumes of the virtual objects. The shadow cast from these
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Fig. 11. Double Shadowing problem occurred when adding a virtual shadow of a virtual object (calculator) on a region in a shadow
already from a real object (sound mixer) [3, 5, 6]

objects to the real ones are created using the stencil buffer. All pixels of the video are blended to create an impression of
the shadowed region by marking the stencil mask with a dark transparent color.

The second pass compares the traditional rendering of the stencil shadow volume. While the whole scene is rendered
into the color buffer, the shadow volumes are drawn into the stencil buffer. A mask from the resulting stencil buffer
then is used to redraw the whole scene with ambient and emissive components only, which makes the objects that fall
into the shadow ray unlit by any light source available [2, 24, 95].

Shadow mapping technique is used in building the most contemporary rendering systems due to the fully accelerated
texture mapping on the GPU. There are two passes for shadow mapping technique: in the first pass, the whole scene is
rendered from the perspective of the light source to the depth buffer; in the second pass, the shadow map is used to
determine if a fragment is occluded also from the light source perspective to be rendered from the viewpoint of an
observer. The fragment is considered part of the shadow if its depth in the coordinate of the light source is higher than
the shadow map entry [24, 54, 74, 99].

Gibson et al. [29] and Supan et al. [102] and other old studies used shadow map to cast soft shadows from virtual to
real objects by imposing shadow maps from a great number of light sources which were estimated using a light probe.
In the current studies, the blending approach is applied to create soft shadows that can be pre-calculated even in the
dynamic illumination scenes [74, 99].

6.2 Diffuse Global Illumination

The full global illumination required not only perfect shadows but also a reflection. Some problematic issues can be
eliminated using this approach. One of these problems is double shadowing where the shadow cast duplicates the
darkening pixels from virtual to real objects if the blending is faulty due to virtual to real shadow overlapping with real
to virtual shadow. Diffuse light transport of global illumination algorithms is the main focus of this section, see Figure
11.

The scene surfaces in the classic Radiosity method are turned into discrete small polygonal patches, then the light
transport among them is solved. The first pass is an inherently expensive procedure because it requires global visibility
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computing among several patches. On the other hand, the second pass is a simple rendering process for the illuminated
patches. Thus, in the dynamic scenes and the current real-time systems, patch-based Radiosity is hardly used. Fournier
et al. [23] implemented the first application using the Radiosity method for simulating the common global illumination
but was not in real-time and performed with simplified assumptions.

Currently, most approaches aim for real-time performance at least in the second pass. A broad approach employs
the shadow mapping on GPU for computing the direct illumination while simulating the indirect illumination with
limited accuracy. For instance, Rohmer et al. [89] presented in their previous work how to store indirect illumination
in an irradiance volume. For the first pass, radiance transfer from every possible direction onto the static scene is
precomputed and combined into an SH form set of irradiance volumes. For the second pass, the shadow map is utilized
to compute direct illumination, while the sum of basis irradiance volumes is weighted by the light intensity obtained in
the indirect illumination.

Nowrouzezahrai et al. [80] also presented a light factorization algorithm for simple real geometry scenes. Separating
the real-world lighting into two main lights, direct and indirect, is the main contribution of their work. For the direct
light, they extracted the sources of point light from image-based lighting and employed the shadow mapping to apply
them. The radiance transfer of each object is precomputed and represented in SH form which allowed an efficient
combination of indirect light that is also represented in SH form [53].

Lensing and Broll [63] used a Virtual Point Lights (VPL) approach that is used in Knecht et al. [54] that we mentioned
earlier, but they used splatting to apply the light form VPL instead of shadow mapping. Obtaining the dynamically
moving geometry with deformable real objects using an RGB-D camera to support moving real objects was the critical
contribution of the study. For computing illumination, the depth image with a guided edge-preserving filter used to
smooth the massive noise in the depth image resulted in a better surface normal estimation. Beyond the current field of
view, no real-world geometry existed, and every light source is virtual. They also presented a fast and novel global
illumination method that depict indirect light for both diffuse and glossy surfaces for dynamic scenes in real-time with
sparse sampling using 3D geometry from Kinect camera [64].

Franke [26] presented a global illumination technique that used a novel volumetric relighting method instead of
surface light transfer. He utilized the light propagation volumes from other studies to represent radiance. The method
computed a VPL set, and each VPL contribution is injected into a small volume with SH modeled directional radiance.
The light propagation difference is computed before and after adding virtual objects to enable differential rendering.

Gruber et al. [36] estimated the light source by maximizing the prospect of global illumination interaction combining
real-time data from three sources: the outside field of view (FOV) static geometric model, the inside FOV dynamic
geometric model, the lighting of environment dynamic estimation from reflections observed inside the field of view.
Finally, the dynamic changes and occlusions which can be hard to observe outside the field of view were generally
omitted. For more reading about the interactive occlusion in augmented reality see the research by Tuceyran et al. [14].

6.3 Specular Global Illumination

Specular effects from shiny surfaces, such as metal, and translucent materials, such as glass, are restricted in the
view-independent methods described above.

Knecht et al. [54] demonstrated how to compute the specular effects in real-time with their specular extension to
Differential Instant Radiosity. Unfortunately, a rasterization approach cannot support arbitrary diffuse and specular
combinations of light transport which required a more expensive procedure based on ray-tracing.
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Grosch et al. [32] introduced the first but not real-time method for specular global illumination. Ray-tracing for a
photon mapping with a differential version is used in the first pass. Diffuse or specular is the classification of surfaces.
The specular surfaces reflected or refracted the photons, but diffuse surfaces stored them. When a virtual object hits
by a photon, an anti-radiance which is a negative amount of light is stored in the place where the photon would hit
the real object. Then, ray-tracing from the eye is used in the second pass to produce a final image with reflections,
refractions, and caustics affecting real imagery from virtual objects.

Kán and Kaufmann [48] used a related method based on the real-time ray-tracer OptiX proposed in [81] for both passes
then combined them with photon mapping. Moreover, instead of using anti-radiance, they enhanced the differential
rendering in the second pass with separated shadow rays for virtual and real images.

Shi et al. [97] used the global illumination method to generate more realistic material appearances in both AR and
synthetic material design. The differential irradiance caching algorithm presented in the previous paper [48] was used
combined with the ray-tracing which support enabling several bounces of the global illumination.

For evaluating the differential irradiance at the records of irradiance cache in one pass, they used Monte Carlo
integration in GPU ray-tracing. The GPU accompanied with the NVIDIA OptiX ray-tracing engine provide a parallel
power to calculate both the direct and specular illumination [81].

7 DISPLAY AND RENDERING TECHNIQUES

Displaying your result is the final step to show the composited image to the user where the rendering methods are
required. Most common rendering techniques could be divided into two categories:

• Common rendering algorithms for static or dynamic environment maps which include Monte Carlo rendering,
conversion to directional light sources, and pre-computed radiance transfer. More details of the material in this
section are available in [61].

• Interactive differential rendering methods which are more involved with augmented reality and the illumination
concept. Therefore, we will cover this concept in the following section.

Rendering a synthetic object into existing images has been developed over the years. Karsch et al. [51] proposed a
method that creates a physical model of the scene which realistically inserts virtual objects into several photographs
without any additional information about the scene measurements. The technique was suitable to render the objects
with diffuse, specular, and glowing materials under the lighting conditions in the scene.

Gibson and Murta [30] also introduced first GPU-based AR system at real-time interactive rates using image-based
method and sphere-mapping to eliminate and render synthetic objects seamlessly into background photographs.

For further evaluation of the existing rendering methods and techniques in computer graphics, Kolivand et al. [58]
provided an elaborated survey on photorealistic rendering. The study aimed to ease the selection of the appropriate
method in each system developed by researchers using classification and systematization among numerous methods.

7.1 Interactive Differential Rendering

The number of rendering passes that are required in the traditional differential rendering is two: one involved the local
model of the real environment, and the other is merging both real and virtual objects. Many regions are rendered twice
without any change which rise a question about the visual effect under this approach. The use of a single pass is a more
efficient approach where the changes in lighting created by the virtual objects are simulated directly.
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According to real-world lighting conditions, we can compute the common illumination between any kind of objects
using a real scene model, virtual scene, and incident light. The light traveling directly from the source to an object
and reflected toward an observer is known as direct illumination. The light traveling from the source to an object and
reflected toward another object is known as indirect illumination. A simulation of full global illumination can involve
many light bounces between the objects before it eventually reaches the observer. The combinations of the object
interactions could be any of these four possibilities: from real object to other real object or to a virtual object, and from
virtual object to other similar virtual object or different real object. The composition of real and virtual is based on
differential rendering which contributes to visual realism.

Common illumination even with a precise photometric registration would not be perfect because it is not possible
to fully interpret all light interactions in the scene. However, it would be efficient to preserve the subtle illumination
effects which are present naturally in the real scene final image. The process of allowing the real-world illumination
to be preserved is referred to as differential rendering. Fournier et al. [23] introduced the concept, then Debevec [19]
developed the formula of differential rendering as follows:

Given the scene geometry, scene material, camera parameters, and light source, we can compute a light simulation
LR that corresponds to the original scene without virtual objects. A second light simulation L(m) can be computed after
inserting the virtual objects. Any pixels depicting virtual objects can be replaced by L(m). For all pixels depicting real
objects the difference L(m) − LR shows the changes that happened to the real objects after adding the virtual objects.
Then, the difference can be added as a correction term to the camera image Lc , see Figure 4.

Therefore, for pixels with virtual objects Lf inal = L(m), and for pixels with real objects Lf inal = LC + L(m) − LR

can be interpreted as an error term to simulate the result L(m) for correction of any inaccuracies in the modeling LR of
the original scene LC . The pixels are brightened if the virtual objects indirectly illuminate them L(m) − L(R)(positive).
However, the pixels are darkened if the virtual objects cast a shadow L(m) − L(R)(neдative).

This rendering could be more challenging if the scene modifications provide relighting which changes the light
sources and how that will affect the whole scene and not only the objects. Mainly, the idea is to remove the light
source and cause the shadow to disappear from the scene. On the other hand, adding a new virtual light source would
be applicable where the light can be linearly combined. Therefore, many methods were enhanced and developed to
accommodate real-time global illumination.

Grosch et al. [32] modified photon mapping described in Jensen et al. [43] by using a differential photon mapping
render in one pass for both real and virtual objects interaction. Every pixel of the environment map is representing a
parallel light source. Thus, the photons are shot towards the virtual object: First, they are uniformly distributed on
a disk that has a radius perpendicular to the light direction. Then, If the virtual object was hit by a photon, the next
intersection point is calculated using the real geometry and a negative flux is assign to that photon. Otherwise, if the
virtual object does not intersect by a photon, it can be ignored, due to unchanged status to the light path.

Also, Grosch et al. [34] suggested a global illumination technique for indoor scenes in real-time using diffuse materials
by light probes. The representation of near-field reflected light in the room is updated by using the direct light from
outside and a dynamic irradiance volume. The direct lighting also used sampling and shadow mapping.

Knecht et al. [54] presented methods which combined instant radiosity utilizing differential rendering that only
needs one rendering pass for achieving the real-time performance in both diffuse and specular objects. Their method
was extended for handling the reflective and refractive objects, and caustic effects by assuming the real objects geometry
is static and given.
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Kan et al. [48, 49] developed a method for interactive global illumination using photon mapping that allows caustic
and reflective or refractive materials. Also, they developed a one-pass differential rendering method in real-time by
utilized irradiance caching. This irradiance separated real and virtual objects by analyzing both diverse ray types and
intersection situations, which could be helpful in the computing process of differential irradiance. It is known that the
real and differential irradiance are stored in the irradiance cache record which then can be utilized on the GPU for
irradiance cache splatting. This method has some limitation regarding diffuse materials which required pre-computation
stages. However, the results were reasonable for multiple bounce global illumination [50].

Lensing et al. [63] solved the pre-computation stage of a one-bounce diffuse indirect lightning using reflective shadow
mapping. Also, to overcome the errors of the depth image, the method used was purely image-based with some guided
filtering.

The development of differential rendering extended tomobile devices. Rohmer et al. [90, 91] reduced the computational
cost for each light using tile-based rendering, in addition to frustum culling techniques tailored for AR systems and
applications. Monroy et al. [76] presented a similar system which work in dynamic environment with the ability to
scan the real scene and then projected onto a two-dimensional environment map that contain RGB+Depth data.

8 DISCUSSION AND COMPARISON

This section provides a summary and discussion about the whole review and the different methods for capturing and
rendering in mixed reality scenes. We select some of these methods and compare them with others and observed each
method’s requirements, advantages and drawback. The study of limitations is the key to improvement in the future
work, and we need to highlight them for the next part.

It is very important to acknowledge that each method is not excluded from the others. These techniques could be
included within each other or in a different part of the whole process to achieve the desired realism.

In order to explore each technique and make some comparison among these methods, some criteria were established
to recognize the major difference and how that weighed in the final outcome. This major difference in aim, accuracy,
and robustness between each method makes it challenging to conclude the compression.

Therefore, based on the information provided in each paper we attempt to restrict some of the useful information to
write this section. We believe this indication will be helpful as a future reference for our work and others regarding
usability, performance and more. Thus, the criteria are:

• Required data. the prerequisite data that are essential to be obtained at the beginning of the procedure or as
part of sub-procedure in the whole system.

• Assumptions. some systems work assuming certain conditions such as the number of light sources, objects
position, or the indoor/outdoor environment. These systems address their assumption at the beginning of the
procedure because it might not work perfectly if any of them were altered.

• Outcome. the solution provided by the system including the accuracy of the result under the previous criteria.
• Drawback. the limitations of the system based on the required data, assumptions, and outcomes. The future
work usually starts by discussing and discovering these drawbacks and the attempt to solve them.

There could be more criteria to cover, but it requires insight and evaluation of each system which seems outside the
scope of the current review. We might make an approximation for the time and effort for the rendering and processing,
but the result would not be trustworthy without any quantitative data.
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An overview of these criteria to compare the previous methods from selected papers are presented in Table 1. These
papers were chosen based on two factors: (1) significance in their field, (2) provide an insight for our future work.

9 OPEN PROBLEMS AND FUTUREWORK

While interactive illumination for photorealistic scenes in augmented reality/mixed reality has been the major focus on
many research and industrial issues for many years, still there are many open problems and future work that could be
accomplished.

Most current methods are based on a static scene assumption that enables capturing spatial variation in scene
illumination which requires significant effort during capturing and processing. Also, developing techniques for esti-
mating material properties on the surfaces in scenes could help find methods to measure and estimate varying spatial
illumination. Computer vision improvement accompanied by enhanced capturing devices would highly develop this
field. For instance, ARToolKit by DAQRI, Tango by Google [91], Vuforia by PTC Inc, and ARKit by Apple are examples of
software development kits that use computer vision to provide more techniques for a robust inverse global illumination
which could increase the accuracy of virtual objects simulation that affect the real scenes.

Furthermore, most of these kits are compatible with many development tools that could ease the work, such as
Xcode for ISO developer adds these packages to existing IOS projects leveraging IOS rendering technologies, in Android
Studio the Android developer can add the kit experiences to existing apps using Java APIs and C++ APIs. Also, it works
with 3D engines like Unity and Unreal to build a game or high-fidelity 3D experience, then run this application on
IOS or Android devices. Some also support developments of Universal Windows Platform (UWP) apps for selected
Intel-based window devices, including Microsoft surfaces and HoloLens.

The generalization of existing methods for photorealistic objects added in images makes them limited. The most
problematic area involves complex illumination environments and specular objects where future studies are an attempt
to present specific assumptions to solve each problem and create a more robust and accurate physical estimation for
illumination environments.

A similar problem that should also be subject to further research is about the photorealistic object augmented in the
video to provide a dynamic real-time illumination and features in mixed reality. The primary challenge is ensuring the
consistency of estimating the material properties such as color and reflectance, with correct illumination, throughout
the video feeds. Both the new and optimized schemes can be developed if the temporal coherency took into account by
deriving it from the scene which could increase the challenge to allow different lighting conditions for spatial variation
within the scene simultaneously. For example, we could save time and money for making a real-time online application
for entertainment productions. Other limitations arise from the LDR content to composite photorealistic virtual objects
into images or video. The availability of HDR would open many possibilities for improving more robust and general
methods. The inverse tone mapping and recovering HDR lighting conditions from LDR media are some of the rousing
methods for future researches.

As we mentioned before, the realistic real-time rendering that could capture and estimate the correct illumination
is still an open area for research and development. It includes general interactions among real and virtual objects,
glossy materials, dynamic scenes, and global illumination environments. Therefore, developing rendering algorithms for
mixed reality especially for mobile devices is a significant part of the future work that will allow extensive embracing
of photorealistic augmented reality. For instance, using photorealistic augmented reality systems for easing some
challenges among mental health patients who have Parkinson’s disease [9], Attention Deficit Hyperactivity Disorder
(ADHD) [1], Autism Spectrum Disorder (ASD) [15], and phobia [45]. Improving the psychological presumptions of
Manuscript submitted to ACM



Real-Time Illumination and Visual Coherence for Photorealistic Augmented/Mixed Reality 25

the human brain by making this application more realistic and well-blended with the real world could provide better
results in the future.

Industrial organizations have been funding more academic augmented and mixed reality research. Many publica-
tions focused on topics that enhanced and served each structure’s work requirements. The realistic results in global
illumination would support the publicizing and advertising for sale of industrial products in general.

In the reverse process, these methods could be used by computer vision techniques for discovering forged or altered
images, and the video and authenticity of these media could be used for forensic evidence, for instance. There are many
applications and methods involved in this area, and by focusing on one problem at a time, many goals could be achieved.
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Table 1. comparison of the overviewed methods from the selected papers that we covered forcing on four criteria: required input,
assumption, outcome, and drawback.

Method Required Input Assumptions Outcome Drawback
ACQUISITION OF LIGHTING

Image-Based Lighting
P. Debevec,
1998, [19]

HDR using a light
probe.

Distance scene
without reflectance
model.

Acquire the real scene light-
ing effects with a good time
and effort using differential
rendering.

Limited physical accuracy
there is no central projec-
tion point.

Schwandt
et al.
2016 [96]

Single RGB-D cam-
era LDR.

The light source is
only a white light
on the top of the
scene.

Convincing reflections
from the real scene and
other virtual objects.

Incoherent reflectance on
some surfaces that facing
the camera.

Temporally-Variant Illumination
Knecht
et al.,
2010 [54]

LDR video using
the fish-eye camera.

Available real scene
geometric model
with known martial
properties.

Simulate the direct incident
light and track the camera
and lamp position.

Double shadowing and in-
consistent coloring in some
cases.

Liu et al.
2012 [66]

Set of real-life
videos on moving
the camera.

Access to informa-
tion like daytime
and GPS coordi-
nates. Detect some
planar surfaces.

Visual coherent of the re-
sults along with the video
sequences.

Partial 3D data about the
visible final scene is miss-
ing.

Son et al.
2012 [98]

Omnidirectional
camera with LDR
sensor.

Obtain only one
light source.

Improve time-consuming in
HDR.

Limited computation per-
formance and bandwidth on
mobile devices. No shadow-
ing.
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Table 1. comparison of the overviewed methods from the selected papers that we covered forcing on four criteria: required input,
assumption, outcome, and drawback.

Method Required Input Assumptions Outcome Drawback
Gruber et al.
2015 [36]

RGB-D sensor. Static geometry and
illumination for the
real scene, the light
is white.

Handle the dynamic change
of light sources and scene
geometry with more 3D in-
formation.

Slow updating reconstruc-
tion, needs filtering to fix
the noise. Only support the
diffuse light.

Spatially-Variant Illumination
Unger et al.
2009 [73]

HDR video + light
probe.

No major light
field variation
in the other two
dimensions.

Capture and reproduce the
spatial variation details in
one dimension.

Limited spatial and angu-
lar resolution. Limited accu-
racy measurements.

Nowrouze-
zahrai et al.
2011 [80]

HDR light probe. The light spatial
variation could
be combined into
a directional dis-
tribution. Static
geometry.

Consistent appearance,
solve light integration and
dynamic visibility.

Shadow only works on
static virtual objects. Diffi-
culty in computing the soft
shadow from the environ-
mental light.

Unger et al.
2013 [105]

Multiple filtered
frames of HDR
panoramic.

Stationary scene. Adopted techniques from
pre-computed radiance
transfer (PRT) to extend the
dynamic processing and
rendering.

Simultaneously capturing
both the temporal and spa-
tial domains.

Corsini et
al. 2008 [18]

Stereo light probe
(two reflective
spheres).

The world coordi-
nate origin is co-
incident with the
spheres.

Estimate the light source po-
sitions robustly.

Acquiring light sources and
scene geometry simultane-
ously.

Banterle et
al. 2013 [8]

Single HDR light
probe.

Distant lighting,
relighting as
photographs.

A plausible reconstruction
of the local illumination en-
vironment.

The accuracy of modeling
the scene based on the pos-
sible primitives. Occluded
geometry.

REGISTRATION AND ESTIMATION OF LIGHTING
Explicit Geometric Registration

Debevec et
al. 2004 [21]

HDR light probes.
Reflectance prop-
erties are recon-
structed

Isotropic reflection
surfaces where the
light source must
only move within a
single plane of inci-
dence.

Obtain a geometric model
with illumination rendering
consistent from real pho-
tographs and reflectance
properties.

Surfaces with specular re-
flectance are not featured.
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Table 1. comparison of the overviewed methods from the selected papers that we covered forcing on four criteria: required input,
assumption, outcome, and drawback.

Method Required Input Assumptions Outcome Drawback
Meilland et
al. 2013 [75]

LDR RGB-D. The camera re-
sponse function
(CRF) is a simple
non-linear with the
auto shutter.

Dense 3D HDR
environment-model
estimation.

Complex to calibrate au-
tomatic shutter variations,
only consider static objects,
flickering.

Photometric Registration From Implicit Geometry
Nishino et
al. 2004 [79]

Environment map
using the human
eye as a probe.

The eccentricity
and curvature ra-
dius at the apex, the
same intensity for
the entire image.

Estimate the illumination
of the scene from imaging
corneal system and relight-
ing faces.

Limited dynamic range, the
limited extent of reflections.

Knorr
and Kurz
2014 [55]

A single image of a
human face.

A distant light,
close frontal head
poses needed.

Estimate the real scene
lighting condition in real-
time.

Only focus on the frontal
pose, the approximation of
radiance transfer function
(RTF) is coarse.

Photometric Registration From A Specular
Jachnik et
al. 2012 [41]

Live Image of Spec-
ular surface.

Distant light, con-
stant reflection,
Consistent spec-
ular component
through the whole
surface, The sur-
face radiance is
proportional to the
irradiance.

Dense illumination infor-
mation in real-time from
the surface light field.

Limited dynamic range by
the camera.

Photometric Registration From Diffuse Reflections
Gruber et al.
2012 [35]

RGB-D sensor color
Image and depth
map.

Known scene ge-
ometry, diffuse sur-
faces (Lambertian
reflectance model),
the light color is
white and distant.

Estimate light from the ob-
served reconstructed model
using SH.

Slow dynamic reconstruc-
tion, static camera, visual ar-
tifacts such as aliasing. The
quality depends on surface
normal vectors, only diffuse
shadow, and lighting.
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Table 1. comparison of the overviewed methods from the selected papers that we covered forcing on four criteria: required input,
assumption, outcome, and drawback.

Method Required Input Assumptions Outcome Drawback
Gruber et al.
2015 [36]

RGB-D sensor color
Image and depth
map.

The light is distant
and white. Estimate
light with visual co-
herence in dynamic
scenes.

Restrict to diffuse light
transport and materials.

Geometry reconstruction
quality and depth range are
based on the sensor, visual
artifacts.

Boom et al.
2017 [12]

RGB-D sensor color
Image and depth
map.

Diffuse surfaces
(Lambertian re-
flectance model).

Estimate a point light posi-
tion in the recorded scene.

Estimation of a Single point
light source only, limited
cast shadow.

Photometric Registration
Haller et al.
2003 [37]

Image and depth
information of the
real objects.

The light does not
fall directly on the
non-rigid objects,
distant scene.

Calculate the silhouettes to
extract the shadow volume
in real-time and estimate
the light source.

Shadow volume limited to a
certain radius (distance be-
tween two objects), limited
stencil volume size, and one
light source only.

Shi
2017 [97]

Two HDR video
one for environ-
ment map and
other for input.

Specular compo-
nent not significant
for the light source.

realistic reflection effects
based on the physical light-
ing conditions It worked
on limited parameter adjust-
ments and BRDF models
based on user edit.

Limited materials.

Photometric Registration from Images
Marschner
1999-
1998 [71,
72]

A series of pho-
tographs and con-
vexly curved sam-
ples with homoge-
neous BRDF

Stable light source high resolution and accu-
racy of surfacematerial on a
large scale illumination and
reflection directions with-
out any special equipment.

Only work with flat sam-
ples.

Loscos et
al. 1999-
2000 [67,
68]

A series of pho-
tographs from dif-
ferent several view-
point

Surfaces are diffuse. Reconstructing real scene
geometry and present
a method to recover re-
flectance and interactive
relighting considering
shadow.

Does not include indirect
lighting calculations.

Poulin et al.
1998 [84]

Set of photographs Arbitrary camera
parameters.

3D geometry reconstruc-
tion and texture extraction.

User interference, not an au-
tomated system.
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Table 1. comparison of the overviewed methods from the selected papers that we covered forcing on four criteria: required input,
assumption, outcome, and drawback.

Method Required Input Assumptions Outcome Drawback
Mandl et al.
2017 [70]

Pure synthetic im-
ages which then ap-
plied to real image
data-set.

Known object in the
scene

Train convolution neural
network (CNN) for high-
quality illumination estima-
tion

Limited dataset, large CNN
instances, not an automated
system for object recogni-
tion.

Weber et al.
2018 [107]

single image,
a database of
environment maps

Known 3D object Developing a deep learning
method to estimate indoor
lighting.

Must re-train different il-
lumination prediction net-
works for other new ob-
jects and material proper-
ties. Must estimate geome-
try and material properties
to train the neural network.

Gardner et
al. 2017 [28]

a single and lim-
ited field of view im-
age, LDR environ-
ment map dataset

Spherical Scene, ig-
nore occlusion

A lighting classifier that
is robust and annotate the
light location automatically
and train a deep neural
network for light location
and intensity prediction in
a scene.

The warping operator can-
not model occlusions. The
method failed on images
that have ambiguous pho-
tometric or geometric cues.
The light size could be de-
tected as smaller than it
seems.

Photometric Registration For Outdoor Scenes
Lalonde et
al. 2009 [62]

single outdoor im-
age

The surfaces albe-
dos are known, the
sun visibility inde-
pendent from its po-
sition.

Calculate the probability
distribution over the posi-
tion of the sunlight and
its visibility to estimate the
scene illumination condi-
tions.

Some resulting estimations
are weak. Several assump-
tions to reduce the problem
complexity which could not
be true all the time.

Liu et al.
2015 [65]

Single outdoor im-
age.

The shadow casts
on planar Lamber-
tian surfaces, object
position at world
coordinate origin.

Estimate sunlight direction
using the shadow cast on
object modeling and recog-
nition.

Limited range of the view-
point, object bounding box
with inaccuracy detection
could lead to error in sun-
light direction estimation.
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Table 1. comparison of the overviewed methods from the selected papers that we covered forcing on four criteria: required input,
assumption, outcome, and drawback.

Method Required Input Assumptions Outcome Drawback
Barreira et
al. 2018 [10]

GPS location,
weather API for sky
condition, ALS of
the mobile device
for illuminance
measure.

Outdoor scenes. Estimate the illumination
condition then reconstruct
the sun position and di-
rection, detect dynamic
shadow.

The object and mobile de-
vice should be in the same
location. The object not
halfway in shadow. Nonlin-
ear color correction, the sys-
tem only works in outdoor.

COMPOSITION AND GLOBAL ILLUMINATION
Shadows In Common Illumination

Ritschel
2011 [88]

High quality for
Imperfect Shadow
Maps (ISM).

Known geometric
model of the scene
and light informa-
tion.

Compute interactive Indi-
rect illumination in dy-
namic scenes Some spatial
details could be lost.

The light should be smooth.

Everitt and
Kilgard
2003 [22]

Triangles Models
for occluding
objects.

Ideal point light
source. Detect the
shadow area in the
scene.

Incorrect shadow based on
shadow depth count of the
stencil value.

Ineffective use of the two
passes render.

Diffuse Global Illumination
Rohmer et
al. 2015 [89]

Several HDR fish-
eye video cameras.

The low frequency
for the remaining
illumination of the
indirect radiance at-
las.

Consistent simulation of
the illumination effects
adapting to temporal
deviations.

Required external tracking
and was designed for dif-
fused objects more than
other materials.

Franke
2013 [26]

Image and depth
map from the RGB-
D sensor.

Known scene geom-
etry.

Visual coherence and re-
lighting method for realistic
indirect reflection between
real and virtual objects.

Illumination bleeding and
anti-radiance cause by
some artifacts and the high
cost of the procedure.

Specular Global Illumination
Knecht
et al.,
2010 [54]

LDR video using
the fish-eye camera.

Available geometric
model of the real
scene with known
martial properties

Simulate the direct incident
light and track the camera
and lamp position.

Double shadowing and in-
consistent coloring in some
cases.

Kan and
Kaufmann
2012 [48]

3D scene data,
video image, en-
vironment image
fish-eye.

Static objects. High-quality specular ef-
fects with the depth of field
effect and anti-aliasing.

Color bleeding and dif-
fuse indirect lighting not
featured, accurate camera
tracking.
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