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Fig. 1. (Left) Our constraint bubble model allows distinct liquid (green) and solid (red) bodies to physically interact across completely unsimulated air gaps.
(Middle) Immersed bubbles denser than water correctly sink, despite the interior degrees of freedom being radically reduced with our affine region model.
(Right) Our affine region model also enables a convenient and flexible approach to liquid adaptivity with irregularly shaped coarse tiles (green).

We propose to enhance the capability of standard free-surface flow simula-
tors with efficient support for immersed bubbles through two new models:
constraint-based bubbles and affine fluid regions. Unlike its predecessors,
our constraint-based model entirely dispenses with the need for advection
or projection inside zero-density bubbles, with extremely modest additional
computational overhead that is proportional to the surface area of all bubbles.
This surface-only approach is easy to implement, realistically captures many
familiar bubble behaviors, and even allows two or more distinct liquid bodies
to correctly interact across completely unsimulated air. We augment this
model with a per-bubble volume-tracking and correction framework to mini-
mize the cumulative effects of gradual volume drift. To support bubbles with
non-zero densities, we propose a novel reduced model for an irregular fluid
region with a single pointwise incompressible affine vector field. This model
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requires only 11 interior velocity degrees of freedom per affine fluid region
in 3D, and correctly reproduces buoyant, stationary, and sinking behaviors
of a secondary fluid phase with non-zero density immersed in water. Since
the pressure projection step in both the above schemes is a slightly modified
Poisson-style system, we propose novel Multigrid-based preconditioners for
Conjugate Gradients for fast numerical solutions of our new discretizations.
Furthermore, we observe that by enforcing an incompressible affine vector
field over a coalesced set of grid cells, our reduced model is effectively an
irregular coarse super-cell. This offers a convenient and flexible adaptive
coarsening strategy that integrates readily with the standard staggered grid
approach for fluid simulation, yet supports coarsened regions that are arbi-
trary voxelized shapes, and provides an analytically divergence-free interior.
We demonstrate its effectiveness with a new adaptive liquid simulator whose
interior regions are coarsened into a mix of tiles with regular and irregular
shapes.
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1 INTRODUCTION
As the visual fidelity of commercially available liquid animation
software has improved over the last decade or so, there has been
increased interest in capturing the delightful and characteristic be-
haviors of immersed bubbles. Whether considering the glugging
of soda poured from a bottle or the swirling air pockets entrained
by a splashy flow, we concur with the titular observation of Green-
wood and House’s early work in this domain: liquid animation is
simply better with bubbles [Greenwood and House 2004]. Unfortu-
nately, bubbles and related two-phase phenomena have quite often
been neglected in practical liquid solvers because the computational
cost is significant. One must typically solve for the entire air re-
gion’s motion, despite its interior velocities being invisible and often
largely irrelevant to the surface motion. Furthermore, water and
air differ in density by about three orders of magnitude, leading
to ill-conditioned linear systems that strain numerical solvers (e.g.,
[MacLachlan et al. 2008]).
Ideally, one would like to completely avoid simulating the air,

or at least drastically reduce the degrees of freedom spent on cap-
turing it. It is standard in computer graphics to ignore the air and
assume a free-surface boundary condition at the interface [Bridson
2015]. Unfortunately, this treats air as a massless void that collapses
when entrained by the liquid, because there is no opposing force
preserving its volume. Some lightweight solutions for the air that
partially addressed this issue were proposed in prior work, either
implicitly through a costly stream function model [Ando et al. 2015],
or explicitly with a weakly coupled compressible model that still
requires advecting and projecting the air [Aanjaneya et al. 2013;
Patkar et al. 2013]. In the present work, we address this challenge
with two new models: constraint bubbles and affine regions.

We first propose a constraint-based model for negligible-density
bubbles that considers only the net flux into (and out of) a given
bubble. It entirely dispenses with advection and projection inside
the bubble, and requires just one Lagrange multiplier per distinct
bubble. This surface-only approach entails minimal overhead, it
easily integrates with existing free-surface flow solvers, and yet it
realistically captures many familiar bubble behaviors. It can even
allow for two or more distinct liquid bodies to correctly interact
across completely unsimulated air, such as water volumes separated
by air in a tube, which is not possible with the schemes noted above
[Aanjaneya et al. 2013; Ando et al. 2015]. We augment this model
with a per-bubble volume-tracking and correction framework in
order to minimize the effects of gradual volume drift.
While nearly zero-density bubbles is a very common situation,

non-zero density coefficients also arise in many compelling two-
phase scenarios. Therefore, our second contribution is a novel re-
duced model for an irregularly shaped fluid region over which we
assume a single pointwise incompressible affine vector field. This
approach requires only 11 interior velocity degrees of freedom per
affine fluid region in 3D, and naturally handles the general case of
non-zero density coefficients. Applied to simplify the interior of a
secondary fluid phase immersed in water, our algorithm allows a
sphere of neutrally buoyant immiscible liquid to remain perfectly
stationary, while a heavier immiscible liquid sphere will correctly

sink. Thus, constraint bubbles and affine regions provide comple-
mentary treatments for two-phase scenarios: constraint bubbles
offer a simple and efficient mechanism for zero-density bubbles,
while affine regions accelerate the traditional ghost-fluid two-phase
approach [Hong and Kim 2005; Kang et al. 2000] for non-negligible
density settings by radically reducing the number of interior degrees-
of-freedom.

Next, we observe that since affine regions enforce a single incom-
pressible vector field over a coalesced set of grid cells, we have in
effect constructed an irregular coarse super-cell — this idea gener-
alizes beyond bubbles to enable a new adaptivity strategy. Similar
in spirit to prior schemes exploiting tall-cell grids [Chentanez and
Müller 2011; Irving et al. 2006], stretched grids [Zhu et al. 2013],
and octree grids [Losasso et al. 2004], our proposed technique offers
a convenient and flexible coarsening strategy that integrates readily
with the usual staggered uniform grid; yet unlike its predecessors, it
supports coarsened regions that are arbitrary voxelized shapes and
provides an analytically divergence-free interior. Compared to octree,
tetrahedra, or nested grid adaptivity schemes our method requires
simpler data structures and minimal overhead, and is more flexible
than axially stretched or tall-cell approaches. We demonstrate its
effectiveness with a new adaptive free-surface liquid solver whose
interior regions are coarsened into a mix of tiles with regular and
irregular shapes.
The pressure projection step in all of the above schemes can be

reduced down to solving a symmetric and positive definite (SPD)
linear system, which suggests the potential to develop fast numerical
solvers. Therefore, to achieve efficiency in practice, we propose
several Multigrid-based preconditioning schemes that are tailored
to the particular characteristics of our new discretizations.

In summary, our contributions are the following:
• A constraint-based model for immersed zero-density bubbles,
that entirely avoids advection/projection inside the bubble,

• A reduced fluid model based on pointwise divergence-free
affine vector fields that supports irregularly-shaped regions,

• A tile-based strategy for flexible and adaptive spatial coars-
ening that is built on top of the above affine model, with
applications to single- and multi-phase flow simulations,

• Efficient Multigrid-based preconditioners for Conjugate Gra-
dients that are tailored to the preceding models, and

• A region-tracking and volume-correction strategy to compen-
sate for drift in multi-component, topology-changing flows.

2 RELATED WORK
We focus our review on the grid-based fluid simulation approaches
most relevant to our work; see [Bridson 2015] for an overview.
Although outside the scope of our work, smoothed particle hydro-
dynamics approaches for two-phase flow (e.g., [Müller et al. 2003;
Solenthaler and Pajarola 2008]) and adaptivity (e.g., [Adams et al.
2007; Solenthaler and Gross 2011]) have also been widely explored.

Multiphase Flow. Popular immiscible two-phase flow methods in
computer graphics primarily derive from the boundary condition-
capturing approach of Kang et al. [2000]. This approach simulates
both air and fluid, enforcing incompressibility through a pressure
projection scheme that treats the discontinuous jump in fluid density
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Fig. 2. (Top) Our constraint-bubble approach recovers the familiar glugging
motion of liquid pouring through the neck of the water cooler, without
simulating the air region. (Bottom) A standard free-surface liquid simulation
fails to recreate the expected motion.

sharply at the air-water interface using a ghost fluid method. Hong
and Kim [2005] first made use of this scheme, with a variety of
subsequent enhancements following later [Boyd and Bridson 2012;
Kim et al. 2007; Losasso et al. 2006; Mihalef et al. 2006]. The work of
Kim et al. [2007] is particularly relevant as it focuses on animating
bubbles, but it differs from our work in that their air bubbles are
all fully simulated. In contrast to these sharp interface approaches,
authors such as Song et al. [2005] and Zheng et al. [2006] have used
a continuous variable-density pressure solve to simulate multiphase
flow, also referred to as a diffuse interface approach.

Particle Bubbles. The use of secondary sub-grid scale particles is
another natural way to add bubble details to free-surface flows; an
early example is the work of Greenwood and House [2004]. More
recent instances of this strategy include the work of Hong et al.
[2008] and Busaryev et al. [2012]. An interesting recent hybrid is
the approach of Patkar et al. [2013], which unifies the treatment of
sub-grid and grid-scale compressible bubbles to allow tiny bubbles
to oscillate and also coalesce into larger ones. An approach along
these lines is likely compatible with our method, but we restrict our
attention to grid-resolvable bubbles.

Augmenting Free-Surface Models. Our work is closely related to
bubble simulation methods that augment a free-surface flow solver

with partially decoupled or fully unsimulated grid-scale bubbles.
Aanjaneya et al. [2013] proposed an equation of state approach to
simulate two-way coupling of an incompressible liquid to a com-
pressible, fully simulated air phase. They also suggested a simplified
variant that assumes constant pressure in the air phase to approxi-
mate each bubble’s influence with a single pressure degree of free-
dom and thereby partially decouple the air phase. This approach
produces a linear system for liquid incompressibility with a similar
structure to our constraint bubbles. However, it involves extra terms
to support air compressibility and it assumes that bubbles possess
non-negligible air mass that must be tracked. This necessitates a
secondary pressure projection within each bubble and conservative
advection for the air mass. As such, the method’s computational
cost scales with the full domain volume, whereas our constraint-
bubbles method scales with the liquid volume. Furthermore, despite
air density being present in the equations, we show later that the
constant pressure model fails unless the bubbles have very low den-
sity. Lastly, while accurate bubble oscillations are critical to sound
generation (e.g., [Langlois et al. 2016; Zheng and James 2009]), they
are irrelevant for a wide range of strictly visual applications, so we
prefer a fully incompressible treatment.
Ando et al. [2015] proposed a stream function approach for free-

surface flows which expresses the pressure projection in terms of
a vector potential. Standard vector calculus identities ensure that
this representation provides incompressible velocities for the air by
construction, even while assuming air density of zero and without
simulating air at all. This approach is quite elegant, yet potentially
less attractive in practice for a few reasons. First, the stream function
approach entails a radically different and relatively complex dis-
cretization compared to standard solvers, requiring many standard
fluid solver features be re-developed from the ground up. Second
and more fundamentally, because the stream function is a three-
component vector, the resulting linear systems are vector Poisson
problems three times as large as the usual scalar Poisson problem for
pressure projection, and are therefore significantly slower to solve.
The method we propose instead requires only one extra degree of
freedom per bubble and a small additional computational cost over
a standard pressure projection. Our constraint-bubble method also
supports at-a-distance interactions with solids or between two liquid
bodies, mediated only through the unsimulated air. This is not natu-
rally supported by the stream function approach [Ando et al. 2015],
since the air region contains no stream function degrees-of-freedom
that could enable the disjoint bodies to communicate.

Solid-Fluid Coupling. The manner in which we couple grid-based
fluids to our affine fluid model is related to monolithic (or strong)
two-way solid-fluid coupling, especially in the rigid-body case.
Specifically, as noted by Jiang et al. [2015], an affine vector field
has a similar but more general structure compared to a rigid-body
vector field. Thus, requiring matching normal fluxes at the boundary
between the regular fluid and the reduced affine regions leads to lin-
ear systems that have parallels with rigid-body coupling. Klingner
et al. [2006] first considered strong coupling of rigid bodies on tetra-
hedral meshes, though subsequent work on monolithic coupling
has largely focused on regular grid approaches. Batty et al. [2007]
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considered rigid bodies, Robinson-Mosher et al. [2009; 2008] consid-
ered rigid bodies, volumetric elastic objects and thin shells, and Lu
et al. [2016] considered reduced deformable solids. Aanjaneya [2018]
recently proposed a fast solver for rigid-body coupling making use
of Multigrid ideas. Another coupling approach is that of Golas et al.
[2012], who used weak coupling between a vortex particle domain
and a regular grid-based fluid simulator.

Adaptivity and Irregular Elements. Spatial adaptivity has a long
history in liquid simulation. Many different strategies for intro-
ducing adaptivity have been proposed in the graphics literature,
including octrees [Losasso et al. 2004], tetrahedra [Batty et al. 2010;
Klingner et al. 2006], tall cells [Chentanez and Müller 2011; Irving
et al. 2006], warped grids [Ibayashi et al. 2018], Chimera grids [Eng-
lish et al. 2013], and Voronoi or Power diagrams [Aanjaneya et al.
2017; Brochu et al. 2010; de Goes et al. 2015], among others. Some
advantages of our approach include relative simplicity of implemen-
tation, flexibility of element shapes, and exactly divergence-free
interior velocities. The use of p-adaptivity (i.e., elements with vary-
ing degree polynomials) in computer graphics has been explored
in a discontinuous Galerkin (DG) framework [Edwards and Brid-
son 2014], allowing for highly detailed surfaces to be simulated;
while we considered only affine fields, polynomial extensions of
our method are also possible. The model of Edwards and Bridson
[2014] assumes a standard polynomial basis, but a variety of point-
wise divergence-free DG schemes have been developed outside of
computer graphics (e.g., [Rhebergen and Wells 2018]). Traditional
finite element methods have considered divergence-free elements
[Gustafson and Hartman 1983] as well. There has also been recent
interest in finite element variants that support general polyhedral
elements [Edwards and Bridson 2014; Manzini et al. 2014; Martin
et al. 2008]. Our method has the practical advantage of being easy
to incorporate into standard fluid animation tools based on regular
grid finite volumes.

Fluid Model Reduction and Boundary-Based Approaches. Model
reduction has been applied to smoke animation problems [Cui et al.
2018; De Witt et al. 2012; Treuille et al. 2006], by simulating in a
reduced, divergence-free basis. The basis is typically global, spe-
cific to a particular domain, and precomputed for efficiency. To
extend reduced fluid models to large domains, Wicke et al. [2009]
considered tiling the space and applying coupling between tiles.
Our incompressible affine fluid model could be viewed as a particu-
larly convenient, reduced (low order polynomial) basis, constructed
locally on the fly at each time step. Our reduced bubble models
also share a philosophical connection with recent boundary-based
models for fluids, in that the goal is to minimize the use of interior
volumetric degrees of freedom. Keeler and Bridson [2014] applied
boundary integral techniques to ocean dynamics, and Da proposed
both a vortex-based model for soap bubbles [Da et al. 2015], and a
boundary element approach to surface-only liquids [Da et al. 2016].

Volume Correction. Small errors in surface tracking and incom-
pressibility inevitably lead to volume changes in liquid simulation.
Kim et al. [2007] first proposed to use divergence sources [Feldman
et al. 2003] to recover lost volume. In particle-based models, direct
particle position/density corrections have also been incorporated

ΩS

ΩA2

ΩA1

ΩL

Fig. 3. Simulation domain with air ΩA , solid ΩS , and liquid ΩL regions.

[Kugelstadt et al. 2019; Losasso et al. 2006; Takahashi and Lin 2019].
In the absence of particles, global corrections can lead to the wrong
material component being adjusted. In a mesh-based surface track-
ing context, Thürey et al. [2010] used explicit topological change
information to update per-component volume targets. In a volume-
of-fluid context, Langlois et al. [2016] tracked bubble identities and
volumes using scalar fields in order to use their volumes for sound
generation. These authors did not describe how to redistribute vol-
ume, especially when multiple kinds of topological changes occur
simultaneously among nearby bubbles.

3 BACKGROUND
Our work builds upon standard grid-based liquid animation meth-
ods, to which Bridson [2015] provides a thorough introduction. In
this context, liquid incompressibility is enforced by the pressure
projection step which projects a given velocity field onto the sub-
space of divergence-free velocity fields. This can be expressed as
solving the PDE

ρ
∂u

∂t
= −∇p,

∇ · u = 0,
(1)

over the liquid domain, subject to p = 0 on free surfaces ("air")
and the free-slip condition u · n = uS · n at solid boundaries. In
these expressions, u is the liquid velocity, p is the fluid pressure
enforcing incompressibility, t is time, ρ is fluid density,uS is the solid
boundary’s velocity, and n is the solid boundary’s normal. In what
follows, unless otherwise stated, we use д

cm3 as the measurement
unit for all density values.

4 CONSTRAINT BUBBLES

4.1 Continuous Setting
Our constraint-based bubble model augments the standard pressure
projection with support for incompressible air bubbles. As shown
in Figure 3, we divide the simulation volume into three material
domains, ΩA, ΩS , and ΩL , corresponding to air, solid and liquid
regions, respectively. We indicate a particular bubble by integer
subscripts, e.g., ΩA1 ,ΩA2 , etc.Wewill refer to any closed continuous
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air region as a "bubble". A single liquid region may contain zero
or more bubbles within it. A liquid region may also be entirely
surrounded by a single "bubble"; that is, we make no distinction
between exterior air and submersed air, viewing all as bubbles.
Bubble and liquid regions may also be arbitrarily nested.

Our desired behavior is that each bubble preserves its total volume.
For the ith bubble, we can express this as a linear velocity constraint,

x

∂ΩAi

uA · ndA = 0, (2)

which we can separate into liquid and solid parts:
x

ΩL∩∂ΩAi

u · ndA

︸                ︷︷                ︸
Bi (u)

+
x

ΩS∩∂ΩAi

uS · ndA

︸                  ︷︷                  ︸
bSi

= 0. (3)

That is, the integrated flow through the entire boundary of a sin-
gle continuous bubble region, ΩAi , must be zero. Enforcement of
this constraint involves information about the velocity field every-
where on the bubble’s boundary (i.e., either liquid or solid velocities
touching the bubble), so we have denoted the contribution of the
liquid surface to the ith bubble as the linear operator Bi (u) and
the prescribed solid’s contribution as bSi . Crucially however, no
information about velocities interior to the bubble is required. In
some ways this is unsurprising; since we have assigned zero mass
to the bubble, its momentum is negligible and therefore a model for
the velocity interior to the bubble can be completely avoided.

Collecting all of the bubble constraints into a single vector opera-
tor B, our PDE takes the form

ρ
∂u

∂t
= −∇p −

∂B
∂u

T
λ,

∇ · u = 0,
B(u) = −bS ,

(4)

where λ is the vector of Lagrange multipliers having one component
per bubble.

4.2 Discrete Setting
We begin by directly discretizing the single-phase PDE (1) on a
standard MAC grid [Harlow and Welch 1965] in a finite volume
fashion, yielding the following indefinite linear system:( 1

∆tM DT

D 0

) (
u
p

)
=

( 1
∆tMu∗

0

)
. (5)

Here p is the vector of (discrete) pressures, and u∗ and u are the
vectors of face-normal velocity components before and after projec-
tion, respectively.M and D are the usual diagonal fluid mass matrix
and discrete divergence operator, which can be straightforwardly
adapted to simultaneously incorporate irregular free-surfaces via
ghost fluid [Enright et al. 2003] and irregular solid walls via cut-
cells [Batty et al. 2007; Ng et al. 2009]. Our examples employ this
approach. (Note that diagonal entries of M are zero for entirely air
and solid faces, so the corresponding rows and columns drop out.)
We use a row-vector Bi to represent the discretization of the

ith bubble constraint from (3), which sums the net flow across the

Fig. 4. Our constraint-based approach allows two distinct liquid regions
to correctly interact across completely unsimulated air. A moving piston
pushes liquid through the tube indirectly through constraint-bubble regions.

bubble’s incident liquid faces such that:

Biu =
∑

liquid faces of ∂ΩAi

u · nface dAface. (6)

In this expression, nface is the cell face-normal oriented out of the
bubble region, and dAface is the area of the relevant face. (If a cut-cell
methodology is used [Batty et al. 2007; Ng et al. 2009], one should
account for only the partial area outside of solids.) Effectively, this
constraint measures the aggregate discrete divergence for the entire
bubble; its corresponding multiplier λ will act as a collective pseudo-
pressure enforcing that its volume is unchanging. Since Bi only
involves liquid velocities touching the bubble, it is relatively sparse.

If the bubble touches any kinematically scriptedmoving solids, we
appropriately modify the right hand side of (6) to add contributions
from the surfaces of those solids, i.e.,

bSi =
∑

solid faces of ∂ΩAi

uS · nface dAface. (7)

Doing so allowsmoving solids to affect even liquid surfaces that they
are not in direct physical contact with, such as when an air bubble in
an enclosed tube separates a liquid from a moving piston: the force
is communicated through the bubble, as expected (see Figure 4). The
same ideas can be extended in a straightforward fashion to model
interactions with strongly coupled, dynamic rigid or deformable
bodies [Batty et al. 2007; Robinson-Mosher et al. 2009].

Stacking the bubble constraints into a single wide matrix B, and
incorporating them into (5) yields a large sparse symmetric indefi-
nite linear system that is the discrete version of (4):

©­«
1
∆tM DT BT

D 0 0
B 0 0

ª®¬ ©­«
u
p
λ

ª®¬ = ©­«
1
∆tMu∗

0
−bS

ª®¬ . (8)

This indefinite system includes the pressure, constraint, and velocity
degrees-of-freedom and is therefore quite large. However, since M
is diagonal and hence trivially invertible, we can take the Schur
complement (i.e., solve the first row for u and substitute into the
latter two rows) to eliminate velocity and arrive at a smaller SPD
system in terms of pressure and the bubbles’ Lagrange multipliers:(

∆tDM−1DT ∆tDM−1BT

∆tBM−1DT ∆tBM−1BT

) (
p
λ

)
=

(
Du∗

Bu∗ + bS

)
. (9)

After solving this linear system for p and λ, the final velocity u
can be obtained using the first row of (8). Since M is diagonal, this
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Fig. 5. A zero-density air bubble inside a liquid column rises and breaks apart
into many small bubbles. Our per-bubble volume tracking and correction
framework allows small bubbles to persist over long periods of time, across
complex topology changes, and without explicit air particles.

amounts to a simple matrix-vector multiply. The upper-left block of
(9) is the usual Poisson system and the remaining blocks account for
interaction with the bubble constraints. Compared to the standard
pressure solve, the extra Lagrange multipliers have added one row
and one column per bubble.
Our system has a similar structure to the one that arises in the

compressible flow method of Aanjaneya et al. [2013], but assumes
zero density bubbles, does not require terms related to bubble expan-
sion or compression, and supports scripted moving objects. Most
importantly, we do not require a second advection step or pressure
solve to determine the (visually imperceptible) interior air motion,
which allows us to cheaply simulate very large regions of empty air.
For small air densities, our constraint method also closely agrees
with a full two-phase flow simulation (see Figure 6).

Identifying the set of individual bubble regions can be done by
determining connected components through a simple flooding ap-
proach over air cells that share faces. The flooding must be done
over the air volume, rather than simply over connected surfaces,
so that any nesting of regions is properly identified and handled.
For example, a single bubble might contain a disconnected inte-
rior droplet; in this case the bubble should have a single volume
constraint accounting for both of these surfaces.
For the purposes of the advection phase, we perform standard

extrapolation of the liquid velocity field into the empty air region
[Enright et al. 2002].

5 AFFINE REGIONS

5.1 Motivation
As our results will demonstrate, the preceding reduced model is
ideal for the common case of (approximately) zero-density bub-
bles, since it requires only one extra degree-of-freedom per bubble
and no model whatsoever for the interior air. However, if one is
interested in animating two-phase flows with more general density
coefficients, so that the immersed phase rises more slowly, remains
neutrally buoyant, or even sinks, this choice is insufficient. That
is because its Lagrange multipliers are equivalent to one constant
pressure value on each bubble’s interior, even if one incorporates
the bubble’s desired density into the equations (as the more complex

(a) Initial single bubble (b) Full two-phase (c) Constraint bubble

Fig. 6. Our zero-density constraint-based simulation closely resembles a
two-phase simulation with a small air density of ρ = 1. The liquid density
is ρ = 1000 for both simulations.
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Fig. 7. Ideal pressure profiles for vertical one-dimensional multiphase fluids
in hydrostatic balance with each other for three different density ratios.
The pale yellow region is the immersed bubble at ρ = 1, ρ = 1000 and
ρ = 10000, while the pale magenta region has constant density ρ = 1000. A
single constant pressure is a good approximation for the bubble region in
the low-density (left) case, but would be inaccurate for the other cases.

compressible model of Aanjaneya et al. [2013] attempts to do). Exam-
ining the expected pressure profile of a 1D two-phase flow scenario
in a vertical column at hydrostatic balance (Figure 7) provides useful
intuition. For very low bubble densities, a single constant interior
pressure value is a good approximation of the true interior pressure
field. However, for moderate to high bubble density coefficients, a
constant pressure cannot produce the correct velocity update.
This observation initially led us to consider imposing a linear

model of interior pressure based on the liquid pressures surrounding
the bubble. Since a linear pressure field induces a constant pressure
gradient (i.e., velocity update) it can correct the global translation
of the bubble, and for example, recover hydrostatic balance for neu-
trally buoyant bubbles. However, a constant velocity correction is
still too limited in the vector fields it can describe. For example, a
bubble rising to collide with a boundary cannot spread out in op-
posing directions. While a higher order pressure model might yield
better results, we also found this framework somewhat unwieldy
and had difficulty preserving symmetry. Moreover, the fact that the
bubble density is no longer negligible in this setting suggests that a
model for interior momentum will be necessary.

Therefore, rather than focusing on pressure and ignoring the inte-
rior velocity field, we adopt an explicit model for the velocity inside a
coalesced region by assuming it to be both incompressible and affine.
This turns out to have several attractive properties, including ease
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(a) Full two-phase
(ρB = ρL = 103)

(b) Constraint bubble
(ρB = ρL = 103)

(c) Affine bubble
(ρB = ρL = 103)

(d) Full two-phase
(ρB = 104, ρL = 103)

(e) Constraint bubble
(ρB = 104, ρL = 103)

(f) Affine bubble
(ρB = 104, ρL = 103)

Fig. 8. Model Comparison in 2D: When the immersed fluid (i.e., bubble) has non-negligible density, constraint bubbles yield incorrect motion compared to
full two-phase simulations; however, affine region-based bubbles exhibit correct buoyancy. Initial conditions are a circular bubble; each image shows the same
time instant shortly into the simulation. Left trio: A neutrally buoyant bubble should remain stationary. Right trio: A higher density bubble should sink. In (f),
the blue simulation used a single interior affine region and the red simulation used interior tiling (§6) for improved fidelity.

of symmetry preservation, an analytically divergence-free interior
flow, and a structure very similar to well-known solid-fluid coupling
models, while still enabling us to abstract away large collections of
adjacent fluid cells.

Fig. 9. Representative divergence-free affine velocity fields (plotted as
streamlines) generated by our model, highlighting its expressiveness.

5.2 Continuous Setting
Consider a region of fluid ΩB that is constrained to possess an
incompressible affine velocity field. Such a body’s velocity uB at
position x can be described by the relation:

uB (x) = uconst + A(x − xCOM), (10)

where A = ∇uB . That is, velocity any point in the affine velocity
field is computed from the constant, translational velocity at the
center of mass xCOM plus a linear correction dictated by the velocity
gradient. (The center of mass is used for convenience, but any fixed
reference point suffices.) Some representative examples (computed
using (10)) are shown in Figure 9 to highlight the perhaps surprising
expressiveness of divergence-free affine vector fields.

To enforce incompressibility, the field must satisfy the usual con-
dition ∇ · uB = 0. Applying this constraint to (10) shows that the
velocity gradient must be trace-free, i.e., Tr(A) = 0. This constraint

leads to A having the following reduced form:

A2D =

[
a11 a12
a21 −a11

]
, A3D =


a11 a12 a13
a21 a22 a23
a31 a32 −(a11 + a22)

 . (11)

Our task now is to develop an understanding of the dynamics of a
fluid bodywith such a velocity field. Notice that if we were to instead
require the velocity field to satisfy ∇u+∇uT = 0, i.e., zero strain rate
(see e.g., [Carlson et al. 2004]), we would recover a rigid bodymotion,
where the velocity consists of translational and rotational parts.
This is a useful analogy for understanding our model, similar to the
relationship between the rigid (RPIC) and affine (APIC) particle-in-
cell models proposed by Jiang et al. [2015].

For simplicity we consider the 2D case and denote our generalized
velocity vector as vB = [u,v,a11,a12,a21]. We can then define the
matrix C(x) that extracts the Euclidean velocity uB at a point x :

uB = C(x)vB (12)

=

[
1 0 x − xCOM y − yCOM 0
0 1 −(y − yCOM) 0 x − xCOM

]
vB . (13)

The 3D case follows straightforwardly. Under our rigid body analogy,
we will also require a generalized mass matrix for the affine fluid
body, which dictates how the body’s generalized velocity vB changes
under applied forces. Since the kinetic energy of the fluid body can
be described by the integral

y

ΩB

ρB
2

∥uB ∥
2 dV =

y

ΩB

ρB
2

∥CvB ∥2 dV (14)

= 1
2v

T
B
©­«
y

ΩB

ρBC
TC dV

ª®¬ vB , (15)

the symmetric positive definite matrix MB =
t

ΩB
ρBCTCdV is

exactly our desired generalized mass matrix.
Our intention is to immerse this affine fluid body within a regular

grid-based fluid solver, and enforce two-way coupling between
them; we model our approach loosely on the rigid-body coupling
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framework of Batty et al. [2007]. Therefore, our next task is to
determine how the affine vector field of this fluid body is affected
by the surrounding pressure p of the regular fluid. As in the rigid
body case, the net translational component of the pressure force is
simply the integral of pressure acting on the body’s surface:

f const =
x

∂ΩB

pndA, (16)

where n is the affine fluid body’s surface normal. We can similarly
account for the effect on the velocity gradient components of vB
using

F linear =
x

∂ΩB

pn(x − xCOM)T dA, (17)

which plays a role analogous to the net torque on a rigid body. (The
expressions above can be derived, for example, by differentiating the
power that the surrounding fluid pressure applies on the boundary,s
∂ΩB

uB · (pn)dA, by the affine velocity degrees of freedom.) By
flattening Flinear into a vector to correspond with vB and combining
these two contributions, we form a linear operator J that transforms
(regular grid) boundary fluid pressures into generalized forces on the
affine fluid body’s degrees of freedom. Together with our generalized
mass matrix, we have an (Eulerian) update rule for our affine fluid
body in terms of our reduced degrees of freedom:MB

∂vB
∂t = Jp. (We

have handled advection separately, hence this expression does not
use the material derivative, DvB

Dt .)
Finally, ifuF denotes the velocity field of the surrounding regular

fluid, the combined pressure projection PDE that we seek to solve is

ρ
∂uF
∂t
= −∇p

∇ · uF = 0

MB
∂vB
∂t
= Jp

(18)

subject to uF = uB on their shared boundary. Incompressibility
of ΩB does not appear explicitly in these expressions because it
is enforced implicitly through the reduced velocity model. This
PDE will take tentative values for uF and vB after advection and
application of forces, and simultaneously ensure incompressibility
of both regions while handling the exchange of forces between
them. (Our approach can alternatively be derived by considering a
variational perspective, as summarized briefly in Appendix A; this
also emphasizes that the scheme is intrinsically symmetric.)
The motivating application for our reduced model is simulating

entrained bubbles, but bubbles tend to be highly deformable near
their interface, especially with low surface tension. As such, the
affine model alone is inadequate for this case because it lacks the
necessary flexibility to capture the rapidly emerging surface details
formed during bubble break-up. However, the affine approximation
is often effective for the smoother (and invisible) interior air mo-
tion away from the interface itself. We therefore adopt a standard
ghost-fluid two-phase flow model [Hong and Kim 2005] to handle
the interface conditions and a narrow interior band of air, while re-
placing only the slightly deeper interior air region(s) with our affine
model. Figure 10 compares our grid setup for constraint bubbles
and affine bubbles.

(a) Constraint bubble (b) Affine bubble

Fig. 10. Constraint bubbles use no interior fluid cells; affine bubbles pad the
interior affine region with a thin band of uniform cells to capture detailed
surface deformations. Legend: = liquid cells,#= constraint bubble region,
 = exterior bubble cells,  = interior affine region,  = solid boundary.

5.3 Discrete Setting
To discretize the coupling problem above, we adopt a standard finite
volume approach for the surrounding regular grid fluid. We assume
that the boundary between the affine and regular grid regions lies ex-
actly on grid-aligned faces, recalling that it does not correspond to a
physical boundary but rather a change of representations. (However,
one could adopt a cut-cell formulation [Ng et al. 2009] to generalize
to irregular shapes, if this was deemed beneficial.)
Directly discretizing the PDE (18) yields a symmetric indefinite

linear system:
1
∆tMF DT 0
D 0 JT

0 J − 1
∆tMB



uF
p
vB

 =


1
∆tMF u∗F

0
− 1
∆tMBv∗B

 . (19)

The first row is the usual velocity update for the regular fluid
region ΩF , where MF is a diagonal mass matrix with entries cor-
responding to regular fluid faces and −DT is the pressure gradient
operator across those faces. The second row represents the discrete
divergence of regular fluid cells, with contributions from regular
fluid faces given by DuF and from coupled affine fluid faces given
by JTvB . Finally, the third equation gives the effect of the pressure
on the affine region’s velocity. The variables u∗F and v∗B represent
the tentative velocities after applying external forces and advection.

It remains only to define the discrete mass matrixMB and discrete
pressure force operator J. The discrete mass matrix is

MB =
∑
a,i

ρCa (xi )TCa (xi ) dV, (20)

where a iterates over the axis directions (x,y, z), i iterates over all
faces in that axis having one or both of its two incident cells inside
the affine region, xi is the midpoint of the face, and dV is the volume
of a cell. The notation Ca (x) indicates the row of C corresponding
to the axis a, evaluated at x. The discrete J operator (matrix) is

Jp =
∑
a, j

Ca (xj )TpjnjdA, (21)
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Fig. 11. A bubble with higher density than the surrounding liquid correctly
sinks in 3D. Its interior is tiled with multiple affine regions, as in §6.

where a iterates over the 3 axis directions, j iterates over the faces on
the boundary of the affine region, xj is the center of the associated
face, pj is the pressure at the center of the incident regular fluid cell,
nj is the normal to that face, and dA is the area of a grid face.

To reduce the system size of (19), we can form the Schur comple-
ment to eliminate fluid velocity uF as we did for constraint bubbles:[

−∆tDM−1
F DT JT

J − 1
∆tMB

] [
p
vB

]
=

[
−Du∗

− 1
∆tMBv∗B

]
. (22)

This system is still symmetric indefinite, with a form that closely
mirrors the rigid-body coupling approaches of Robinson-Mosher
et al. [2009, 2008]; as such, it will require an indefinite solver such as
MINRES or QMR. However, if desired, a second Schur complement
can be applied with respect to the block-diagonal lower-right block,
which eliminates vB and yields a smaller symmetric positive definite
system in terms of fluid pressure alone:

−∆t(DM−1
F DT + JTM−1

B J)p = −Du∗ − JTv∗B . (23)

This system’s structure matches that of Batty et al. [2007] and is
amenable to solution with Conjugate Gradients. However, this trans-
formation comes at the cost of introducing the dense block JTM−1

B J,
which mutually couples all pressures incident on the boundary of
the affine region. Depending on the numerical strategies chosen to
solve this problem, one of these two forms may be preferable. We
defer discussion of our numerical solver to §7.2.
At each application of the above projection, we first recover the

input v∗B for the affine region using a simple least squares fit over
the region’s fluid grid faces. These are computed from standard
advection on the grid (e.g., by semi-Lagrangian, particle-based, etc.)
The least squares problem has the form

argmin
v∗B

∑
a,k

(
ua,k − Ca (xi )v∗B

)2
, (24)

where a iterates over the axes, i iterates over all grid faces of the
affine region, and xi is the face midpoint (velocity sample point).
We conclude this section by observing that, despite our original

motivation being bubbles, our divergence-free affine fluid model
makes no assumptions that are specific to the two-phase setting. It
can therefore also be applied to the interior of a free-surface flow
with the same benefit of reducing its active degrees-of-freedom.

Fig. 12. Left: A free-surface flow with a single interior affine region (green).
Right: The same flow subdivided into a mix of regular (square) and irregular
affine tiles for greater flexibility.

(a) (b) (c) (d)

Fig. 13. (a) A 2D ball of free-surface fluid is released under gravity, and falls
to collide with the circular domain boundary. (b) Ground truth uniform grid
simulation. (c) A simulation with a single interior affine region (green) is
insufficiently flexible for this scenario. (d) A simulation using tiled affine
regions provides a much closer match to the ground truth.

6 TILED AFFINE REGIONS FOR ADAPTIVITY
The preceding affine model provides an effective approximation
for the interior of fluid bodies with modest sizes, both for single-
phase free-surface and multiphase flow scenarios. At the same time,
a single affine region is inherently limited in the complexity of
velocity fields that it can describe. Therefore, to further extend our
model’s usefulness to even larger interior regions, we propose a
simple tiling strategy that uses multiple medium-sized affine regions,
stitched together by thin layers of uniform regular grid cells. As can
be seen in Figure 12, this leads to fine uniform cells in a band around
interfaces, irregularly shaped affine tiles next to them, and finally
large rectangular tiles filling the deeper regions. On the interior, a
one-layer band of uniform cells is placed between affine tiles. Our
tiling approach drastically reduces the degrees-of-freedom needed
to capture a large domain, while providing a good qualitative match
to fully uniform grid flows, as in Figures 13 and 14.
There are several additional advantages to this approach. Com-

pared to an octree, tetrahedral mesh, or Chimera grid approach, it
is much simpler to integrate into a regular grid simulation pipeline,
since it requires no elaborate data structures or complex (re)meshing.
It provides more effective and general coarsening than tall cells or
stretched grids. Notably, it provides analytically divergence-free
fields in the coarsened regions, a feature which may be useful for
some applications that no competing adaptivity method for fluid
animation provides. The J and MB matrices needed for perfectly
rectangular tiles can be precomputed and reused for efficiency.
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Fig. 14. A high resolution splashing scenario. Top-left: Initial conditions.
Top-right: Uniform grid simulation. Bottom-left: A simulation with interior
tiled affine regions offers a close qualitative match. Bottom-right: Cutaway
view of the interior tiling.

7 IMPLEMENTATION DETAILS

7.1 Volume Tracking and Correction
To foster adoption in existing industrial pipelines, we have inten-
tionally chosen to extend the standard free-surface FLIP method
[Zhu and Bridson 2005]. Whereas previous Eulerian (or hybrid)
methods for bubbles employ multi-material level sets or particles
to directly track both the liquid and bubble regions, we instead ex-
tend basic FLIP by simply labeling any simultaneously non-solid
and non-liquid region as a bubble. However, it is well-known that
accumulated numerical advection errors cause liquid FLIP particles
to separate or condense over time [Kugelstadt et al. 2019], inducing
erroneous volume change and occasionally creating spurious empty
gaps or voids. Since we do not explicitly track the air geometry, liq-
uid volume drift destructively modifies the implied bubble volume
with it, while artificial voids give birth to false bubbles that begin to
rise. In turbulent simulations along solid boundaries, this can even
give the appearance of solid surfaces boiling. Explicit tracking of the
bubble material could prevent voids and somewhat reduce volume
change, but would also add nontrivial overhead. To address these
issues, we propose to track bubbles implicitly by augmenting each
FLIP particle with a new bubble ID attribute.

We build a mapping of bubble identities from one time step to the
next using the old bubble IDs stored on the FLIP particles from the
previous step and the bubble IDs assigned to new bubble regions
that those particles end up next to in the current step. In Figure
15, particles are initially assigned the ID of their adjacent bubble
and, after advection, the particle IDs are used to map the old bubble
IDs to the new bubble IDs. This mapping forms a bipartite graph,
where nodes represent bubble regions and edges indicate whether
bubbles have simply advected or undergone more complex merging
and splitting.

A

B

C

D

(a) Start of step.

G

E F

H

(b) After advection.

A

B

C

D

E

F

G

H

Old bubble
regions

New bubble
regions

(c) Bubble graph.

Fig. 15. Based on empty regions and their surrounding particle labels (a)
before and (b) after advection, we construct a bipartite graph (c) to conser-
vatively redistribute target rest volumes. Two cases of note are: (1) bubble A
splits while partially merging with B; (2) bubble H is a spurious void formed
by minor particle advection errors, which should be collapsed away.

Removing Spurious Void Bubbles. Using this mapping, void bubbles
correspond to new bubble ID nodes with no incoming edges. We
seek to collapse them away by applying a negative (rather than
zero) divergence [Feldman et al. 2003]. A bubble’s volume change
relates to its divergence by∫

ΩB

∇ · u ≈
V n+1
B −V n

B
∆t

, (25)

where a bubble is driven to collapse by setting V n+1
B = 0.

Volume Correction. Equation 25 can also be used to correct volume
drift by setting a bubble’s target volume to its initial rest volume,
V n+1
B = V 0

B . For old-new bubble pairs having a one-to-one mapping,
we simply copy the rest volume from the old bubble to the new. For
more complex scenarios where bubbles have possibly split and/or
merged, it is not possible to directly assign rest volumes. Instead,
we find connected components in the bipartite graph of bubble
mappings and redistribute the current rest volumes for all old bubble
regions in the set. Updated rest volumes are assigned according to
the volume of each new bubble relative to the accumulated volume
of each new bubble region in the set:

V 0
Bi =

V N
Bi∑

k ∈GN
i
V N
Bk

∑
j ∈G0

i

V 0
Bj . (26)

where V 0
Bi

and V N
Bi

are the rest and current volumes of the ith new
bubble, and GN

i and G0
i are the set of new and old bubbles in the

connected component containing the ith bubble, respectively.
This componentwise volume tracking and correction approach

is very general in nature, and so can also be applied to the liquid-
phase to good effect, or even free-surface FLIP simulations without
bubbles.

7.2 Optimized Linear Solver
7.2.1 Faster Matrix-Vector Multiplication. As with rigid-body cou-
pling, the affine contribution J⊺M−1J in the SPD system (23) contains
a dense block that mutually couples all cells on an affine region’s
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boundary, quickly becoming a bottleneck. We adopt the suggestion
of Bridson [2015] to exploit this block’s low rank [Batty et al. 2007]
by storing it in factored form and, when needed for Conjugate Gra-
dients, performing three sparse matrix-vector multiplications in
place of a single much denser one.

7.2.2 Multigrid Preconditioning. Both constraint bubbles and affine
fluid regions are reduced models that represent immersed bubbles
either with one Lagrange multiplier, or a small layer of exterior
cells with an interior affine velocity field. This reduction in the total
number of degrees of freedom increases simulation performance.
However, our experiments using a parallelized diagonal precondi-
tioned Conjugate Gradients (PCG) solver indicate that the major
computational bottleneck is ultimately the much larger liquid do-
main. Recent work by Aanjaneya [2018] proposed an efficient solver
for multi-domain systems using a Schur-complement method that
applies a direct solver on the reduced model and a geometric Multi-
grid V-cycle for the liquid domain. Because our affine bubble model
includes exterior cells at the bubble’s boundary, the cost of a direct
solve per solver iteration can be prohibitively expensive. Instead,
we propose a simplified preconditioner that couples a lightweight
smoothing routine over the bubble’s domain and a Multigrid V-cycle
over the liquid domain.

The preconditioner computes an approximate solution to As = r,
where A is the linear system from either (9) for constraint bubbles,
or (23) for affine fluid regions. We partition the degrees of freedom
into liquid regions ΩL , and bubble regions ΩB , which we denote by
sL and sB , respectively. We found that extending the bubble domain
to overlap with the liquid domain in a three voxel-wide narrow
band gave faster convergence and better performance, so the minor
additional cost was a worthwhile trade-off.
We first apply several iterations of a damped-Jacobi smoother

over the bubble region, denoted by the approximate inverse operator
A‡ in Algorithm 1. Then, we apply a geometric Multigrid V-cycle
to ΩL , denoted by A†

L , closely following McAdams et al. [2010].
To account for the intermediate values in the bubble domain, we
modified the right-hand side vector as rL −ALBsn−1B , where ALB is
the subsystem of A that couples the bubble regions with the liquid
domain. After applying a V-cycle, the same smoothing routine A‡ is
applied to each bubble region, this time accounting for intermediate
values from the liquid domain, by modifying the right-hand side
vector as rB − ABLsnL (where ABL is the transpose of ALB ). Note
that each V-cycle A†

L is sandwiched between two applications of
the smoother A‡, preserving the symmetry of our preconditioner.
Intuitively, Algorithm 1 is trying to solve a two-way coupled

system by performing outer iterations on a partitioned solver until
convergence. This is also similar in spirit to the iterative scheme
proposed by Aanjaneya [2018] to approximate the solution to the
Schur-complement system. Moreover, like Aanjaneya [2018], we
observed that increasing the total number of iterations N inside
the preconditioner improved solver convergence. However, in our
experiments we found that the additional cost of applying subse-
quent V-cycles outweighed the reduction in the total number of PCG
iterations. For this reason, we used N = 1 for all our simulations.

Algorithm 1 Coupled Preconditioner As = r

s0B = A‡

BrB
for n = 1 . . .N do
snL = A†

L(rL − ALBsn−1B )

snB = A‡

B (rB − ABLsnL)
end for

8 RESULTS
To demonstrate that our proposed models can be implemented
as direct extensions to a standard single-phase FLIP-based liquid
simulator, we developed our models as plugins to Houdini’s FLIP
solver [SideFX 2020]. All our 3D examples were simulated on a
16-core Ryzen 1950x CPU. The linear systems were solved using a
custom Conjugate Gradients method using double precision, with a
relative tolerance of 10−5 for all examples. All our timings are listed
in Table 1.

8.1 Example Scenarios
Water Cooler. Figure 2 illustrates the familiar glugging effect of

a water cooler scenario. The traditional single-phase free-surface
approach simply allows the liquid to pour rapidly through as if both
chambers were open to the outside air. By enforcing the incompress-
ible bubble constraints, the downward flow of liquid must match
the upward flow of air, generating a sequence of rising bubbles that
are constantly being created and pinched off.

Because of the large air regions in the simulation, our constraint
method greatly reduces the number of degrees of freedom (DOFs)
in the pressure projection when compared to a full two-phase simu-
lation. For the very first frame of this example, an equivalent two-
phase simulation would contain 8.7M DOFs. For the same substep,
our constraint method reduces the total DOFs in the linear system
to 2.5M unreduced DOFs and 2 bubble DOFs . Although the bubble
region DOF count fluctuates throughout the simulation due to small
bubbles being entrained, it is only in the hundreds.

Despite this example containing 3× more air volume than liquid
volume, the solver overhead associated with adding bubbles to the
linear system, flood-filling, and bubble ID tracking is insignificant.
For example, solving the linear system comprises 87% of the total
pressure projection time. Flood-filling to build bubble connected
components and tracking bubble IDs both comprise less than 1%
of the total pressure projection. The lion’s share of overhead was
dedicated to building the linear system, which would be significantly
slower if a full two-phase linear system was constructed with 3.5×
more DOFs.

A possible shortcoming of the constraint method is that the row
and column corresponding to a given bubble’s constraint can be
relatively dense depending on the bubble’s surface area. This is
because each bubble constraint involves all liquid face velocities
incident on that bubble; elimination of the velocity variables leads
to coupling between the bubble’s Lagrange multiplier and the pres-
sures of all its incident cells. This adds overhead compared to a pure
free-surface flow solver (in addition to the cost of identifying bubble
regions), but we found it to be relatively minor. The (Multigrid pre-
conditioned) free-surface method took a total of 4h07m to simulate
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Table 1. Timing breakdowns: Timings for all our 3D examples. "Linear Solve Time" refers strictly to the time to solve the pressure projection linear system
itself; "Pressure Projection Overhead" involves all the components of our extended constraint bubble / affine region pressure projection process that are not
the linear system solver, i.e., flood-filling to find regions, setting up tiling structures, etc.

Simulation Resolution Method Linear Solve Time Pressure Projection Overhead Total Simulation Time

Water Cooler 200x450x200 Free Surface (no bubbles) 1h21m 10m 4h07m
Constraint Method 1h49m 15m 4h42m

Rising Bubbles 200x400x200 Constraint Method 8h44m 40m 12h03m
Bubble Tube 350x390x180 Constraint Method 1h40m 15m 2h42m
Sinking Bubbles 200x400x200 Two-phase 40h38m 1h58m 45h49m

Affine Method (bubble only) 13h06m 2h13m 18h35
Affine Method (both fluids) 9h59m 1h47m 15h02

Splash Tank 500x350x500 Uniform Grid 29h04m 51m 33h04m
Affine Method (163 tiles) 6h29m 1h39m 11h54m
Affine Method (323 tiles) 3h46m 1h32m 8h37m

the water cooler vs. our constraint-bubble method at 4h42m, i.e.,
bubbles were 14% slower. Although the free-surface and constraint
bubble water coolers exhibit wildly differing behaviors which affects
their efficiency (notably, the former settles down quickly), this data
nevertheless suggests that artists can expect to add air bubble effects
to scenes for only a small additional cost.

Rising Bubbles. In Figure 5, we simulate a zero-density constraint
bubble immersed in water. The incompressibility constraint applied
to the bubble prevents the surrounding liquid from collapsing it. As
the surrounding liquid flows downwards under gravity, the massless
bubble is forced to rise. Subsequently, turbulent velocities cause it to
break apart into many small bubbles. Although we use FLIP particles
only for the liquid, and the bubbles undergo frequent splitting and
merging, our method is able to track these bubble volumes and
correct their volume drift.

This example contains a large liquid body consisting of 13.7M liq-
uid DOFs, compared to only a would-be 2.6M bubble DOFs needed
for proper a two-phase simulation. Although reducing 2.6M DOFs to
only a few constraints DOFs is a significant reduction, it is still rela-
tively small compared to the remaining size of the standard Poisson
component of linear system. This example motivates our coupled
Multigrid preconditioner (see §7.2.2) in an effort to optimize the
residual reduction for the large liquid body. A single substep compar-
ison shows that our coupled Multigrid preconditioner outperforms a
traditional diagonal preconditioner for Conjugate Gradients by 6.3×,
converging in 15 iterations over 15.9s, compared to 1m38s in 750
iterations using the diagonal preconditioner. The large density ratio
between liquid and air regions, 1000:1, for an equivalent two-phase
flow solver lead to poorly conditioned linear systems. We observed
that over the first five frames, a standard two-phase method required
an average of 1752 iterations using the diagonal preconditioner and
was 17.6× slower than our Multigrid-preconditioned constraint
method.

Bubble Tube. Figure 4 demonstrates how kinematically scripted
moving solid boundaries interact with our constraint-based air bub-
bles. When the red piston pushes down through the glass tube, it
creates a net flux at the solid-air boundary (and corresponding right-
hand-side terms in the pressure solve) that must be compensated by

an opposing flux at the air-liquid boundary. This flux on the liquid
surface pushes the liquid volume through the tube, despite it never
having come into direct contact with the solid. Similarly, the fully
disconnected liquid regions interact through the second air pocket
and the resulting chain of interactions, driven by the moving piston,
forces liquid out of the spout and into the beaker below. As the
piston pulls back to its initial position, it creates a negative flux that
draws the liquid back into the tube along with it.
The ambient air region surrounding the glass tube is 21× larger

than the volume of liquid in the simulation implying a huge potential
speed-up; including this body of air in a full-two phase simulation
would clearly be prohibitively expensive. Fortunately in this case,
one could choose to treat the ambient region as a Dirichlet condition
and remove it from the two-phase pressure system, since it does not
affect the tube’s inner dynamics (though the interior air gaps would
still require full two-phase air DOFs). However, if two liquid bodies
were to be hydraulically connected across a potentially huge ambient
air region, only our approach will suffice. To identify connected air
components on which to apply our constraint bubbles, a flood-fill
operation across all such potentially active cells is required, which
could hypothetically be a bottleneck. We found, though, that despite
the ambient region being very large in this problem our reasonably
optimized/parallel flood-fill comprised only 2% of the total pressure
projection time.

We observed that our geometric Multigrid preconditioner was not
very effective for this example. This is a well-known limitation of
Multigrid schemes like that of McAdams et al. [2010] for simulations
with maze-like solid boundary conditions. Employing a topology-
aware coarsening scheme could alleviate this problem [Dick et al.
2016].

Sinking Bubbles. As demonstrated in Figure 8, our proposed affine
velocity method is able to maintain hydrostatic equilibrium for
bubbles with density coefficients matching the surrounding liquid,
as well as capturing the expected sinking motion of bubbles with
even higher density. This same sinking behavior is further illustrated
in Figure 11, in which a dense bubble falls through the surrounding
liquid into a pool of dense bubble material initially at rest at the
bottom of the tank.
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Similar to the rising bubbles example, the liquid volume is signifi-
cantly larger than the bubble volume and simply reducing the DOF
count in the bubble regions would offer only a small relative per-
formance increase. We employ a Multigrid preconditioner similar
to the constraint method, but with a small layer of exterior bubble
cells included in the bubble smoothing routine. In a single time
step comparison, a diagonal preconditioned Conjugate Gradients
solve converges in 1274 iterations and takes 3m01s, compared to 50
iterations in 1m08s for our coupled Multigrid preconditioner, giving
a performance improvement of 2.7×. We believe the lower perfor-
mance improvement compared to the constraint-based examples
is in part due to the use of a pointwise smoother in the exterior
bubble region. Although a Multigrid V-cycle is incredibly effective
at reducing the residual in the linear system for the liquid domain,
a pointwise smoother over the exterior domain is not. We believe a
box smoother, that would perform local direct solves over a group
of DOFs, might offer improved performance [Aanjaneya et al. 2019].
We also experimented with applying the tiled affine method to

both materials. Similar to the bubble-only affine method, we keep
a layer of exterior cells at the two-phase and solid boundaries. We
found that using the same layer thickness as the bubble-only method
resulted in subtle grid artifacts as the bubble sank. Doubling the
thickness from three voxels to six voxels on each side of the two-
phase boundary was enough to remove these artifacts. This ap-
proach offered a moderate performance improvement of 1.2× over
the bubble-only affine coupled Multigrid method.

Both affinemethods significantly outperform the two-phase equiv-
elant by 3.1× for the affine method on the bubble only, and 4.1×
for the affine method on both fluids. However, the performance
increase is not as dramatic as the rising bubbles example because
the density ratio, 10:1, of the two fluids is not as extreme.

Splash Tank. Figure 14 demonstrates that our affine model gener-
alizes from the two-phase flows to the more common single-phase
free-surface case, and can be used to create highly detailed results.
In this example, both the spheres and liquid pool maintain a 9-voxel
thick band at the liquid-air boundary, a 2-voxel thick band at the
liquid-solid boundary, and their interiors are filled with tiled affine
regions that are (at most) 163 voxels in size with a single layer of
voxels between each tile. The affine regions lead to a reduction from
21.5M DOFs in the regular grid setting to 6.4M unreduced cells and
5.2K affine interior regions. The linear solve time of our affine free-
surface model outperforms the regular grid method by 3.7× using a
diagonal preconditioned Conjugate Gradients solver for both. We
further compared methods at 2× resolution, doubling the affine re-
gion size and boundary thickness, and observed a 6.1× performance
improvement for a single timestep. This suggests that our proposed
method offers much better scaling than the regular grid for high
resolutions. We emphasize that existing methods for improving the
performance of a regular grid method, such as Multigrid or octree
adaptivity, often involve complex data structures and implementa-
tions. By comparison, our proposed affine method requires minimal
additional implementation.
We also investigated the effect of reducing the affine layer at

the free surface from a 9-voxel thick band to only 3 voxels thick.
Despite a moderate performance improvement of 1.2×, the thin

band resulted in grid artifacts (see Figure 16). However, maintaining
a 9-voxel thick band and instead doubling the tile size to 323 offers a
5.6× performance improvement over the uniform grid and 1.5× over
the 163 tile-sized affine method with only slightly damped motion
and no surface artifacts.

9 DISCUSSION AND CONCLUSIONS
We have proposed two new reduced fluid models that integrate with
and extend thewidely adopted staggered grid paradigm, andwe have
fruitfully applied these models in a range of compelling two-phase
and free-surface flow scenarios. Below we discuss some of their
limitations and potential directions for exciting future investigation.
Our constraint bubbles assume incompressibility for simplicity.

However, if air compressibility is desired, our bubble-tracking could
straightforwardly be extended with a per-bubble mass variable to
inform a density-based equation of state model. Such terms are
used by Aanjaneya et al. [2013], but our approach would again cir-
cumvent explicit interior projection or (mass-conserving) advection.
Relatedly, it would be interesting to introduce divergence-control
for affine regions, which could be useful for explosion effects [Feld-
man et al. 2003] and volume correction, as well as the extension to
equation of state models for compressible bubbles. This could be in-
corporated through a modified constraint of ∇ ·uB = Tr(A) = const ,
leading to additional terms in the right hand side vector.
We only exploited affine regions during pressure projection (be-

cause it is often the dominating cost in practice) and used standard
grid-based advection in their interiors. This might become a bottle-
neck for sufficiently large regions. However, it may be possible to
radically reduce this cost, perhaps through a reduced affine advection
model, in the vein of prior model reduced advection treatments [Cui
et al. 2018; Wicke et al. 2009], or by carefully recovering (approxi-
mate) affine velocities from surrounding grid velocities, in the spirit
of our constraint bubbles. Similarly, we did not consider viscosity,
but anticipate that our approach will generalize to this setting in
roughly the same manner as rigid-viscous coupling [Takahashi and
Lin 2019]. Surface tension effects could be added with a standard
ghost-fluid approach [Enright et al. 2003; Hong and Kim 2005].
Affine regions, while powerful, cannot always be applied in the

same situations as constraint bubbles. For example, a single

Fig. 16. Grid artifacts appear
when the surface layer is too thin.

constraint bubble suffices for
each air gap in the wind-
ing tube geometry, but mul-
tiple affine regions would be
needed for comparable non-
zero density flows because
their explicit interior veloc-
ity field cannot represent sev-
eral twists. Unsurprisingly, we
also observed that a too-thin
layer of regular cells between
the free surface and the affine
tiles can cause grid-dependent
motion artifacts (see inset fig-
ure), similar to prior adaptive
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schemes (e.g., Irving et al. [2006] discuss the notion of problem-
dependent "optical depth").
Uniform affine tiling is perhaps the simplest adaptivity strategy

that onemight consider; because of the geometric flexibility inherent
in our affine regions, alternative grading/shaping/sizing patterns
could yield even further speed-ups. For example, quickly ramping
tile sizes away from the surface, as in octrees, is an obvious next step.
We assumed voxelized affine regions for simplicity, but as with rigid
bodies, irregular regions could be supported via cut-cells [Ng et al.
2009]. We also assumed that affine tiles were separated by a layer
of regular cells, for simplicity and to avoid velocity discontinuities
between tiles — it would be interesting to explore direct tile-tile
coupling.
Lastly, we would like to explore whether further upgrading the

interior model of our affine regions would pay dividends in practice.
Adopting higher order polynomial vector fields, as in PolyPIC [Fu
et al. 2017], would improve the velocity field’s flexibility at the cost of
(rapidly) increasing degree-of-freedom counts per region. Coupling
instead to a boundary element-type (e.g., harmonic) velocity field
[Da et al. 2016] is also an exciting avenue, though such models
have many velocity degrees of freedom that cover the entire surface,
rather than being coefficients of a low order polynomial.
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A VARIATIONAL INTERPRETATION OF AFFINE
COUPLING

It is straightforward to see that our model will be symmetric by
considering a variational interpretation:

argmin
uF ,u const,A

y

ΩF

ρ

2
∥uF −u∗F ∥

2 +
y

ΩB

ρ

2
∥uB −u∗B ∥

2 (27)

subject to ∇ · uF = 0 on ΩF (28)
uB = uconst +A(x − xCOM) on ΩB (29)
∇ · uB = Tr(A) = 0 on ΩB (30)
uF = uB on ∂ΩB ∩ ∂ΩF (31)

In essence, we seek the nearest incompressible field over both fluid
regions as measured under the kinetic energy norm, subject to
incompressibility, an affine velocity on the reduced region ΩB , and
matching velocities at their shared interface. This is a quadratic
problem with linear equality constraints.
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