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ABSTRACT

Event analysis in untrimmed videos has attracted increasing
attention due to the application of cutting-edge techniques such as
CNN. As a well studied property for CNN-based models, the recep-
tive field is a measurement for measuring the spatial range covered
by a single feature response, which is crucial in improving the image
categorization accuracy. In video domain, video event semantics are
actually described by complex interaction among different concepts,
while their behaviors vary drastically from one video to another,
leading to the difficulty in concept-based analytics for accurate
event categorization. To model the concept behavior, we study
temporal concept receptive field of concept-based event represen-
tation, which encodes the temporal occurrence pattern of different
mid-level concepts. Accordingly, we introduce temporal dynamic
convolution (TDC) to give stronger flexibility to concept-based
event analytics. TDC can adjust the temporal concept receptive
field size dynamically according to different inputs. Notably, a set of
coefficients are learned to fuse the results of multiple convolutions
with different kernel widths that provide various temporal concept
receptive field sizes. Different coefficients can generate appropriate
and accurate temporal concept receptive field size according to
input videos and highlight crucial concepts. Based on TDC, we pro-
pose the temporal dynamic concept modeling network (TDCMN)
to learn an accurate and complete concept representation for ef-
ficient untrimmed video analysis. Experiment results on FCVID
and ActivityNet show that TDCMN demonstrates adaptive event
recognition ability conditioned on different inputs, and improve
the event recognition performance of Concept-based methods by a
large margin. Code is available at https://github.com/qzhb/TDCMN.
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1 INTRODUCTION

The receptive field is defined as the region in the input space that
a particular CNN feature is looking at [16]. It has been studied exten-
sively to assist us to construct more expressive neural networks in
recent years for image recognition [32], semantic segmentation [43],
object detection [24], etc. Most methods have been developed to
deal with the spatial feature for image-based tasks. However, in
video domain, this issue has been less studied in literature.

On the other hand, video analysis has attracted considerable
attention due to its extensive applications. Neural-network-based
methods have been proposed to promote the development of this
field, such as [4, 12, 13, 20, 33, 34]. These methods extract feature
representations directly from frames or optical flow, which is rec-
ognized as Appearance-based methods. The construction of these
models inherits from image-based analysis models and considers
the characteristics of video data itself.

Moreover, in order to produce more interpretable recognition re-
sults, some researches have focused on Concept-based event recog-
nition methods [1, 5-7, 11, 36, 39, 40]. These models harness sim-
ple aggregation method to get video-level concept representations.
They ignore the temporal characteristics of concept representations,
which limits the feature representation ability. Essentially, the tem-
poral concept receptive field has not been fully exploited, which
results in a significant performance gap between Concept-based
and Appearance-based event recognition methods.

The various temporal concept receptive field sizes related to
the event categories to be classified is another key issue. For some
simple event categories (e.g., ‘panda’ and ‘beach’, as shown in Fig-
ure 1(a)), crucial concepts existing in short time duration might
be sufficient to recognize them. Therefore, the actually suitable
temporal receptive field size is small. For some event categories
that are subtle events (e.g. ‘drinking coffee’ and ‘drinking beer’,
as shown in Figure 1(b)), concepts in a long time duration should
be captured to differentiate them, which needs a large temporal
receptive field size. This also holds for samples within the same
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(c) Large intra-class variations. Various temporal receptive fields are needed.

Figure 1: The difficulty of making recognition decisions re-
lates to the event category to be classified. For different cases,
the needed temporal concept receptive field size for captur-
ing crucial concepts (marked as red bounding box) and dif-
ferentiating them are varied.

event category due to large intra-event variations. For example, the
concepts ‘cakes’ useful for recognizing the event ‘birthday party’ (as
shown in Figure 1(c)) may occur at different time stamps, such as
the beginning, the end, or throughout the video. Hence, multiple
temporal receptive field sizes for different input videos tend to be
more in demand. In a nutshell, a model that can adjust its temporal
concept receptive field adaptatively based on different inputs will
be more appropriate for flexible and accurate event recognition.

Considering the above-mentioned issues, we explore the tem-
poral concept receptive field of concept-based event recognition
models in this paper. As shown in Figure 2, we propose the tem-
poral dynamic convolution (TDC) to give stronger flexibility to
concept-based event recognition methods. TDC can adjust the tem-
poral concept receptive field size dynamically based on different
inputs. The goal of TDC is to learn a set of coefficients to fuse the
results of multiple convolutions with different kernel widths that
can provide various temporal concept receptive field sizes. Based
on the generated coefficients, we can construct appropriate and
accurate temporal concept receptive field size for corresponding
videos, which can assist us to highlight crucial concepts for efficient
video recognition.

Based on the temporal dynamic convolution, we propose tem-
poral dynamic concept modeling network (TDCMN), a general
Concept-based event recognition model augmented with the tem-
poral dynamic convolution. Considering the existence of unique
temporal pattern of each concept and the relationship between

different types of concepts, our TDCMN contains two key elements,
an intra-domain temporal dynamic concept modeling network (InT-
DCM) and a cross-domain temporal dynamic concept modeling
network (CrTDCM). In InNTDCMN, we apply TDC on each type of
concept representation separately. In CrTDCMN, we construct two
modeling pipelines, one of which is to apply TDC on the concate-
nation of all types of concept representations, and the other is to
extend TDC to cross-domain temporal dynamic convolution. Our
TDCMN can learn an accurate and complete concept representation
for efficient untrimmed video analysis.

We conduct extensive experiments on two large-scale and chal-
lenging video datasets FCVID and ActivityNet. Experiment results
show that TDCMN can achieve adaptive inference conditioned on
input videos by adjusting its temporal concept receptive field size.
Our TDCMN can improve the performance of Concept-based event
recognition methods by a large margin. Besides, it can also obtain
higher performance compared with some Appearance-based event
recognition methods.

The contributions of this paper are three-fold.

e We propose to analysis video event from the temporal con-
cept receptive field. Accordingly, we propose the dynamic
temporal convolution, which can adjust temporal concept
receptive field based on input adaptatively.

e We propose the temporal dynamic concept modeling net-
work (TDCMN), a general concept-based event recognition
model augmented with the temporal dynamic convolution.
TDCMN can learn an accurate and complete concept repre-
sentation for efficient untrimmed video analysis.

e TDCMN achieves adaptive inference conditioned on input
videos by adjusting its temporal concept receptive field size.
It can improve the performance of Concept-based methods
by a large margin and obtain higher performance than some
Appearance-based methods on two challenging datasets.

2 RELATED WORK

We review related works from two aspects: video event recogni-
tion methods, dynamic receptive field.

2.1 Video Event Recognition Methods

Appearance-based methods. With the rapid development of
deep convolution neural networks, plenty of works have been pro-
posed to learn vision and motion features via deep models for video
event recognition, e.g., 2D-CNN-based methods [20], two-stream-
based methods [13, 34] and 3D-CNN-based methods (C3D [33],
13D [4] and SlowFast [12]). These methods can achieve high per-
formance, but lack of interpretability. Therefore, we focus on more
interpretable event recognition models in this paper, and briefly
review its recent process below.

Concept-based methods. For concept-based methods, the ba-
sic is the selection of the concepts. Some define event-driven con-
cepts [8, 42], while others focus on using manually chosen concepts
or concept libraries [1, 5-7, 11, 36, 39, 40]. Ye et al. [42] build a
large scale event-specific concept library EventNet that covers as
many real-world events and concepts as possible. In this paper, we
consider three key elements when we select concepts, which can
ensure the versatility and practicability of our method. First, the



concept detectors can be obtained directly without training from
scratch. Second, different types of concept detectors must be used.
Third, the concept categories of each type of concept detector must
be varied and common.

As for event analysis methods, Chang et al. [7] propose a seman-
tic pooling approach which learns the relation between concepts
and events through skip-gram model, and the concept relation is
used to prioritize the video shot representations. Xu et al. [39] build
up a multiple feature learning framework for complex event detec-
tion. Wu et al. [36] introduce Object-Scene semantic Fusion (OSF)
network for large-scale video understanding. Compared to these
methods, we analysis concept representation from a new perspec-
tive, which is the temporal concept receptive field. We propose a
temporal dynamic convolution (TDC), which can adjust the tem-
poral concept receptive field adaptively based on different input
videos and guarantee more flexible and effective concept modeling.

2.2 Dynamic Receptive Field

The receptive field is defined as the region in the input space
that a particular CNN feature is looking at (i.e. be affected by)[16].
It is crucial for constructing expressive or light-weight convolution
neural networks.

Some prior works increase the receptive field of neural networks
by constructing deeper models [15, 31] with downsampling such
as pooling operation or dilated convolution [43]. These works can
accumulate some fixed-sized receptive fields at the expense of high
computational burden to increase the feature expression. Some
prior works [2, 10, 25, 45] focus on directly learning the convolution
kernel parameters or the location offsets of convolution kernels.
These works usually require a great number of parameters and are
difficult to extend to multiple-layers neural networks.

Some prior works [9, 23, 41] focus on predicting the coefficients
to combine multiple static convolution kernels. These methods can
make models more expressive or reduce redundant calculations in
convolution neural networks. Especially, Chen et al. [9] present a
dynamic convolution to aggregate multiple parallel convolution
kernels dynamically based on their attention, which can increase
model expressive without increasing the network depth or width for
constructing light-weight conventional neural networks. They use
multiple convolution filters with the same kernel width. Instead, we
utilize multiple convolution filters with different kernel widths in
our work, which can provide multi-scale information. Li et al. [23]
propose the SKNet to fuse the results of multiple convolution filters
with different kernel sizes, which allows the neural network to
adjust its receptive field size based input information adaptively.
Inspired by this idea, we develop the dynamic convolution for
video event analysis. In contrast to these prior methods, there are
several differences. We utilize the dynamic convolution to analysis
temporal information for video task. Instead, they use it to process
spatial information for image-based tasks. Instead of injecting the
dynamic convolution on all layers of deep neural networks, our
proposed dynamic convolution is only utilized as a small but crucial
part of our model, which can not increase significant computational
burden. Moreover, in terms of calculating the fusion coefficients,
we take into account the relationships within and between different
convolution filters, which can make our model more flexible and

expressive. Instead, prior works only consider the relation between
different convolution filters.

3 PROPOSED METHODOLOGY

In this section, we will start with the general framework of
concept-based event recognition model in Section 3.1, which is the
basic model of the following analysis. Then, we will introduce the
temporal dynamic convolution (TDC) in Section 3.2. Finally, we pro-
pose the temporal dynamic concept modeling network (TDCMN)
in Section 3.3.

3.1 Concept-based Event Recognition Model

The general framework of concept-based event recognition model
is described below. First, each video V is evenly divided into N
clips {Cy, C, ..., Cn } and M frames are randomly sampled from each
clip. Second, different types of concept detectors {D1, D, ..., Do}
are applied on all video clips to capture the initial concept rep-
resentations. Specially, for each concept detector D;, we feed all
video clips into it and obtain the initial concept representation
Xi = [xi1,xi2, ... XiN] € RLXN  where L; is the concept category
number of D;. We will show how to select and use these different
types of concept detectors in detail in Section 4.2. After that, the
aggregation method such as max pooling is applied on X; to obtain
the aggregated concept representation. Next, we obtain the video
level concept representation X € R*L by concatenating all types
of aggregated concept representations, where L = Z?:l L; is the
total number of concept category of all concept detectors. Finally, a
simple MLP network is used to predict the event categories. For the
sake of simplicity, we use two types of concept detectors {D1, D2}
and obtain two types of initial concept representations X; € RIN
and X, € RI2XN in the following sections.

3.2 Temporal Dynamic Convolution

We describe the temporal dynamic convolution (TDC) in this
section, and its framework is shown in Figure 2. Our main goal is
to learn a set of coefficients to fuse the results of multiple convolu-
tions with different kernel widths that provide plenty of temporal
receptive field sizes. Therefore, TDC can adjust the temporal con-
cept receptive field size dynamically based on the different input
concept representations.

Especially, given a type of concept representation X; €
and three 1-d convolution filters with different kernel widths K; €
RLK; € R3,K3 € R that provide different temporal receptive
fields, we separately perform three 1-d convolutions on X; and

obtain the feature representations Xil € RLiXN, Xi2 € RLixN, X? €
RL,'XN

RL,-XN

through,
X] = Cono(X;, Kj), j € {1,2,3} (1)

where Cono represents a 1-d convolution operation, K is the param-
eters of the 1-d convolution filter (j is the convolution kernel index).
In fact, we can utilize different numbers and sizes of convolution
filters. We will give detail analysis in Section 4.3.

Based on the results of these three convolutions, we employ a
coefficient generation module to produce a set of coefficients and a
results fusion module to fuse the convolution results.
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Figure 2: Temporal dynamic convolution. K; represents a
1d convolution operation. S, C, F, tanh, soft represent sum-
mation operation, concatenation operation, fully connected
layer, tanh function and softmax function, separately.

3.2.1 Coefficient Generation Module. The coefficient generation
module is used to generate a set of coefficients based on the multiple
convolution results, and its framework is shown in Figure 2(b).

In order to generate the coefficients more flexible, we concatenate
the results of all convolutions and apply a 1d convolution with
kernel width 1 to reduce its channel number and obtain the feature
representation X; € RLXN through,

X; = Conv(concat(Xil,Xiz,X?),Kl) (2)

where Conv and concat represent a 1-d convolution operation and
concatenation operation, separately.

Based on X;., we will generate two sets of coefficients, which
indicate the importance of different representations from two per-
spectives. They will be used to merge the multiple convolution
results dynamically. It can assist us to capture appropriate and accu-
rate temporal concept receptive field size for corresponding videos
and highlight crucial concepts for efficient video recognition.

For one thing, we take into account the relations of all chan-
nels within the same convolution results and the relations of the
same channel among all convolution results to generate a channel
coefficient matrix Ay = [ay 1, ag 2, ag 3] € RE>3 through,

A = softmax(tanh(X;Wk’l)Wk’z) 3)

where Wy ; € RN*" Wy, € R™ are learnable parameters. Ay, will
be used to highlight the importance of different channels of each
convolution results. For another, we consider all the convolution
results and generate a time coefficient matrix A, € R™N through,

A = softmax(W[,gtanh(WmX;-)) (4)

where W; 1 € RIXLi, Wi, € R™! are learnable parameters. Ay will
be used to fuse the feature representation X: through temporal
dimension to capture the video level concept representation.

3.2.2  Results Fusion Module. The framework of results fusion mod-
els is shown in Figure 2(a). Given the obtained convolution results
{Xil, Xiz, X?} and generated coefficients matrix {Ay, A; }, we first
apply Ag on {Xil, Xl.z, X?} and sum the results through channel di-

mension to obtain the feature representation X;/ € REXN through,
= a gy -xl{t; je{1,23},te{1,2,..,L;}
R (5)
X, =) X!
1
Jj=1
h .—[.....,]Xj_[j.j..j]d
where ai j = [akj 150k 25 5 @k jL, L Xj = [x43% 55 5% | an

X{ = [J?l{l;fcl{z; 4..;9?{14_] € RLXN g scalar-multiplication opera-

tion. After that, we capture the video level concept representation

Xl.f € R™Li by matrix multiplication through,
f _ "
x/ = A, ©)

3.3 Temporal Dynamic Concept Modeling
Network

Based on the introduced temporal dynamic convolution, we pro-
pose the temporal dynamic concept modeling network (TDCMN)
for concept-based event recognition in this section.

Our TDCMN consists of an intra-domain temporal dynamic
concept modeling network (InTDCM) and a cross-domain temporal
dynamic concept modeling network (CrTDCM), which utilizes TDC
to capture the accurate and complete concept representation within
and between different types of concepts. As described in Section 3.1,
we can obtain the initial concept representations X; € RL1*N and
X, € RE2XN We feed X; and X, into the InTDCM and CryTDCM
to capture intra-domain dynamic concept representation X** and
cross-domain dynamic concept representation X“". We will give
the detail of INTDCM and CrTDCM in the following subsections.

3.3.1 Intra-domain Temporal Dynamic Concept Modeling Network.
In InTDCM, given {Xj, X2}, we fed them into TDC separately and
obtain the initial intra-domain dynamic concept representation
{X{'",Xé"}. Finally, we simply concatenate them and obtain the
final intra-domain dynamic concept representation X € R1¥L

3.3.2  Cross-domain Temporal Dynamic Concept Modeling Network.
For CrTDCM, we exploit two methods to get the final cross-domain
dynamic concept representation (X{] or Xg5) for event recognition.

The simplest and most direct way is to concatenate the initial con-
cept representations { X7, X5} and feed it to the TDC. As described
in Section 3.3.1, we will obtain the final cross-domain dynamic
concept representation X/. We term this method as CrTDCM;.

Furthermore, we construct a more efficient module to capture
the cross-domain dynamic concept representation, and its frame-
work is shown in Figure 3. Specially, we feed X; and X3 into three
1-d convolution layers with different kernel widths and obtain
two types of concept representations {X} Xf, X%} € RN and
{Xl, X%, Xg} € RL2XN  Then we produce three sets of coefficients
to fuse the convolution results dynamically and obtain the final
cross-domain dynamic concept representation.

First, we fuse the concept representation of each type through
element-wise summation and then concatenate them to obtain the
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Figure 3: Cross-domain temporal dynamic convolution.

feature representation X e RPN for generating coefficients,
X = concat(sum(Xl,Xf,Xf),sum(Xl,Xg,Xg)) 7)

where sum and concat represent element-wise summation and con-
catenation operations, separately.

And then we generate three sets of coefficients to fuse multiple
convolution results based on X . On the one hand, we generate two
channel coefficient matrix Ag; € RIS and Ag, € REF2%3 through,

Ay = softmax(tanh(X,WkLl)WkLz)

, ®)
Ay = softmax(tanh(X Wy 1)Wis2)

where Wkl,l € RNX'I, Wkl,Z € RnX3, sz,l € RNX'I, WkZ,Z € RnX?’
are learnable parameters. We take into account the relations within
and between different types of concept representations when we
calculate Ag; and Ag,. They will be used to indicate the importance
of different channels for each convolution results in different types
of concepts, separately. On the other hand, we also generate a time
coefficient matrix A; € R2XLi through,

Ay = softmax(Wy stanh(W; 1 X)) ()

where W;; € R, W, € R¥! are learnable parameters. A,
will be used to fuse the concept representation through temporal
dimentation to get the video level concept representation.

Next, we apply Axq and Ay, on {Xll Xf, X?} and {Xl, Xg,Xg}
to obtain the feature representation Xll, € REXN and Xg € REXN,
separately,

R, =apgex s Je{L23ht € {12, L)

2, = kg ju %y JE{L235t € {12, L)

(10)

3 3
” _ Aj. ” _ Aj
X -3k XY A
Jj=1 Jj=1
J [ I . T J [y o) T _
where Xy = [xl,l’xl,Z"“’xl,Ll]’Xz = [xz,l’xz,Z’“"xi,Lz]’Akl =
o J .o o]

[ak1,1 k1,2 Ghe1,3)s Arz = [aka 1 Q22 Gz 3] Xy = [%] 557 5557 ]

gl x g 7 -multiplicati i
Xy =[5 3% ...,xz’Lz], represents scalar-multiplication. Finally,

(a) TDCMNj; (b) TDCMN,o

Figure 4: Temporal dynamic concept modeling network.

we capture the final cross-domain dynamic concept representation
X e R through,

X5 = concat(at,lX;T,at,gX;T) (11)

where A; = [az,1, a,2] and concat represents concatenation opera-
tion. We term this method as CrTDCM,,.

3.3.3 Temporal Dynamic Concept Modeling Network. As discussed
in Section 3.3.2, we have constructed two cross-domain temporal
dynamic concept modeling networks CrTDCMs; and CrTDCMco,
therefore we have two temporal dynamic concept modeling net-
works, which we call them as TDCMNjy; and TDCMN,,, and the
framework are shown in Figure 4(a) and Figure 4(b). For each model,
we concatenate the obtained intra-domain and cross-domain dy-
namic concept representation and use an MLP network for final
event recognition.

4 EXPERIMENTS
4.1 Experimental Setup

Evaluation Datasets: We use two large scale datasets for video
event recognition: Fudan-Columbia Video Dataset (FCVID)[18]
and ActivityNet Dataset (ActivityNet)[3] in our experiments. The
FCVID dataset contains 91,223 videos annotated with 239 event cat-
egories, including social events (e.g., ‘tailgate party’) and procedural
events (e.g., ‘making a cake’). Some videos can not be downloaded,
and there are some corrupted videos that can not be used to extract
video frames. We filter out these videos and end up with a training
set of 45,416 videos and a testing set of 45,437 videos. The Activi-
tyNet dataset is a large-scale untrimmed video dataset. We use the
latest released version of the dataset (v1.3), which contains about
20K videos from 200 activity categories. Note that the annotations
of the testing set have not been publicly available, we only use the
training and validation set, and report results on the validation set.

Evaluation Metric: We compute average precision (AP) for
each event class and report the mean Average Precision (mAP) over
all event categories.



Table 1: Ablation study about different types of concept de-
tectors on FCVID.

Model mAP (%)
Baselineg, 72.9
Baselinegoq 75.3
TDCMNG; 50 80.6
TDCMNGi s0q 81.9
TDCMN¢o.50 81.2
TDCMN¢o 504 82.2

Implementation Details: We implement the proposed models
based on the Pytorch framework. All proposed models are trained by
SGD optimizer. The momentum and weight decay are set to 0.9 and
0.0005, respectively. We set the N and M as 16 and 8, respectively.
For FCVID dataset, the batch size is set as 12. The initial learning
rate is set to 0.5 and drops by 0.1 every 32 epochs. The training
procedure stops after 40 epochs. For ActivityNet, the batch size is
set as 12. The initial learning rate is set to 0.5 and drops by 0.1 every
40 epochs. The training procedure stops after 48 epochs.

4.2 The Selection and Use of Concept Detectors

To guarantee the practicability of our method, we take into ac-
count several crucial elements when we pick concept detectors.
First, in order to be practical, the concept detectors must be readily
available. In other words, we can obtain them directly without train-
ing from scratch. Second, to guarantee the representation power of
our model, different types of concept detectors must be employed.
Third, the category of concepts included in each detector must be
varied and universal, which assures the versatility of our model.
Therefore, they can represent more event classes, and our model
can be applied to more video event datasets.

Based on the above considerations, we select the scene, object
and action concept detectors, as these are the essential concepts for
recognizing events. All these concept detectors are pre-trained on
standard datasets and are readily available. We only use them to
obtain initial concept representations. All layers of each detector
except the final classification layer are fixed when we train our
model. We will show how to use them below.

Scene Concept Detectors Ds. ResNet-50 [15] based Dg pre-
trained on Places365-Standard [47] dataset is utilized. Ds contains
365 scene classes. The scene concept representation is extraced
from the output of the last classification layer. Specially, an event
video is evenly divided into N clips and M frames are randomly
sampled from each clip. For each clip Cp,, the concept representation
X;’n € R3M 5 acquired by inputting C, into Ds. And then,
the clip-level concept representation X;; € R3% is obtained by
imposing maximum pooling on X;’n over all frames. Lastly, the
video-level initial scene concept representation X; € R35N ig
obtained by concatenating the representations of all the video clips.

Object Concept Detectors D,. We use ResNet-50 based object
concept detector D, pre-trained on ImageNet [28] as D, . Similarly,
we obtain the video-level initial object concept representation X, €
R1000XN ' where 1000 is the number of object concepts in D,.

Table 2: Ablation study about modeling intra-domain and
cross-domain concept representation on FCVID.

Model | InTDCM | CrTDCMs; | CrTDCM,, | mAP (%)
Baselineg, 72.9
+InTDCM v 77.9
+CrTDCMy; v 78.4
TDCMNy; 50 v v 80.6
+CrTDCMco v 77.6
TDCMN,o,s0 v v 81.2

Action Concept Detectors D,. We use the I3D-based [4] D,
pre-trained on kinetics [21] dataset. There are 400 action classes in
D,. We also employ the output of the last classification layer as the
action concept representation. We input each video clip C,, to Dy
and get the clip-level action concept representation X, , € R4,
Finally, we concatenate the representation of all clips and obtain
the video-level initial action concept representation X, € RN,

4.3 Ablation Studies

In this section, we construct abundant experiments to testify the
efficiency of each choice of our model.

4.3.1 The number of concept detectors. The video comprises
a variety of concepts, which work together to describe the event of
this video. In this subsection, we conduct six experiments on FCVID
to show the efficiency of different types of concepts. The details
setting are shown below, and the results are shown in Table 1.

We only use scene and object concept detectors in Baselineg,.
We concatenate the results of these two detectors and use a fully
connected layer to perform event recognition. Baselinegy,, is similar
to Baselineg, except that the action concept detectors are also used.
TDCMNy; 5o is TDCMNj; with scene and object concept detectors.
TDCMNy; s0q is TDCMNj; with scene, object and action concept
detectors. TDCMN¢y, 5o is TDCMN,, with use scene and object
concept detectors. TDCMN¢, s0q is TDCMN¢, with scene, object
and action concept detectors.

By comparing the results of Baselineg, and Baseline,, (or the re-
sults of TDCMNj; 5o and TDCMNG; 504 or the results of TDCMN, 5o
and TDCMN¢o s04), We can find that the event recognition perfor-
mance is higher when more concept detectors are used. This is
because more concept detectors can give us richer concept repre-
sentations, which can describe the event more comprehensiveness
and accuracy. By comparing the results of our model with baseline
methods, we can find that the efficiency of our model is testified
no matter how many concept detectors are used. Therefore, we
will only use scene and object concept detectors in the following
experiments of this section.

4.3.2 The necessary of modeling intra-domain and cross-
domain concept representations. We propose two temporal dy-
namic concept modeling networks TDCMNj; and TDCMN¢,. Each
network models both intra-domain and cross-domain concept repre-
sentations. We construct experiments to demonstrate the necessity



Table 3: Ablation study about temporal dynamic convolu-
tion on FCVID.

Model ‘ mAP (%)
w/o TDC 76.0
with TDC 77.9

Table 4: Ablation study about convolution filters with differ-
ent kernel widths on FCVID. Kj, K3, K3 and K4 represent 1-d
convolution filters with kernel width 1, 3, 5 and 7, separately.

Exp. | Kt | K2 | K3 | K¢ | mAP(%)
1 v v 76.8
2 v v 76.7
3 v v 774
4 v v v 77.9
5 v v v v 77.8

of modeling intra-domain and cross-domain concept representa-
tions, and the results are shown in Table 2. We can see that the
InTDCM and the CrTDCMg; (or CrTDCM¢,) both can improve
the event recognition performance to some extent compared to
Baselineg,, which indicates the efficiency of each module. Finally,
the event recognition performance has further promoted by mod-
eling the intra-domain and cross-domain concept representations
at the same time in TDCMNy; 5o (or TDCMN¢, o). This phenome-
non verifies the necessary and complementarity of modeling intra-
domain and cross-domain concept representations. Hence, we will
only conduct experiments on InNTDCM in the following subsections.

4.3.3 Temporal dynamic convolution. The core of this paper
is the proposed temporal dynamic convolution, we prepare ex-
periments to verify its effectiveness, and the results are shown in
Table 3. According to the previous analysis, we construct experi-
ments on INTDCM to see the performance change when we remove
the temporal dynamic convolution from it. From Table 3, we can
see that the event recognition performance dropped by 1.9% mAP,
which proves the effectiveness of the temporal dynamic convolu-
tion. The proposed TDC can generate two sets of coefficients, which
indicates the importance of different channels within and between
each convolution results and the importance of different video clips.
Therefore, we can obtain crucial concepts through TDC.

4.3.4 The number of convolution filters with different ker-
nel widths. Up to now, we verify the necessity of modeling intra-
domain and cross-domain concept representations and the effec-
tiveness of temporal dynamic convolution. Therefore, we construct
experiments on InNTDCM to see the event recognition performance
change when a different number of convolution filters with differ-
ent kernel widths are used. The results are shown in Table 4. We
can find that event recognition performance is increased when we
use more convolution filters. It is mainly because that convolution
with different kernel widths can provide different sizes of temporal
concept receptive field. We can obtain various temporal receptive
field sizes for different concepts. Hence, we can find the appropriate
temporal concept receptive field size and capture useful concepts

Table 5: The comparison between our method and other
Concept-based methods on FCVID and ActivityNet dataset.

Method | FCVID | ActivityNet
Early Fusion-NN [36] 75.2 55.9
Fusion-SVM [36] 75.5 55.8
SVM-MKL [22] 74.9 56.3
OSF [36] 76.5 56.8
TDCMNy; s0a 81.9 84.3
TDCMN¢o,s0a 82.2 84.6

Table 6: The comparison between our method and other
Appearance-based methods on FCVID and ActivityNet.

Method | FCVID | Method | ActivityNet
DMEF [29] 72.5 AdaFrame [38] 71.57
DASD [17] 72.8 LiteEval [37] 72.7

M-DBM [30] 74.4 TSN [34] 76.6
rDNN [18] 76.0 | KeylessAttention [26] 78.5
GSFMN-all [46] | 76.9 P3D [27] 78.9
Pivot CorrNN [19] | 77.6 MLSME [44] 83.0
LiteEval [37] 80.0 MARL-based [35] 83.8
AdaFrame [38] | 80.2 | IMGAUD2VID [14] 84.2
TDCMNisoa | 819 TDCMNGisoq 84.3
TDCMNeosoq | 82.2 TDCMNo 04 84.6

for event recognition. Besides, by comparing the results of Exp.4
and Exp.5 in Tabel 4, we can find a slight drop in performance when
using too many convolution kernels. Therefore, we only use three
convolution filters with kernel widths 1, 3, 5 in all experiments.

4.4 Comparison to start of the art

We compare our model with both Appearance-based methods
and Concept-based methods on FCVID and ActivityNet datasets.
The results are shown in Table 5 and Table 6.

Concept-based Models. The comparison results between our
method and other Concept-based methods on FCVID and Activi-
tyNet datasets are shown in Table 5. As can be seen from the table,
our models can improve the performance of Concept-based event
recognition models by a large margin, especially on ActivityNet.
Particularly, our model is at least 5.4% mAP higher than OSF on
FCVID. Though OSF uses vgg features and resnet are used in our
model, OSF utilizes the generic vision feature that directly extracted
from videos and more than 20000 concepts. Besides, OSF uses av-
erage pooling over the concept representations of all video clips
and ignores the temporal characteristic of concept representations,
which causes performance reduction.

Appearance-based Models. The comparison results between
our method and some Appearance-based methods on FCVID and
ActivityNet datasets are shown in Table 6. We can find that our
model achieves higher event recognition performance compared
with some Appearance-based methods on both datasets. Besides,
our model is also better than Pivot CorrNN [19], which uses seven
types of pre-extracted features to perform event recognition.
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Figure 5: Visualized the distribution of coefficients generated by temporal dynamic convolution in INTDCM module. ‘Beach’,
‘scene’, ‘K2’ means this line graph shows the channel coefficient distribution generated for convolution kernel ‘K2’ of ‘scene’
concept on ‘Beach’ category. ‘All’, ‘scene’, ‘K2-K1’ means this line graph shows the difference of the channel coefficients be-
tween convolution kernel ‘K2’ and ‘K1’ of ‘scene’ concept on all event categories. The other subgraphs have similar meanings.

4.5 Visualization

To understand the temporal dynamic convolution more clearly,
we visualize the distribution of the coefficients generated by TDC
in InTDCM module, and the results are shown in Figure 5. On
the one hand, we seek to see the behavior of TDC from the per-
spective of event categories. Especially, we randomly sample two
event categories ‘Beach’ and ‘Birthday party’. Then, we calculate
the average of the channel coefficients generated for each convo-
lution filters across all validation videos in each category. From
Figure 5(a) and 5(b), we can find that the channel coefficient distri-
bution of convolutions with different kernel widths is similar for
scene concept of ‘Beach’ event category. Instead, the channel coef-
ficient distribution is quite different for object concept of ‘Birthday
party’ (see Figure 5(c) and 5(d)). This phenomenon is consistent
with our motivation. For ‘Beach’, the temporal existence patterns
of scene concepts at different time scales are similar. Therefore, the
coefficient distribution for different convolution results are similar.
In contrast, the temporal existence patterns of object concepts at
different time scales are quite different for ‘Birthday party’. Hence,
the needed temporal receptive field size is different. Accordingly,
the learned coefficients of each convolution result are different.

On the other hand, we also exploit the behavior of TDC from the
perspective of concept types. Notably, we calculate the difference of
the channel coefficients generated for different convolution filters
of each type of concept across all validation videos in all event
categories. From Figure 5(e) and 5(f), we can find that the difference
between K2 and K1 are similar for scene and object concepts. In
contrast, the difference between K3 and K2 are different for scene
and object concepts by comparing Figure 5(g) and 5(h). This is
mainly because different types of concepts have its unique temporal
existence pattern. Our model can generate corresponding temporal

concept receptive field sizes adaptively based on different types of
concepts.

5 CONCLUSION

In this paper, we explore the temporal receptive field of concept-
based event recognition methods for efficiently untrimmed video
event analysis. First, we introduce a temporal dynamic convolu-
tion (TDC) to give stronger flexibility to concept-based event recog-
nition networks, which can adjust its receptive field size adaptively
based on different inputs. Based on TDC, we propose the temporal
dynamic concept modeling network (TDCMN) to learn an accurate
and complete concept representation for efficient untrimmed video
analysis. TDCMN employs TDC to analyze the temporal character-
istic of concepts within the same type and between different types.
To demonstrate the effectiveness of our model, we apply TDCMN
on two challenging video datasets FCVID and ActivityNet. TDCMN
can improve event recognition performance by a large margin com-
pared with other concept-based event recognition methods.
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