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ABSTRACT
Detecting and recognizing human action in videos with crowded
scenes is a challenging problem due to the complex environment
and diversity events. Prior works always fail to deal with this prob-
lem in two aspects: (1) lacking utilizing information of the scenes;
(2) lacking training data in the crowd and complex scenes. In this
paper, we focus on improving spatio-temporal action recognition by
fully-utilizing the information of scenes and collecting new data. A
top-down strategy is used to overcome the limitations. Specifically,
we adopt a strong human detector to detect the spatial location
of each frame. We then apply action recognition models to learn
the spatio-temporal information from video frames on both the
HIE dataset and new data with diverse scenes from the internet,
which can improve the generalization ability of our model. Besides,
the scenes information is extracted by the semantic segmentation
model to assistant the process. As a result, our method achieved an
average 26.05 wf_mAP (ranking 1st place in the ACM MM grand
challenge 2020: Human in Events).
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1 INTRODUCTION
As a challenging problem in computer vision, person-level action
recognition has been applied in many applications, including hu-
man behavior analysis, human-computer interaction, and video
surveillance. Recently, significant progress has been made in this
area [5, 25]. However, the person-level action recognition in com-
plex events [18] is still relatively new and a challenging problem. In
this challenge of person-level action recognition on crowded scenes
and complex events, we propose to utilize the scenes information
by semantic segmentation model and mine more diversity scenes
in data from the internet.

Our overall approach for person-level action recognition in com-
plex events can be divided into two parts, respectively human detec-
tion and spatio-temporal action recognition (Figure 1), where the
second part is very similar to the methods used by the champion
team in the AVA Spatio-temporal Action Localization challenge
2019 [5], but we utilize more diversity data and adaptively apply
the AVAmodel to HIE dataset. Firstly, we train a very strong person
detector to detect the persons in the video frames. We then build
an action detection model using a modified version of the Asyn-
chronous Interaction Aggregation network [25]. Finally, we extract
the scenes information by semantic segmentation model to boost
the performance.

2 HUMAN DETECTION
The first step of spatio-temporal action localization is to detect the
bounding boxes of person. As no validation set in HIE dataset [18],
we split the original training set as new training set and validation
set. Two splitting strategies are tried: splitting by image frames (5k
for validation, 27k for training) and splitting by videos. We found
that splitting by image will cause over-fitting and far away from
the data distribution of testing set. So we adopt the video-splitting
strategy and split video 3,7,8 and 17 as the validation set and the
rest videos as train data, in which 5.7k image frames for validation
and the reset 27k images frames for training. Based on the train
and validation set, we can conduct detection experiments on HIE.
All the performance of models is tested by two metrics, Averaged
Precision (AP) and MMR [4]. AP reflects both the precision and
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Table 1: Performance comparison (AP andmMR) among dif-
ferent detection backbone and methods on HIE dataset.

Methods or Modules AP (%) MMR (%)

Baseline (ResNet50 + Faster RCNN) 61.68 74.01
ResNet152 + Faster RCNN 67.32 68.17
ResNet152 + Faster RCNN + FPN 69.77 64.83
SENet154 + Faster RCNN + FPN 65.77 68.46
ResNeXt101 + Faster RCNN + FPN 69.53 63.91
ResNeXt101 + Cascade RCNN + FPN 71.32 61.58
ResNet152 + Cascade RCNN + FPN 71.06 62.55

recall ratios of the detection results; MMR is the log-average Miss
Rate on False Positive Per Image (FPPI) in [0.01, 100], is commonly
used in pedestrian detection. MR is very sensitive to false posi-
tives (FPs), especially FPs with high confidences will significantly
harm the MMR ratio. Larger AP and smaller MMR indicates better
performance.

2.1 Detection Frameworks on HIE
There are mainly two different types of common detection frame-
works: one-stage (unified) frameworks [20–22] and two-stage (region-
based) framework [7, 8, 10, 23]. Since RCNN [8] has been proposed,
the two-stage detection methods have been widely adopted or mod-
ified [1, 14, 16, 23, 27, 28, 34]. Normally, the one-stage frameworks
can run in real-time but with the cost of a drop in accuracy com-
pared with two-stage frameworks, so we mainly adopt two-stage
frameworks on HIE dataset.

We first investigate the performance of different detection back-
bone and framework onHIE dataset, including backbone: ResNet152 [11],
ResNeXt101 [29] and SeNet154 [12], and different framework: Faster-
RCNN [23], Cascade R-CNN [1], and Feature-Pyramid Networks
(FPN) [15]. The experimental results on different backbone and
methods are given in Table 1. The baseline model is Faster RCNN
with ResNet50, and we search hyper-parameters on the baseline
model then apply to the larger backbone. From table 1, we can find
that the better backbone (ResNet152 and ResNeXt101) and combin-
ing advancedmethods (Cascade and FPN) can improve the detection
performance, but the SENet154 does not get better performance
than ResNet152 even it has superior classification performance
on ImageNet. So in our final detection solution, we only adopt
ResNet152 and ResNeXt101 as the backbone.

2.2 Extra Data for HIE
In the original train data, there are 764k person bounding boxes in
19 videos with 32.9k frames, and the testing set contains 13 videos
with 15.1k frames. Considering the limited number of videos and
duplicated image frames, the diversity of train data is not enough.
And the train data and test data have many different scenes, thus
extra data is crucial for training a superior detection model. Here
we investigate the effects of different human detection dataset on
HIE, including all the person images in COCO (COCO person, 64k
images with 262k boxes) [17], CityPerson (2.9k image with 19k
boxes) [31], CrowndHuman (15k images with 339k boxes) [24] and
self-collected data (2k images with 30k boxes). We investigate the

Table 2: The effects of using extra data for human detection
on HIE dataset.

Validation set AP (%) MMR (%)

HIE data 61.68 74.01
HIE + COCO person 65.83 69.75
HIE + CityPerson 63.71 67.43
HIE + CrowdHuman 78.22 58.33
HIE + self-collected data 69.39 60.82
HIE + CrowdHuman + COCO + CityPerson 78.53 58.63
HIE + CrowdHuman + self-collected data 81.03 55.58
HIE + all extra data 81.36 55.17

Table 3: Detection in Crowded Scenes on HIE dataset.

Validation set AP (%) MMR (%)

ResNet50 + Faster RCNN + extra data 81.36 55.17
+ emd loss 81.73 53.20
+ refine module 81.96 50.85
+ set NMS 82.05 49.63

effects on different data based on Faster-RCNNwith ResNet50 as the
backbone. The experimental results are shown in Table 2. We can
find that the CrowdHuman dataset achieves the most improvement
compared with other datasets, because the CrowdHuman is the
most similar dataset with HIE, and both of the two datasets contain
plenty of crowded scenes. COCO person contains two times of
images than HIE train data, but merging the COCO person does not
bring significant improvement and suffer more than three times
train time, thus we only merge HIE with CrowdHuman and self-
collected data to take a trade-off between detection performance
and train time.

2.3 Detection in Crowded Scenes
As there are lots of crowded scenes in HIE2020 dataset, the highly-
overlapped instances are hard to detect for the current detection
framework. We apply a method aiming to predict instances in
crowded scenes [3], named as “CrowdDet”. The key idea of Crowd-
Det is to let each proposal predict a set of correlated instances rather
than a single one as the previous detection method. The CrowdDet
includes three main contributions for crowded-scenes detection: (1)
an EMD loss to minimize the set distance between the two sets of
proposals [26]; (3). Set NMS, it will skip normal NMS suppression
when two bounding boxes come from the same proposal, which
has been proved works in crowded detection; (2). A refine module
that takes the combination of predictions and the proposal feature
as input, then performs a second round of predicting. We conduct
experiments to test the three parts on HIE2020 dataset, and the
results are shown in Table 3. Based on the results in the Table,
we can find that the three parts do improve the performance in
crowded detection. Meanwhile, we apply KD regularization [30]
in the class’s logits of the detection model, which can consistently
improve the detection results by 0.5%-1.4%.
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Figure 1: The framework of our person-level action recognition.
Finally, based on the above analysis, we train two detection

models on HIE by combining extra data with the crowded detection
framework: (1). ResNet152 + Cascade RCNN + extra data + emd
loss + refine module + set NMS + KD regularization, whose AP is
83.21; (2). ResNeXt101 + Cascade RCNN + extra data + emd loss +
refine module + set NMS + KD regularization, whose AP is 83.78;
Then two models are fused with weights 1:1.

3 PERSON-LEVEL ACTION RECOGNITION
The HIE [19] training set contains 33559 human action instances
from 14 action categories. The actions are annotated for all individ-
uals in every 20 frames, we call the frames which contain action
annotations as the key frames. As mentioned in [19], the distri-
bution of all action classes is extremely unbalanced. Some action
classes such as running-alone, running-together, sitting-talking,
fighting and fall-over each have less than 400 action instances,
while there are 11.7k actions labeled as walking-alone. Moreover,
the spatial sizes of the persons in HIE only occupy less than 2% of
the area of the whole frame on average. Therefore it is an extremely
challenging task to perform spatio-temporal action localization on
this dataset. To mitigate the problem of lack of data, we collected
some extra data as mentioned previously and annotated around
2.9k action instances on them.

Next, we will describe the methods we used for the person-level
action recognition task. For every key frame,We first sample frames
temporally-centered around the key frame to form a short trimmed
video clip. The trimmed clip is then fed into the backbone video
feature extractor model which outputs feature maps representing
the video clip. We then apply RoIAlign [10] along the spatial dimen-
sions, and global average pooling along the temporal dimension
following [6] to extract features for each person. The person fea-
tures of the current clip together with the features in the neighbor
clips are then combined for a few interaction modules for the final
action prediction.

3.1 Action detection Model
We employ the Asynchronous Interaction Aggregation (AIA) net-
work [25] as the main action detection model for this task. The

backbone of the model is SlowFast 8×8 ResNet-101 (SlowFast8x8-
R101) [6] which is pretrained on the Kinetics-700 dataset [2]. The
whole AIA model (with dense serial Interaction Aggregation) is
then trained on the AVA dataset [9] which is a large-scale spatio-
temporal action localization dataset. We take the AVA trained model
open-sourced by the authors of AIA [25] as our base model. As the
actions in HIE are all human-centric and have no interactions with
other objects, unlike the actions in AVA, we remove the person-
object interactions modules in the AIA. Moreover, as the duration
for each video in HIE is much shorter than AVA, and the movement
of the persons are generally much quicker in HIE, we reduce the
number of neighbor clip 𝐿 to 1 for the temporal interactions in AIA.

3.2 Dataset split
We tried splitting the dataset by videos to train and validation
set similarly to the detection training. However, several action
labels would have very few positive instances in the training and/or
validation set, which makes it hard to evaluate performance using
this kind of split strategy. Therefore, we performed a few rounds of
initial experiments with the above train-validation split to verify
the correctness of our implementation. After that, we switch to
training with the full training set without validation, and perform
testing on the official testing set given.

3.3 Training Details
For each trimmed clip around a key frame, we sample 32 frames and
8 frames within the clip for the slow and fast branch in the feature
extractor respectively. For the spatial dimensions, during training,
we resize the shorter side of the frames to a length randomly sam-
pled from (320, 352, 384, 416, 448), and pad the longer side to 2.5
times of the shorter side. We apply bounding box jittering of 10%
and random horizontal flipping to improve the generalization abil-
ity. We use a dropout rate of 0.2 before the classification prediction,
and employ the binary cross-entropy loss on sigmoid activated
logits as supervision during training. Training is performed with
SGD optimizer for a total of 160k iterations with BatchNorm [13]
statistics being frozen. We train each model on 8 GPUs with 2 clips
per GPU, which makes the total batch-size 16. The initial learning
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Figure 2: Scene parsing visualization for video 25 and 30.

rate is 0.01, and is reduced by a factor of 10 after 96k and 128k
iterations. We warm-up the learning rate linearly for the first 2k
iterations following [25].

3.4 Weighted sampling
Due the lack of training samples for some classes, we observed
that the score distribution for the rare classes is near zero after
the training. To mitigate the imbalance problem among the action
classes, we perform weighted clip sampling during training where
we assign higher weights to clips that contain rare actions (such
as sitting, running, etc) and lower weights to clips that contain
frequent actions (such as walking and standing). After applying the
weighted sampling strategy, the ratio of the number of occurrence
of maximum sampled action to the minimum sampled action is
reduced from around 120 to around 10 during training.

3.5 Inference Details
For inference, the process is similar to that of training, except that
instead of ground-truth person boxes, we used the predicted person
boxes to perform RoIAlign after the feature extraction. We per-
formed multi-scale and flip testing with 5 scales at (320, 352, 384,
416, 448), and average the predictions scores as the prediction out-
put by the model. For the final submission, we made we only used
one single AIA (SlowFast8x8-R101) model without a multi-model
ensemble.

We noticed that certain actions such as walking-up-down-stairs
is closely related to staircases in the scene, as they are supposed
to be. We can confidently say that the action label of a person is
walking-up-down-stairs when the person is above the staircase.
Therefore, we use a semantic segmentation model trained on the
ADE20K [32, 33] dataset to perform scene parsing on the videos, so
that we can re-weight the scores depending on the location of the
person bounding box in the scene. Figure 2 are the visualizations
of scene parsing of hm_in_passage (ID:25) and hm_in_stair (ID:30)
respectively.

Moreover, certain similar actions such aswalking-together, running-
together and gathering are group actions that require other people
to be physically around. Therefore depending on the maximum
intersection-over-union (IoU) among the neighbor person boxes
to the target person bounding box, we re-weight the score from

Table 4: The top-2 results of HIE2020 testing set. The evalu-
ation metric is wf-mAP@avg(%).

Video Name 1st Place (Ours) 2nd Place (VM)

hm_in_waiting_hall 27.57 23.90
hm_in_bus 49.30 4.73
hm_in_dining_room2 12.23 16.71
hm_in_lab2 36.27 37.87
hm_in_subway_station 28.89 10.07
hm_in_passage 29.77 22.20
hm_in_fighting4 44.10 22.08
hm_in_shopping_mall3 31.36 41.08
hm_in_restaurant 20.61 10.18
hm_in_accident 32.78 27.99
hm_in_stair3 29.87 30.03
hm_in_crossroad 57.92 49.08
hm_in_robbery 17.36 11.79

Overall 26.05 25.48

’together’ actions to the corresponding ’alone’ actions if there is no
other person around the target person.

4 PERSON-LEVEL ACTION RECOGNITION
RESULTS

Our final submission achieved 26.05% wf-mAP@avg on the offi-
cial testing set, which ranked 1st in the competition. The detailed
results for each video and the overall performance of the top two
teams are shown in table 4. As we can see we perform much bet-
ter on a few videos such as hm_in_bus, hm_in_subway_station,
hm_in_fighting4 and hm_in_restaurant. However, there are also
several videos that we did not perform as well as the 2nd place sub-
mission, such as the hm_in_dining_room2 video. We suspect that
this is because our person detection model is able to detect persons
even when they are occluded, but it is hard for the downstream
action model to classify the actions correctly, hence hurting the
overall performance.

5 CONCLUSION
In this paper, we describe the approach we used in the Person-
level Action Recognition in Complex Events track in the HIE2020
Challenge, which achieved 1st place on the testing set. The over-
all framework is similar to other state-of-the-art spatio-temporal
action localization methods where we first detect the persons in
some key frames, and then perform action classification using with
the help of 3D RoIAlign on the features extracted on a trimmed
video clip. We perform extensive experiments and tuning for our
person detector which helps to reduce the number of possible false
negatives due to missing to localize a person. Then we employ
a state-of-the-art action detection model and trained with extra
self-collected data in addition to the whole training set. Further-
more, we add some post-processing operations according to human
understanding of the actions.
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