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ABSTRACT 
Remote control of robots generally requires a high level of 
expertise and may impose a considerable cognitive burden on 
operators. A sense of embodiment over a remote-controlled robot 
might enhance operators’ task performance and reduce cognitive 
workload. We want to study the extent to which different factors 
affect embodiment. As a first step, we aimed to validate the cross-
modal congruency effect (CCE) as a potential objective measure 
of embodiment under four conditions with different, a priori 
expected levels of embodiment, and by comparing CCE scores 
with subjective reports. The conditions were (1) a real hand 
condition (real condition), (2) a real hand seen through a 
telepresence unit (mediated condition), (3) a robotic hand seen 
through a telepresence unit (robot condition), and (4) a human-
looking virtual hand seen through VR glasses (VR condition). We 
found no unambiguous evidence that the magnitude of the CCE 
was affected by the degree of visual realism in each of the four 
conditions. We neither found evidence to support the hypothesis 
that the CCE and embodiment score as assessed by the subjective 
reports are correlated. These findings raise serious concerns about 
the use of the CCE as an objective measure of embodiment. 

CCS CONCEPTS 
• Human-centered computing~Empirical studies in HCI; 
HCI design and evaluation methods~Laboratory experiments  
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1 Introduction 
Remote operation of robots generally requires a high level of 

expertise and may impose a considerable cognitive burden on 
operators [1]. To enhance task performance and reduce cognitive 
workload it has been proposed that operators should have the 
illusory feeling that the robot’s body and hands are their own 
body and hands so that they do not notice the operation is being 
mediated [2]. This feeling is often referred to as the sense of 
embodiment, or embodiment for short, and has been defined as 
the sense that emerges when an object’s properties are processed 
as if they were the properties of one’s own biological body [3]. 
The concept of embodiment can be divided into three 
subcomponents: sense of ownership [e.g., 4], sense of agency [e.g., 
5], and sense of self-location [e.g., 6]. We use the term 
embodiment as the overarching construct of these three 
subcomponents for the remainder of this paper. 
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Numerous studies have found that it is possible to induce a 
sense of embodiment over extracorporeal objects. First studies on 
this topic involved the classical rubber hand illusion (RHI), in 
which participants have the feeling that a rubber hand becomes 
part of their body when it is stroked synchronously with their 
hidden real hand [7]. This illusion is induced through the 
multisensory integration between what is seen on the rubber hand 
and felt on the real hand. Since then, feelings of embodiment have 
been induced over robotic hands [8, 9, 10] and virtual bodies and 
body parts [11, 12, 13, 14] through multisensory stimulation. A 
range of visual and other features have been found to affect 
embodiment [2]. We aim to assess the relative importance of these 
features in a single experiment to support the design of interfaces 
for remote-controlled robots. As a first step, we are looking for an 
objective measure to quantify embodiment. Quantifying 
embodiment is not straightforward. Different measures have been 
used, of which subjective verbal reports have been used most 
frequently. However, subjective reports may suffer from demand 
effects and differences in interpretation between individuals.  

Aspell et al. [15] propose the cross-modal congruency task 
(CCT) as a relatively simple objective tool to quantify 
embodiment, which enables the collection of multiple repeated 
measures during an embodiment illusion. The CCT has originally 
been designed to study the multisensory integration of visual and 
tactile cues [16]. The task consists of indicating the location of 
vibrotactile targets while ignoring visual distractors as much as 
possible. We used a unimodal version of the CCT similar to [17] 
in which two vibrators and two LEDs are arranged on the thumb 
and index finger of the participant’s right hand. On each trial, a 
vibration and a light flash are presented to the participant’s thumb 
or index finger. This can be congruent: the light flash is presented 
on the same finger as the vibration, or incongruent: the light flash 
is presented on the opposite finger of the vibration. Participants 
have to respond to the vibrotactile stimuli as quickly as possible 
by indicating on which finger they perceived the vibration, 
irrespective of the location of the distractor light. A large number 
of studies have consistently shown that responses to the 
vibrotactile targets are delayed and less accurate when the light 
flash is incongruent, rather than congruent, to the vibrotactile 
target. This effect is quantified in terms of the cross-modal 
congruency effect (CCE), defined as the difference in average 
response times between incongruent and congruent trials. It can 
be imagined that with a high level of embodiment, one is more 
hindered by incongruent flashes and supported by congruent 
flashes (high CCE), compared to a low level of embodiment (low 
CCE). 

Indeed, CCEs have shown to be associated with reported 
changes in hand ownership [18], self-location [12], and full-body 
ownership [12, 15]. The CCE has also been used to measure the 
level of virtual robotic tool incorporation [19, 20]. Accordingly, it 
has been suggested that the CCE provides an objective measure of 
multisensory integration in the body schema and the resulting 
feeling of embodiment [15, 17].  

To test whether this is indeed the case, this study aims to 
validate the CCE as an objective measure of embodiment by 
measuring CCEs under four conditions with different, a priori 

expected levels of embodiment, and by comparing CCE scores 
with subjective reports collected during the same four conditions. 
These conditions were (1) a real hand condition (real condition), 
(2) a real hand seen through a telepresence unit (mediated 
condition) to examine the effect of seeing the world through a 
telepresence unit, (3) a robotic hand seen through a telepresence 
unit (robot condition), and (4) a human-looking virtual hand seen 
through VR glasses (VR condition). The latter two conditions are 
especially relevant for applied teleoperation scenarios. 

We expect that participants will experience a sense of 
embodiment in all conditions, as reflected by the CCE, but that the 
magnitude of the CCE will be affected by the degree of visual 
realism of the presented hand in each of the four conditions. Thus, 
we expect embodiment to be stronger if the hand is realistic (i.e., 
human-looking) compared to a robotic hand [2]. Because we 
presume that perceiving reality through a telepresence unit is akin 
to perceiving a world in VR, we tentatively expect that a human-
looking virtual hand would induce a stronger sense of 
embodiment than a robotic hand in reality. This would result in 
the following magnitude of the CCE, from large to small: Real, 
Mediated, VR, Robot. A correlation between CCE magnitude and 
subjective reports would further validate the CCE as an objective 
measure of embodiment. 

2 Methods 

2.1 Participants 
Eight participants (5 male, 3 female; 7 right hand dominant; 

aged 23–44 years, mean ± SD = 28.9 ± 7.6 years) participated in 
the experiment. All participants received oral and written 
instructions about the experimental procedures and gave their 
written informed consent to participate in the study before the 
start of the experiment. The study was approved by the TNO 
Institutional Review Board.  

2.2 Apparatus and materials 
Vibrotactile stimuli were delivered on the thumb and index 

finger of the participant’s right hand through a vibrotactile glove 
(Elitac, Utrecht, NL). On top of the glove, two LEDs (5 mm, red) 
were attached to the thumb and index finger of the participant’s 
right hand using Velcro. Responses were made by pressing two 
response buttons corresponding to ‘thumb’ and ‘index finger’ 
using the left hand. On each trial, a vibration (100 ms) and a light 
flash (100 ms) were delivered simultaneously at one out of the four 
possible location combinations (congruent thumb; congruent 
index finger; incongruent thumb; incongruent index finger). 
Target and distractor stimuli were delivered in a pseudorandom 
order separated by a random interval between 2000-5000 ms.  

The VR environment was modeled in a commercial game 
engine (Unity 3D, Unity Technologies, San Francisco, USA) using 
standard VR software (SteamVR, Valve Corporation, Bellevue, 
USA) and displayed in an HMD (HTC VIVE, HTC Corporation, 
New Taipei City, Taiwan).  

The CCT was designed around an Arduino Mega 2560 
microcontroller board to achieve millisecond timing accuracy. A 
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custom script on the Arduino Mega controlled the whole 
experiment. The Arduino Mega drove two physical distractor 
lights, two virtual distractor lights in Unity 3D, and two actuators 
of the vibrotactile glove through ROS. Two response buttons were 
interfaced with the Arduino Mega to measure subjects’ responses 
to the vibrotactile targets. 

Following each CCT condition, a 10-items questionnaire was 
administered in written form to assess the subjective level of 
embodiment (see Supplement). It contained statements relating to 
ownership, agency, and self-location. Participants were asked to 
indicate their level of agreement or disagreement with the 
statements on a 7-point Likert scale which ranged from “strongly 
disagree” (-3) to “strongly agree” (+3). Scores for each of the ten 
statements were combined into a compound embodiment score 
reflecting the overall embodiment strength. The questionnaire 
was adapted from [21, 22] and was translated to the participants’ 
mother tongue (Dutch). 

2.3 Design 
The design had two within-subjects factors: congruency of the 

location of the vibrotactile stimuli with respect to the visual 
distractors (congruent vs. incongruent), and condition (real, 
mediated, robot, and VR). The dependent variable was the cross-
modal congruency effect in inverse efficiency (CCE-IE). Figure 
1A depicts the conditions in which the CCT was implemented. 
The four conditions were presented in a counterbalanced order 
across participants to compensate for possible learning effects 
[23]. In each of the four conditions, participants performed 100 
CCT trials and completed the embodiment questionnaire 
immediately afterward.  

2.4 Procedure 
Participants sat comfortably on a chair, resting their forearms 

on foam sheets placed on a table in front of them. The vibrotactile 
glove was worn on their right hand and was visible during the real 
and mediated conditions. Two distractor lights were fastened 
tightly around the actuators of the vibrotactile glove. In the 
mediated and robot conditions a custom-built HMD was put on, 
which was replaced by an HTC VIVE in the VR condition. 
Participants were then instructed to indicate as fast as possible the 
location of sequentially presented vibrotactile targets delivered on 
the thumb and index finger of their right hand by pressing one 
out of two response buttons (corresponding with ‘thumb’ or 
‘index finger’) on which their left thumb and index finger rested. 
Participants were told that visual distractors would be presented 
simultaneously with the vibrotactile stimuli. They were instructed 
not to close their eyes and fixate on the visual distractors for the 
whole duration of the CCT run. Before the start of each CCT run, 
participants completed practice trials until they reached an 
accuracy level of 80%. After completing the 100 trials, participants 
took off the HMD (if applicable) and filled out the embodiment 
questionnaire. The procedure was repeated for the other 
conditions. The total experiment lasted approximately 60 minutes 
per participant. 

2.5 Data analysis and statistics 
The CCT data were processed to extract the mean response 

time (RT) for each participant as a function of congruency and 
condition. Trials with incorrect responses and with RTs smaller 
than 200 ms and larger than 1500 ms were discarded, similar to 
[12]. This led to a rejection of 5.1% of all trials. The inverse 
efficiency (IE) score [24] was then calculated by dividing the mean 
RT by the percentage of correct responses for each condition, 
thereby accounting for possible speed-accuracy trade-offs in the 
RT data. The IE has been used in previous CCT studies [e.g., 10, 
12, 19, 25]. In a pre-analysis, we first tested for differences in RTs 
between responses made with the participant’s thumb and index 
finger. We found no significant differences and, therefore, 
averaged the responses across thumb and index finger for both 
congruent and incongruent trials. 

Data from all resulting trials were first analyzed using a two-
way repeated measures ANOVA (4 x 2) on the mean RTs, with the 
factors condition and congruency. Then, a one-way repeated 
measures ANOVA on CCE-IE scores was performed with the 
factor condition to test the hypothesized difference in embodiment 
strength between conditions. Additional analyses of RT data were 
conducted to control for condition order effects as well as learning 
and fatigue effects.  

Questionnaire data were processed to extract a compound 
embodiment score, which was normalized using min-max 
normalization to allow a comparison between each of the four 
conditions. A one-way repeated measures ANOVA was conducted 
to examine the effect of condition.  

Finally, correlation analyses were conducted between the 
magnitude of participants’ CCE-IE scores and the compound 
embodiment scores. Post-hoc tests for all ANOVAs were applied 
where appropriate. Requirements for normality of residuals were 
checked with the Shapiro-Wilk test and reported with its p-value 
(psw). All statistical tests were performed at a significance level of 
α = 0.05 and were performed using IBM SPSS Statistics 26. 

3 Results 
The mean RTs and CCE-IE scores are shown in Figure 1B. 

Analysis of mean RTs using a two-way repeated measures 
ANOVA revealed a significant main effect of congruency, F(1, 7) = 
62.6, p < 0.0001, partial η2 = 0.90, caused by faster responses when 
stimuli were congruent versus incongruent. Furthermore, it 
revealed a significant main effect of condition, F(3, 21) = 5.8, p = 
0.005, partial η2 = 0.45, and a significant interaction between 
congruency and condition, F(3, 21) = 8.7, p = 0.001, partial η2 = 0.55. 
Subsequent post-hoc comparisons of the conditions demonstrated 
that mean RTs were shorter in the real than in the mediated (p = 
0.017) and VR condition (p < 0.0001). Mean RTs were also shorter 
in the robot than in the VR condition (p = 0.029). Residuals of mean 
RTs were normally distributed (psw > 0.20). 

Analysis of CCE-IE scores using a one-way repeated measures 
ANOVA revealed a significant main effect of condition, F(3, 21) = 
8.7, p = 0.00022, partial η2 = 0.60. Subsequent post-hoc tests 
showed a significant difference between the real and VR 
conditions (p < 0.00001), mediated and VR conditions (p = 0.041) 
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and robot and VR conditions (p = 0.00036). Residuals of mean 
CCE-IE scores were normally distributed (psw > 0.36).  

Additional analyses of RTs revealed no significant order effects 
in the condition blocks. The effects of time were weak and non-
systematic. 

 

 

 

Figure 1: Conditions and results. (A) Four conditions with 
various visual realism in which the CCT was implemented. 
(B) Mean RTs of congruent and incongruent trials (left 
axis). The CCE-IE is shown in black dots (right axis). The 
error rate is given as a percentage above each bar in the 
graph. (C) Compound embodiment score as obtained from 
the questionnaire with standard errors. ∗p < .05, ∗∗p < 0.01. 

The compound embodiment scores as obtained from the 
questionnaire are shown in Figure 1C. Results from the one-way 
repeated measures ANOVA showed that the embodiment score 
differed significantly between conditions, F(3, 21) = 31.4, p < 
0.0001, partial η2 = 0.82. The significant differences in the 
compound embodiment score between conditions resulting from 
post-hoc tests are indicated in Figure 1C.  

For each condition, the correlation between the CCE-IE scores 
and the compound embodiment scores was tested. Pearson’s r 
showed no significant correlation between the two measures for 
any of the conditions (all p-values > 0.6). No significant 
correlations between the CCE-IE and individual questionnaire 
statements or embodiment subcomponents were found either. 

4 Discussion and conclusion 
This study aimed to validate the CCE as an objective measure of 
embodiment by evaluating CCEs in four conditions and 
comparing CCE scores with subjective reports. The study has two 
main outcomes. First, the magnitude of the CCE does not appear 
to be affected by the degree of visual realism of the hand. This is 
striking because one would expect that the strongest multisensory 
integration or sense of embodiment would be demonstrated when 
visual distractors are presented on the participant’s hand instead 
of on a virtual hand. A possible explanation could be that other 
factors, that (may have) differed between the conditions, affected 
the magnitude of the CCE, e.g., the degree of spatial uncertainty 
about the vibrotactile target location [see 26], differences in the 
relative timing of the target and distractor stimuli, the spatial 
separation between the vibrotactile target and the visual 
distractor, or differences in cognitive workload in the different 
conditions. Second, no significant correlation between the CCE 
and subjective reports was found, suggesting that the two 
measures do not measure the same phenomenon. Our results 
challenge the notion that multisensory integration and 
embodiment are closely connected. Recently, Kanayama et al. [27] 
conducted an experiment similar to the one in the present study 
but using the RHI paradigm. They suggested that VR, including 
an HMD, can disrupt the visuotactile integration process. 
Additionally, Marini et al. [28] used a version of the CCE in which 
unimodal tactile trials were intermixed with crossmodal 
visuotactile trials and found no difference in RTs between 
unimodal tactile trials and congruent visuotactile trials. This 
implies that distractor lights merely slow down responses when 
delivered opposite to the vibrotactile target and do not speed up 
responses when delivered on the same location as the vibrotactile 
target. Hence, it can be concluded that multisensory visuotactile 
integration may contribute to only a small component of the CCE 
and that the CCE is likely to primarily reflect response conflict 
[25, 28], together with the abovementioned factors. Therefore, we 
raise serious concerns about the use of the CCE as an objective 
measure of embodiment. 
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