2308.03805v1 [csLG] 6 Aug 2023

arXiv

Weakly Supervised Multi-Task Representation Learning for Human
Activity Analysis Using Wearables

TAORAN SHENG, The University of Texas at Arlington, USA
MANFRED HUBER, The University of Texas at Arlington, USA

Sensor data streams from wearable devices and smart environments are widely studied in areas like human activity recognition
(HAR), person identification, or health monitoring. However, most of the previous works in activity and sensor stream analysis
have been focusing on one aspect of the data, e.g. only recognizing the type of the activity or only identifying the person who
performed the activity. We instead propose an approach that uses a weakly supervised multi-output siamese network that
learns to map the data into multiple representation spaces, where each representation space focuses on one aspect of the data.
The representation vectors of the data samples are positioned in the space such that the data with the same semantic meaning
in that aspect are closely located to each other. Therefore, as demonstrated with a set of experiments, the trained model can
provide metrics for clustering data based on multiple aspects, allowing it to address multiple tasks simultaneously and even
to outperform single task supervised methods in many situations. In addition, further experiments are presented that in more
detail analyze the effect of the architecture and of using multiple tasks within this framework, that investigate the scalability
of the model to include additional tasks, and that demonstrate the ability of the framework to combine data for which only
partial relationship information with respect to the target tasks is available.
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1 INTRODUCTION

The increased availability of sensors embedded in the environment and worn on the body opens up a vast potential
to improve many aspects of life and the workplace, including health management, assistive technology, and
workplace safety and efficiency. To realize this potential, it is essential to address the arising need for improved
human activity analysis from the sensor data stream. Many different methods have been developed to address
this need. While current machine learning methods have achieved impressive results, most of these methods
have limitations in the following perspectives: (i) The methods focus on one aspect of the data by either only
recognizing the activity [41] or only identifying the person who performed the activity [28]; (ii) Most current
person identification methods are based on iris, face, fingerprint or gait identification, in which specific input or
activity is needed from the user side [11, 24]; (iii) Pure supervised training of the model is used which requires
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large amounts of labeled data [25], that is often hard to come by, especially in personalized applications; (iv)
Most previous methods rely heavily on data that is labeled with respect to all aspects of the task and thus make it
difficult to combine datasets that were created for different purposes, even if they were collected in the same
environment, since each dataset would only contain the labels for that specific task. As a result, significant
amounts of costly re-labeling would be required which might not even be possible in many real world scenarios
since the required information for the labeling is no longer available in the data.

This paper presents an approach that attempts to mitigate these limitations. Intuitively, different persons
perform activities in different ways. Distinct personal characteristics are commonly present in all the activities
performed by the person. Thus, identifying a person with different types of activities can generalize the model to
activity-based identification which does not need a specific user’s cooperation. Moreover, from the multi-task
perspective, sharing knowledge between related tasks leads to learning generalized representations, helping to
reduce the risk of overfitting one specific task. Since human activity recognition (HAR) and person identification
are closely related, combining them into one multi-task model is reasonable and can be beneficial for both tasks.
Furthermore, while learning of a selective representation is commonly achieved by supervised training, previous
works in computer vision [9, 19] have shown the possibility to achieve similar performance in a weakly supervised
manner while dramatically reducing the effort needed to obtain training data.

Based on these observations, this paper proposes a unified deep learning architecture centered around siamese
networks and temporal convolutions for simultaneous HAR and activity-based person identification, which is
trained using only the information about the similarity of the activities and the persons without knowing the
explicit labels. Moreover, the developed architecture is non task-specific, easily extendable to larger numbers of
tasks, and can be trained with data where only partial similarity information is available, i.e. where each data
item only contains relationship information for a subset of the tasks that the system is to be trained for.

To demonstrate the potential and scalability of the proposed model and to evaluate its effectiveness in different
scenarios, a number of experiments are presented and analyzed: (i) To evaluate the proposed method, the
framework is applied to the HAR and person identification problem and compared to existing single and multi-
task approaches in these domains. The results and visualization of the formed representation space confirm
that our method can learn them successfully, and comparison with state-of-the-art methods, including fully
supervised methods that take advantage of additional, explicit labels, demonstrate that our method can achieve
competitive performance on several datasets; (ii) To assess the scalability of the proposed method, we expand the
model to learn representations for additional attributes in the data along with HAR and person identification.
These experiments show that the proposed architecture can scale to increasing numbers of tasks with very little
loss of accuracy; (iii) Ablation studies are provided to investigate the influence of multi-task learning within
the architecture, demonstrating not only that multiple tasks can be learned but that training for multiple tasks
often increases the performance for individual tasks; (iv) To investigate the impact of data that has only partial
similarity information, an experiment is performed where each data item only contains similarity information
with respect to one of the tasks and only to a subset of the data. The results here show that the proposed model
can successfully learn all tasks even with partial similarity information with a performance that is close to the
one with full information.

2 RELATED WORK
2.1 HAR and Person Identification

There are two main directions in wearable sensor-based HAR, either handcrafted feature-based methods or
deep neural network (DNN) based methods. Handcrafted features are designed with domain knowledge. For
example, [3, 31] used statistical features, such as mean, variance and entropy, in their models. Features extracted
from a wavelet transform were utilized in [34]. He and Jin [15] used features extracted by applying discrete
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cosine transform. The advantage of these features is that they can be derived from the signal easily and have
been shown to be effective in the HAR system. However, domain knowledge is required to design the features
manually. Recently, many HAR models adopt DNN to allow automatic feature extraction. Morales and Roggen
[25] proposed a model consisting of convolutional neural network (CNN) and long short-term memory (LSTM)
components. CNN is used here to capture local temporal relations while the memory states of LSTM ease the
learning of long time scale dependencies. In [1], a hybrid approach was proposed, which used a deep belief
network as an emission matrix of a Hidden Markov Model to model the sequence of human activities. These
methods can automatically extract features from the data without any domain knowledge. But, they still require
explicit labels to supervise the training of the model.

Many person identification methods are based on iris, face, and fingerprint. Those kinds of methods require
specific cooperation or explicit action/input from the user side, e.g. standing in front of a camera, looking at a
specific point, etc. [10], while gait recognition-based person identification, e.g. [11, 17, 23], enables an inexpensive,
convenient, and unobtrusive way to complete the task. However, gait-based methods assume that walking is the
only activity to be performed during the identification. In many real-world applications, this assumption may not
hold. There have been only a few studies that are identifying the person based on various activities recorded by
sensors. Kwapisz, Weiss, and Moore [28] proposed a model which used handcrafted features and decision trees.
Their model addressed the biometric identification task by analyzing four types of dynamic activities (walking,
jogging, ascending and descending stairs). Elkader et al [10] expanded the person identification method from a
limited number of specific activities to a set of various normal daily activities. However, these works still focus
on only one aspect of the data.

The most closely related works are perhaps [16, 29]. In [29], Reddy et al. proposed a method to first identify the
person’s states: standing, sitting, or walking, then separate SVM based models are used for identifying the person
for each of the three mentioned states. This method addresses posture recognition and person identification,
but the two tasks are addressed in two separate steps by separate models. Hernandez, McDuff, and Picard [16]
collected experimental data from a wrist worn smartwatch, and their proposed model identifies the person and
three static body postures (sitting, standing, and lying) at the same time. These two works address two tasks, but
while the first uses walking for activity recognition, in both cases the methods for person identification are based
solely on a very small number of simple static postures, and no information about the dynamics of activities
is used for this task. Hence, these two methods do not support general activity-based person identification.
Moreover, both use a very small set of activities and are not easily expandable to a more general set, and do not
provide any explicit means to add additional attributes or tasks. In contrast, the framework presented here does
not make any assumptions about the type of activities and provides a uniform, consistent model for multi-task
learning of both static and dynamic attributes. For this, it develops a novel siamese network training architecture
that allows efficient training of a latent representation that accurately embeds the chosen attributes. In addition,
it extends the state-of-the art by permitting the system to be trained without explicit labels, just using similarity
or relationship information, as well as to be trained with datasets that only contain partial similarity information.

2.2 Siamese Networks and Temporal Convolution Networks

We take inspiration from siamese architectures and temporal convolutional networks (TCN) to design our model
that can efficiently capture the temporal patterns and compute the semantic similarity between the pairs of data
sequences.

A siamese network [8] is a neural network with dual branches and shared weights. As illustrated in Fig. 1, it
processes an input pair {x,, xp} and yields a pair of comparable representation vectors {H,, Hp}. The distance
between the comparable representation vectors is then used as the semantic similarity of the input pair. The
siamese architecture is widely used in many domains. Originally [8], a siamese network was used to verify
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Fig. 1. The basic architecture of a siamese network.
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Fig. 2. The basic architecture of a temporal convolutional network (TCN).

Sensor Data Stream

signatures. Mueller and Thyagarajan [26] used a siamese recurrent neural network to measure the semantic
similarity between a pair of sentences. In [9], a siamese CNN is proposed to learn a complex similarity metric
for face verification. In other areas, the siamese architecture has been applied in unsupervised acoustic model
learning [18, 33, 39], image recognition [7] and object tracking [19].

A TCN uses a hierarchy of convolutions to abstract the temporal relations of the data stream at different time
scales. As shown in Fig. 2, the hierarchical structure of the TCN is effective to learn the incrementally longer-
range temporal patterns in the data stream with each increase in the depth of the network. More specifically, the
low-level TCN layers focus on capturing simple features within a short period of time, while the high-level layers
learn to aggregate the low-level simple features into more complex and abstract high-level concepts within a
longer period of time. Hence, stacking TCN layers together is an efficient way to model the longer-range temporal
patterns in the data. TCN has been successfully applied in many different areas, e.g., computer vision (video data
stream), natural language processing (speech or text data), etc. In [35], Oord et al. proposed a model that can
generate raw speech signals. In [21, 22], TCN has been used to segment and detect action in the video. In [42], a
character-level TCN is used to classify text.

3 PROPOSED METHOD

Our work differs from previous works in several important ways. First, unlike most of the previous methods, our
proposed model can identify the activity and the person simultaneously and can be systematically expanded
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to identify additional types of attributes. Second, in comparison to most of the previous wearable sensor-based
person identification methods, which have been customized to either only focused on gait information, or only
used a limited number of dynamic activities or static body postures, our model uses a task-agnostic structure and
is here evaluated on four diverse public datasets [5, 20, 30, 31]. These datasets, respectively, contain 12, 12, 7,
or 6 types of different activities performed by 9, 10, 30, or 36 different persons. This evaluation offers a more
realistic and challenging scenario, and through the use of a wider range of activities may lead to a more robust
identification model. Moreover, since in the daily routine of a person in real life many different activities will
be performed, an identification system that is restricted to a very small number of activities might fail to work,
and even in situations where it can still make correct classifications can only take advantage of a small part of
the available data. Third, our proposed method is capable of learning with data with only partial similarity or
data relationship information, which could be useful in many real-world applications where not all attributes
of the data can be determined for any given point in time or where multiple datasets that were collected for
different purposes using the same sensors in the same domain can be combined to obtain a larger training set
and consequently better task performance and less risk of overfitting. Finally, our method, by taking advantage
of the siamese architecture, can be trained in a weakly supervised manner, hence no explicit labels are needed.

To achieve these capabilities, we frame the problem as learning an invariant mapping that maps the input data
sequence into a semantic representation space. The learning process relies only on the relationship of the data
sequences in the input pair, therefore the learned model will map two data sequences either to the same area
in the representation space if the two data sequences are semantically similar, or to different areas if the data
sequences are semantically dissimilar. Formally, given a pair of sensor data sequences {x,, x3}, the aim is to learn
a mapping f that maps the pair {x,, x;} into a representation space such that:

Hy, = f(xa) (1)
Hy, = f(xp) )

The distance between the representation pair {H,, Hy, } approximates the semantic similarity of the input
pair {xg4, xp}. Specifically, our proposed model learns two such mappings:

o, [ra = o
: xp — H,?Zt

prers , [ ¥a = HE (4)
' Xp — Hf:: i

The mapping % is based on the activity similarity of x, and xj, such that if x, and x; belong to the same
type of activity, then H{¢" and H{¢* will stay together, while H{¢" and H{¢* will stay away from each other, if x,
and x;, are from different types of activities. The mapping fP¢’* is based on the performer of the activity, such
that if x, and x; are performed by the same person, then Hf:rs and H,flf " will stay together, while Hf:rs and
H,f: " will stay away from each other if x, and x;, are performed by different persons. The mappings f%* and
fPe’s preserve different semantic relationships between the input data sequences. The proposed model learns
these two mappings at the same time.

3.1 TCN Blocks

Suppose, we are given a pair of sensor data sequences {xg, Xp }: X4 = (Xg,, ..., Xz, ) and xp, = (xp,, ..., Xp_, ), Wwhere 7’
and 7"’ denote the time length of the signals and x,, = [s;}, ..., s7] is the n-dimensional sensor reading in sequence
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Fig. 3. ATCN block with two convolutional layers.

X, at time ¢. The learned mappings are then defined as follows:

act (xaw ey xar,) N HJ?st (5)
(Xhl, cees be”) N H)‘:Ift
pers (Xays s xaf,) N H)j():rs
f : FPers ©)
(Xbl, ooy be”) — HY

The TCN architecture is adopted as the basic building block for abstracting the sequence due to its ability to
efficiently abstract time series data at different time scales. As illustrated in Fig. 3, each TCN block is composed
of a series of transformations, which includes the dilated temporal convolutions with dilation rate d, batch
normalization, non-linearity ¢(-), and residual connection ®. Assume that the proposed model contains a
sequence of N TCN blocks where each block contains L convolutional layers with m different feature maps of
width k, and the parameters of the feature maps are w. For the n'! block, the input p"~! is the max-pooled output
from the (n — 1)™ block, and the temporal convolutions that we apply in each TCN block to capture the patterns
over the course of an activity are constructed from the following components.

3.1.1 Dilated Convolutional Layer. The advantage of dilated convolutions is that they support faster expanding
receptive fields without losing resolution or coverage [38]. Batch Normalization (BN) is applied after each dilated
convolutional layer and before the non-linear activation function. BN can accelerate the learning process by
reparameterizing the underlying optimization problem to make it more stable and smooth [32]. Formally, in the

I*" convolutional layer of the TCN block, the computation is then defined as follows:
k-1
pon _ | D P = )
t - ﬂ R - .
Zi:_% Wi h;f’d_il), otherwise.
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2 (nl ¥
A" = g(h™) ®)
where h(™!) is the output of the convolutions and h(nD) is the output of the non-linear activation function.

3.1.2  Residual Connections. The output of the TCN block, 0", is the sum of the result of the last convolution
I%En’L) and the input of the block, p"~!. However, in TCN blocks, the shapes of the input tensor and the output

tensor can be different [4]. To address this problem, if fzﬁ"’L) and p?~! have different shapes, a 1x1 convolution
will be used as the residual connection. Otherwise, an identity function will be used as the residual connection:

of = h{™! @ pr~! )

The temporal max pooling with width 2 is used between two consecutive TCN blocks to reduce the size of the
time dimensions while introducing slight translational invariance in time:

py = max(o}_;,0}) (10)

3.2 Multi-Output Siamese Networks

The architecture of the proposed model is outlined in Fig. 4. It contains two networks TCN, and TCNy,. Each
network has n TCN blocks, shares the weights, and processes one of the data sequences in the input pair {x,, xp}.
In order to disentangle the activity and person information extracted by the TCN networks, two fully-connected
(FC) layers are connected to the TCN networks and are responsible to process the activity representations
{H{*, H{'} and person representations {H,f:rs, Hf:: "1, respectively. The weights of the FC layers are shared
within the same representation learning task.

This model is trained using 4-tuples {x,, x5, y!, y?¢"5}, where x, and x;, are the data sequences of the input
pair. y*°!, y?¢"s € {0, 1} denote the semantic relationships of the input pair, where y® = 0 or y’* = 0 denotes
that {x,, x;} is a semantically negative pair, i.e. they are maximally dissimilar in terms of the corresponding
property. If y°* = 0, x,, and x; are different kinds of activities; if y?*"* = 0, x, and x;, are performed by different
persons. y?“! = 1 or yP¢"S = 1 denotes that {x,, x} is a semantically positive pair. If x, and x;, are the same kind
of activity, y*! = 1; if x, and x; are performed by the same person, y¢™s = 1.
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3.3 Contrastive Loss Function

Given the input pair {xg, x3}, the model outputs a pair of activity representations, {Hg", Hi*' }, and a pair of
person representations {Hf:frs, Hf: "*}. The loss function used to train the model is also defined on the pairs. The
similarity distance Dist; between the input pair is measured by the euclidean distance between their representation
pair:

Dists(xa, Xp) = ||Hx, = Hx, |2 (11)

To make the notation clearer, Dists (x4, Xp) is rewritten as D. Then the loss function for each of the categorizations
used for training is defined as:

N
L(Xg, Xp, y) = Z L' (x}, x},y") (12)

i=1
L (xx3,y") = y'Le(xl, x}) + (1 = y') La(x}, x}) (13)

where (x}, x},y') is the i-th sample in the data set. L, Ly are the loss terms for the positive pair (y = 1) and the
negative pair (y = 0). The forms of Ly, Ly are given by:

Ly = %(D)Z (14)
Ly = %{max(o, 5—D))? (15)

where § is a margin hyperparameter. It defines that the negative pairs contribute to the loss function if their
distance is smaller than the margin §. Then, the loss function is applied in each representation space, and the
weighted sum of the loss function in each representation space is defined for the final multi-task model (« and j
are the corresponding weights for each task):

L(xa, X,y yP") =

16
a- Lact(xa’ Xp, yact) + ﬁ . Lpers (xa, Xp, yperS) ( )

To train the network, we use the standard backpropagation algorithm with stochastic gradient descent. All the
parameters are initialized to small values. The start learning rate is Ir = 0.05 and an exponential decay function
is applied to the learning rate every 10000 steps with a decay rate of 0.95. The network is tested on validation
data after each epoch. If the validation error stopped decreasing for a predefined number of epochs, training is
finished.

3.4 Cluster Construction

After all the parameters are learned, we can use the trained model to provide metrics for a wide range of different
clustering algorithms. Because the trained model can map the data sample x into the representation space, where
the representation vector H is positioned such that data with the same semantic meaning are located close to each
other, clusters in this space should capture the corresponding property. More specifically, in our experiments, the
trained model maps the data samples into the activity representation space and the person representation space.
In the activity representation space, the data samples will be grouped into clusters according to the activity type.
In the person representation space, the data samples will be grouped into clusters according to the identity of
the person. Hence, after mapping the data samples to the more clustering-friendly representations, different
clustering algorithms can be used on these learned representations. In our experiments, K-means is employed as
the clustering method.
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4 EVALUATION AND EXPERIMENTS

In order to evaluate the effectiveness of the proposed model, we use four public datasets that contain raw sensor
data sequences of different human activities performed by different persons. We conduct activity clustering and
person clustering on the learned representations as described in Section 3.4.

4.1 Datasets

The datasets used here are selected from widely used benchmark datasets [37] as the ones that contain a good
number of different persons performing numerous diverse activities. Those datasets are recorded by various
sensors, e.g. accelerometer, gyroscope, magnetometer etc, and include human activities in different scenarios. All
the sensor data sequences are segmented with a sliding window as described with each of the datasets below.

The PAMAP2 dataset is collected from 9 participants performing 12 activities over a total of 10 hours. It
includes sport exercises (rope jumping, nordic walking etc), and household activities (vacuum cleaning, ironing
etc). One heart-rate monitor and three inertial measurement units (IMUs) located on the chest, dominant wrist
and ankle were used to record the heart rate, accelerometer, gyroscope, magnetometer, and temperature data. We
replicate previous work [14, 40] to downsample the data from 100Hz to 33.3Hz, and use a sliding window of 5.12
seconds with one second step size.

The MHEALTH dataset contains data recorded from 10 volunteers carrying out 12 physical activities, including
primitive body parts movements (waist bends forward, frontal elevation of arms etc), and composite body
movements (cycling, jumping front and back etc). The data is collected by using three sensors placed on the
subject’s chest, right wrist and left ankle to record accelerometer, gyroscope, and magnetometer signals. The
chest sensor also records 2-lead ECG signals. The sampling rate of all sensing modalities is 50Hz. As in previous
work [27], we use a sliding window of 5 seconds with a step size of 2.5 seconds.

The SBHAR dataset provides data gathered from 30 participants performing 6 basic activities, such as walking
and lying, and 6 postural transitions, such as stand-to-sit, sit-to-lie. In our experiment, we consider all the
postural transitions as one general transition. The data was collected by placing a smartphone on the waist of the
participant, and the inertial sensors in the smartphone were used to record the accelerometer and gyroscope data
at a sampling rate of 50Hz. As used in the previous work [31], we use a sliding window of 2.56 seconds with a
step size of 1.28 seconds.

The WISDM dataset contains data collected with one accelerometer in a smartphone from 36 volunteers
carrying out 6 activities, including jogging, climbing stairs, etc. The sampling rate is 20Hz. We use the same
settings as used in [20] to set the sliding window size to be 10 seconds without overlap.

4.2 Performance Metrics

To compare with previous works, we use mean F1-score (Fy,) and clustering accuracy as the metrics. F, is defined
as follows:

c ..
2 Precision; - Recall;
Fp= o Y o l (17)
|C| “ Precision; + Recall;
where i = 1,...,C is the set of classes. For the given class i, Precision; = %, Recall; = %; TP; and FP;

denote the number of true positives and false positives, and FN; is the number of false negatives.

4.3 Results

We used the same model architecture with 3 TCN blocks across all the experiments. A shorthand description of
the shared layers is: TCN (128) — P— TCN (128) — P— TCN (128), where TCN(128) denotes a TCN block with
128 feature maps, and P a max-pooling layer. The internal structure of a TCN block is the same as illustrated
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Table 1. Results on PAMAP2 in terms of Fy,

Methods Activity | Person
Probability SVM [31] 0.9304 -
Probability SVM with Filter [31] | 0.9433 -
LSTM-F [14] 0.9290 -
CNN [14] 0.9370 -
DNN [14] 0.9040 -
State + Person SVMs [29] 0.9384 0.9123
PCA + k-Means 0.4244 0.2040
3-NN - 0.9416
5-NN - 0.9014
Decision Tree - 0.9781
Proposed Multi-Task Method 0.9893 | 0.9881

Table 2. Results on MHEALTH in terms of Accuracy

Methods Activity | Person
CNN-1D [13] 0.9809 -
CNN-2D [13] 0.9829 -
CNN-pff [12] 0.9194 -

FE-AT [27] 0.9664 -
State + Person SVMs [29] 0.8376 0.6777
PCA + k-Means 0.4850 0.2361
3-NN - 0.8540
5-NN - 0.8380
Decision Tree - 0.6714
Proposed Multi-Task Method | 0.9957 | 0.9948

Table 3. Results on SBHAR in terms of Accuracy

Methods Activity | Person
Probability SVM [31] 0.9580 -
Probability SVM with Filter [31] | 0.9678 -
CNN [6] 0.9870 -
State + Person SVMs [29] 0.9034 0.5614
PCA + k-Means 0.5282 0.1299
3-NN - 0.5330
5-NN - 0.5123
Decision Tree - 0.4957
Proposed Multi-Task Method 0.9885 | 0.8892

in Figure 3. In addition, above the last TCN block, one FC layer with 256 hidden nodes is used for each single
representation learning task. The experimental results are summarized in Tables 1, 2, 3, and 4.

In addition to previous published works which use fully supervised learning, we also used principal components
analysis (PCA), k-nearest neighbors (k = 3, 5), and a decision tree algorithm (C4.5) as baselines. As shown in the
result tables, our proposed multi-task method achieved competitive performance on both tasks compared with
the supervised single-task approaches in most situations. Since most previous methods were applied only to one
of the tasks, only the performance results for that task are listed in the tables.
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Table 4. Results on WISDM in terms of Accuracy

Methods Activity | Person
CNN with partial weight sharing [41] | 0.9688 -
DBN+HMM [1] 0.9823 -
Decision Tree [20] 0.8510 -
Multilayer Perceptron [20] 0.9170 -
CNN-+stat. features [2] 0.9332 -
State + Person SVMs [29] 0.8128 0.5070
PCA + k-Means 0.5181 0.2430
Neural Net* [28] - 0.6950
Decision Tree* [28] - 0.7220
3-NN - 0.2651
5-NN - 0.2470
Decision Tree - 0.2189
Proposed Multi-Task Method 0.9576 | 0.8112

* Experiment results based on 4 activities.

[
nr

(a): Original input space (b): PCA (c): Proposed multi-task method

Fig. 5. Visualizations on the activity aspect of PAMAP2.

B

(a): Original input space (b): PCA (c): Proposed multi-task method

Fig. 6. Visualizations on the person aspect of PAMAP2.

4.4 Visualization and Analysis

To further analyze the representations learned by the proposed multi-task method and compare it with other
embedding techniques, we used t-sne [36] to visualize the activity and person representation spaces. Due to the
space limitation, we only list the visualizations of the proposed multi-task method and PCA on two representative
datasets: PAMAP2 and SBHAR. PAMAP?2 contains complex activities, which makes it difficult to model. SBHAR
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(a): Original input space (b): PCA (c): Proposed multi-task method
Fig. 7. Visualizations on the activity aspect of SBHAR.
P _;;’ .
(a): Original input space (b): PCA (c): Proposed multi-task method

Fig. 8. Visualizations on the person aspect of SBHAR.

contains unbalanced class numbers in the two aspects of the data. In particular, it includes 30 persons who
perform 7 activities, which leads to unbalanced sample sets across the two tasks in that there are significantly
fewer data samples for the person classes than for the activity classes. This, in turn, leads to bias and difficulties
learning these two highly unbalanced tasks simultaneously.

In Fig. 5, 6, 7 and 8, different colors denote different true semantic labels in the datasets. From these figures, we
can reach the following conclusions: (i) The proposed multi-task method can effectively disentangle different
semantic representations from the data. (ii) The learned representation clusters are compact and clearly separated
in each representation space. Thus, downstream tasks like clustering can benefit from it and achieve promising
performance. (iii) For those datasets that contain unbalanced class numbers in different aspects of the data,
the qualities of the learned representations are also unbalanced. For example, in Fig. 7 and 8, the activity
representations are more compact within the same cluster, and different clusters are clearly separated with each
other. But in the person representation space, some data samples stay away from their corresponding clusters,
and some clusters stay relatively close to each other. The imbalance is also reflected on the performances. As
shown in Table 3, the accuracy on the activity recognition task is 10% higher than on the person identification
task.

After evaluating the effectiveness of the learned representations for each task, we also visualize the output
from TCN, which we consider a more general representation because it is learned by the shared layers in the
model without aiming at any specific task. As shown in Fig. 9(a), 9(b), the general representations form a two-level
structure. At the higher level, illustrated in Fig. 9(a), the clusters are grouped in accordance with the identity of
the persons. At the lower level, shown in Fig. 9(b), in each person’s cluster, different activities are further grouped
into different smaller sub-clusters.
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Fig. 9. Visualizations on the general representations of PAMAP2.

4.5 Ablation Studies

As the experimental results in Section 4.3 show, the proposed multi-task model can learn the two related tasks
(activity recognition and person identification) successfully. To further understand the effect of the multi-task
training framework, a series of ablation experiments are performed to separately measure the influence of
multi-task learning. In the ablation experiments, the original objective of the multi-task learning is transformed
into two separate objectives and two separate single-task learning models are built based on the same underlying
siamese network architecture. Thus, each single-task model is trained to learn only one task, namely activity
recognition (AR) or person identification (PI). Comparing these to the model trained using multi-task data should
provide insight into the benefit of multi-task training and thus any cross-fertilization occurring between the two
tasks. The experiment results of the ablation studies are provided in Table 5.

Table 5. Ablation studies on effect of multi-task learning.

Methods ‘ Activity ‘ Person
PAMAP2
Single-Task Model AR 0.9856 -
Single-Task Model PI - 0.9812
Proposed Multi-Task Method | 0.9893 | 0.9881
MHEALTH
Single-Task Model AR 0.9756 -
Single-Task Model PI - 0.9889
Proposed Multi-Task Method | 0.9957 | 0.9948
SBHAR
Single-Task Model AR 0.9436 -
Single-Task Model PI - 0.8138
Proposed Multi-Task Method | 0.9885 | 0.8892
WISDM
Single-Task Model AR 0.9629 -
Single-Task Model PI - 0.8080
Proposed Multi-Task Method | 0.9576 | 0.8112

57:13

As shown in Table 5, expanding the model from single-task learning to multi-task learning does not cause
performance loss and degradation in most cases. On the contrary, the performance of multi-task training is most
of the time better than the one of the single-task models. The only exception here is in the case of the WISDM
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Fig. 10. Generation of data with partial similarity information from the original data for partial information experiments.

dataset where a small drop in accuracy for activity recognition goes along with an increase in accuracy for
person identification. One possible reason is that the WISDM dataset is collected with one single accelerometer
with a relatively low sampling rate, providing significantly less data per time unit compard to the other datasets.
Due to this, the time window used in this dataset is also significantly longer (10 s), leading to a much coarser
grained set of labeled data points, making it potentially harder to arrange them in spaces that clearly separate
them based on multiple semantic criteria due to the larger amount of overlap in the data. As a result, it might
be the case here that the data does not contain sufficient information for learning the more complex multi-task
model, necessitating the observed trade-off between activity recognition and person identification. However, it is
important to note here that the drop in activity recognition performance is relatively limited and smaller than the
obtained gain in person identification accuracy. This result confirms the assumption that activity recognition and
person identification are closely related tasks, thus, sharing knowledge and learning a generalized representation
between them can be beneficial for both tasks.

4.6 Multi-Task Learning with Partial Similarity Information

Having analyzed the effect of the multi-task framework, we now consider another, more challenging scenario.
Previous experiments are all based on the assumption that the similarity information of the activity types and
the person identities is fully visible to the model. However, in many real world applications it will be impossible
for the model to have complete and perfect information about the similarities between all data items and for
all attributes of interest. Therefore, in this section, another additional constraint is imposed on the proposed
multi-task method. We conducted experiments where the model is trained with only partial observations of the
similarity information about the data. To be more specific, as illustrated in Fig. 10, we divided the dataset into
two parts of equal size. One part of the data only provides the similarity information of the activity types, while
the other part of the data only provides the similarity information of the person identities. It is important to
note here that this implies that no single data item in the training set contained similarity information for both
tasks and this can thus be seen as similar to a case where data was separately collected for the two tasks and no
re-assessment of the similarity for the other task was performed after collection. Then, the proposed multi-task
method is trained to learn both AR and PI tasks with this data. The experimental results are summarized in
Table 6.

As shown in Table 6, for both tasks, despite the data only containing partial similarity information for the
multi-task model and thus only providing information regarding one task from each sample, the performance
of the multi-task method is relatively close to the performance of the multi-task method using the complete
similarity information for each data item and outperforms a few single-task learners trained on the data with
full information from the ablation study. This indicates that our proposed method, which is trained to learn
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Table 6. Multi-task learning with partial similarity information.

Methods ‘ Activity | Person
PAMAP2
Single-Task Model AR 0.9856 -
Single-Task Model PI - 0.9812

Proposed Multi-Task Method with Complete Similarity Information | 0.9893 | 0.9881
Proposed Multi-Task Method with Partial Similarity Information 0.9849 | 0.9879
MHEALTH

Single-Task Model AR 0.9756 -
Single-Task Model PI - 0.9889
Proposed Multi-Task Method with Complete Similarity Information | 0.9957 | 0.9948
Proposed Multi-Task Method with Partial Similarity Information 0.9744 | 0.9643
SBHAR

Single-Task Model AR 0.9436 -
Single-Task Model PI - 0.8138
Proposed Multi-Task Method with Complete Similarity Information | 0.9885 | 0.8892
Proposed Multi-Task Method with Partial Similarity Information 0.9618 | 0.8247
WISDM

Single-Task Model AR 0.9629 -
Single-Task Model PI - 0.8080
Proposed Multi-Task Method with Complete Similarity Information | 0.9576 | 0.8112
Proposed Multi-Task Method with Partial Similarity Information 0.9509 | 0.7791

both tasks with partial similarity information is capable of effectively utilizing cross-task information to achieve
performance that is competitive with other models trained with complete similarity information for all tasks.

It is worth to mention that one of the reasons for the model performance loss on SBHAR and WISDM is that
these two datasets contain unbalanced class numbers, SBHAR contains 30 persons performing 7 activities and
WISDM contains 36 persons performing 6 activities. This leads to the situation where each person class has
significantly fewer data samples than an activity class. Moreover, when the datasets are divided into two parts of
equal size, each part only contains partial information of the data, and this further reduces the size of the data
samples that can be used for the PI task learning. Therefore, without enough training data, the performance of
the model will be degraded.

4.7 Attribute Representation Learning

In order to evaluate the scalability and robustness of the method, we also expanded the proposed multi-task
model to include additional attribute representation learning. We selected PAMAP2 to evaluate the expanded
model, because this dataset provides extra attributes of the data that the model can learn. Here, we choose the
gender of the person attribute as another representation learning task. The expanded model is illustrated in
Fig. 11 and shows the simplicity of expanding the proposed network to include additional representation and
similarity learning tasks.

The experiment results are summarized in Table 7. As we can see from the table, the expanded model works
well on all three tasks. Three types of different semantic representations are learned successfully. However, the
unbalanced performance is also presented in this model, i.e. the performance on gender attribute learning is
around 11% lower than the performances on the other two tasks.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 2, Article 57. Publication date: June 2020.



57:16 « Shengetal.

Multi-Task
Loss

Person Loss

pers pers d d
(g —mgl, | (BT —HET ) (Mg - Hg, |

=

Activity Loss Gender Loss

%é

‘ H;?act } [H;J;TS } H;?;ldr J Hggt } (H)z:bers ] {Hfbndr }
Weights
Sharing
(TCN} TCN}
X, (Activity,, Person,, Gender,) Xp: (Activity,, Persony, Gendery)

Fig. 11. A tri-output siamese network.

Table 7. Results of proposed multi-task method on PAMAP2 with attribute representation learning in terms of Fy,

Methods Activity | Person | Gender
Single-Task Model AR 0.9856 - -
Single-Task Model PI - 0.9812 -
Single-Task Model Gender — - 0.8678
Proposed Multi-Task Method with Dual-Output | 0.9893 | 0.9881 -
Proposed Multi-Task Method with Tri-Output 0.9798 0.9827 | 0.8637

5 CONCLUSIONS AND FUTURE WORK

In this paper, we propose a weakly supervised multi-output representation learning approach that is built around
a siamese architecture consisting of temporal convolutions to capture multiple semantic similarities in the data
simultaneously. The clustering results on the learned representations achieved promising performance and even
outperformed supervised models in most situations. The visualization analysis demonstrates that the proposed
approach succeeds in disentangling the semantic representations, while preserving the similarity metrics in all
the representation spaces. Moreover, a series of ablation studies analyzed the effect of the multi-task framework
and showed that the use of multi-task training in this architecture most of the time improves performance over
single task training, thus illustrating the frameworks ability to efficiently share information between the tasks.
Additional experiments showed that the proposed method can also be applied to data with only partial similarity
information, can be expanded to learn new, additional task easily, and achieve competitive results in both cases.
The comprehensive experiments give useful insights for the proposed multi-task method. Future work will be
focused on designing a method that learns to adapt to the unbalancing aspects in the data automatically.
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