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—— Abstract

Online models that allow recourse are highly effective in situations where classical models are
too pessimistic. One such problem is the online machine covering problem on identical machines.
In this setting, jobs arrive one by one and must be assigned to machines with the objective of
maximizing the minimum machine load. When a job arrives, we are allowed to reassign some
jobs as long as their total size is (at most) proportional to the processing time of the arriving
job. The proportionality constant is called the migration factor of the algorithm.

By rounding the processing times, which yields useful structural properties for online packing
and covering problems, we design first a simple (1.7 +¢)-competitive algorithm using a migration
factor of O(1/e) which maintains at every arrival a locally optimal solution with respect to the
Jump neighborhood. After that, we present as our main contribution a more involved (4/3 + ¢)-
competitive algorithm using a migration factor of O(1/e3). At every arrival, we run an adaptation
of the Largest Processing Time first (LPT) algorithm. Since the new job can cause a complete
change of the assignment of smaller jobs in both cases, a low migration factor is achieved by
carefully exploiting the highly symmetric structure obtained by the rounding procedure.
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Symmetry exploitation for Online Machine Covering

1 Introduction

We consider a fundamental load balancing problem where n jobs need to be assigned to m
identical parallel machines. Each job j is fully characterized by a non-negative processing
time p;. Given an assignment of jobs, the load of a machine is the sum of the processing
times of jobs assigned to it. The machine covering problem asks for an assignment of jobs to
machines maximizing the load of the least loaded machine.

This problem is well known to be strongly NP-hard and allows for a polynomial-time
approximation scheme (PTAS) [21]. A well studied algorithm for this problem is the Largest
Processing Time First rule (LPT), that sorts the jobs non-increasingly and assigns them
iteratively to the least loaded machine. Deuermeyer et al. [5] show that LPT is a %—
approximation and that this factor is asymptotically tight; later, Csirik et al. [4] refine the
analysis giving a tight bound for each m.

In the online setting jobs arrive one after another, and at the moment of an arrival, we
must decide on a machine to assign the arriving job. This natural problem does not admit a
constant competitive ratio. Deterministically, the best possible competitive ratio is m [21],
while randomization allows for a O(y/m)-competitive algorithm, which is the best possible
up to logarithmic factors [1].

Dynamic model. These negative facts motivate the study of a relaxed online scenario with
bounded migration. Unlike the classic online model, when a new job j arrives we are allowed
to reassign other jobs. More precisely, given a constant 5 > 0, we can migrate jobs whose
total size is upper bounded by Sp;. The value j is called the migration factor and it accounts
for the robustness of the computed solutions. In one extreme, we can model the usual online
framework by setting 5 = 0. In the other extreme, setting 5 = co allows to compute the
optimal offline solution in each iteration. Our main interest is to understand the exact
trade-off between the migration factor 5 and the competitiveness of our algorithms. Besides
being a natural problem with an interesting theoretical motivation, its original purpose was
to find good algorithms for a problem in the context of Storage Area Networks (SAN) [17].

Local search and migration. The local search method has been extensively used to tackle
different hard combinatorial problems, and it is closely related to online algorithms where
recourse is allowed. This comes from the fact that simple local search neighborhoods allow to
get considerably improved solutions while having accurate control over the recourse actions
needed, and in some cases even a bounded number of local moves leads to substantially
improved solutions (see [15, 10, 14] for examples in network design problems).

Related Work. Sanders et al. [17] develop online algorithms for load balancing problems
with migration. For the makespan minimization objective, where the aim is to minimize
the maximum load, they give a (1 + ¢)-competitive algorithm with 20(1/2) ~ A mayor open
problem in this area is to determine whether a migration factor of poly(1/¢) is achievable.

The landscape for the machine covering problem is somewhat different. Sanders et
al. [17] give a 2-competitive algorithm with migration factor 1, and this is until now the best
competitive ratio known for any algorithm with constant migration factor. On the negative
side, Skutella and Verschae [19] show that it is not possible to maintain arbitrarily near
optimal solutions using a constant migration factor, giving a lower bound of 20/19 for the
best competitive ratio achievable in that case. The lower bound is based on an instance
where arriving jobs are very small, not allowing to migrate other jobs. This motivated
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Figure 1 Q(m) migration factor needed to maintain LPT at the arrival of j*.

the study of an amortized version, called reassignment cost model, where they develop a
(1 + &)-competitive algorithm using a constant reassignment factor. They also show that if
all arriving jobs are larger than e - OPT, then there is a (1 4 €)-competitive algorithm with
constant migration factor.

Similar migration models have been studied for other packing and covering problems.

For example, Epstein & Levin [6] design a (1 + €)-competitive algorithm for the online bin
packing problem using a migration factor of 20(1/ 52), which was improved later by Jansen &
Klein [12] to poly(1/¢) migration factor, and then further refined by Berndt et al. [2]. Also,
for makespan minimization with preemption and other objectives, Epstein & Levin [7] design
a best-possible online algorithm using a migration factor of (1 - %)

Regarding local search applied to load balancing problems, many neighborhoods have
been studied such as Jump, Swap, Push and Lezicographical Jump in the context of makespan
minimization on related machines [18], makespan minimization on restricted related machines
[16], and also multi-exchange neighborhoods for makespan minimization on identical parallel
machines [8]. For the case of machine covering, Chen et al. [3] study the Jump neighborhood
in a game-theoretical context, proving that every locally optimal solution is 1.7-approximate
and that this factor is tight.

Our Contribution. Our main result is a (4/3 4 €)-competitive algorithm using poly(1/¢)
migration factor. This is achieved by running a carefully crafted version of LPT at the arrival
of each new job. We would like to stress that, even though LPT is a simple and well studied
algorithm in the offline context, directly running this algorithm in each time step in the

online context yields an unbounded migration factor; see Figure 1 for an illustrative example.

To overcome this barrier, we first adapt a less standard procedure to round processing
times in the online framework. The rounding reduces the possible number of sizes of jobs
larger than Q(¢OPT) (where OPT is the offline optimum value) to O(1/¢) many numbers,
and furthermore these values are multiples of a common number g € ©(¢20PT). This implies
that the number of possible loads for machines having only big jobs is constant since they
are multiples of g as well. Unlike known techniques used in previous work that yield similar
results (see e.g. [13]), our rounding is well suited for online algorithms and helps simplifying
the analysis as it does not depend on OPT (which varies through iterations).

In order to show the usefulness of the rounding procedure, we first present a simple
(1.7 + €)-competitive algorithm using a migration factor of O(1/¢). This algorithm maintains
through the arrival of new jobs a locally optimal solution with respect to Jump for large
jobs and a greedy assignment for small jobs on top of that. Although for general instances
this can induce a very large migration factor as discussed before, for rounded instances we
can have a very accurate control on the jumps needed to reach a locally optimal solution by
exploiting the fact that there are constant many possible processing times for large jobs.
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In the second part of the paper we proceed with the analysis of our (4/3 4 £)-competitive
algorithm. Here we crucially make use of the properties obtained by the rounding procedure
to create symmetries. After a new job arrival we re-run the LPT algorithm for the new
instance. While assigning a job to a current least loaded machine, since there is a constant
number of possible machine loads, there will usually be multiple least loaded machines
to assign the job. All options lead to different (but symmetric) solutions in terms of job
assignments, all having the same load vector and thus the same objective value. Broadly
speaking, the algorithm will construct one of these symmetric schedules, trying to maintain
as many machines with the same assignments as in the previous time step. The analysis
of the algorithm will rely on monotonicity properties implied by LPT which, coupled with
rounding, implies that for every job size the increase in the number of machines with different
assignments (w.r.t the solution of the previous time step) is constant. This finally yields
a migration factor that only grows polynomially in 1/e. Finally, we give a lower bound of
17/16 for the best competitive ratio achievable by an algorithm with constant migration,
improving the bound on [19].

Due to space constraints, we defer most of the proofs to the full version [9].

2 Preliminaries

Consider a set of n jobs J and a set of m machines M. In our problem, a solution or
schedule § : J — M corresponds to an assignment of jobs to machines. The set of jobs
assigned to a machine ¢ is then S‘l(i) C J. The load of machine ¢ in S corresponds to
4i(S) = Zjesfl(i) pj. The minimum load is denoted by £uin(S) = min;epq 4:(S), and a
machine ¢ is said to be least loaded in S if £;(S) = limin(S).

For an algorithm A and an instance (J, M), we denote by Sa(J, M) the schedule
returned by A when run on (J, M). Similarly, SopT(J, M) denotes the optimal schedule,
being OPT(J, M) its minimum load. When it is clear from the context, we will drop the
dependency on J or M.

2.1 Algorithms with robust structure

An important fact used in the robust PTAS for makespan minimization from Sanders et
al. [17] is that small jobs can be assigned greedily almost without affecting the approximation
guarantee. This is however not the case for machine covering; see, e.g. [19] or [9]. A way to
avoid this inconvenience is to develop algorithms that are oblivious to the arrival of small
jobs, that is, algorithms where the assignment of big jobs is unaffected by arriving small job.

» Definition 1. Let h € R;. An algorithm A has robust structure at level h if, for any
instance (J, M) and j* ¢ J such that p;+ < h, SA(J, M) and SA(J U {j*}, M) assign to
the same machines all the jobs in J with processing time at least h.

This definition highlights also the usefulness of working with the LPT rule, since the
addition of a new small job to the instance does not affect the assignment of larger jobs.
Indeed, it is easy to see the following.

» Remark. For any h € R, LPT has robust structure at level h.
We proceed now to define relazed solutions where, roughly speaking, small jobs are added

greedily on top of the assignment of big jobs.

» Definition 2. Let A be an a-approximation algorithm for the machine covering problem,
with a constant, ki, ke € Ry constants, 1 < k1 < ke and € > 0. Given a machine covering
instance (J, M), a schedule S is a (k1, k2)-relaxed version of S4 if:
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1. jobs with processing time at least k1eOPT are assigned exactly as in S 4, and

2. for every machine i € M, if § assigns at least one job of size less than k1OPT to ¢, then
El(S) < Emin(S) + koeOPT.

The following lemma shows that we can consider relaxed versions of known algorithms or
solutions while almost not affecting the approximation factor. This will be helpful to control
the migration of small jobs.

» Lemma 3. Let A be an a-approximation, a > 1 constant, k1, ks € Ry constants, 1 < ky <
k2, 0 <e < ﬁ and (J, M) a machine covering instance. Every (ki, k2)-relaxed version of
Sy is an (a + O(g))-approzimate solution.

The described results allow us to significantly simplify the analysis of the designed
algorithms. For example, consider LPT and suppose that at the arrival of jobs with
processing time at least some specific value h = ©(cOPT) we can construct relaxed versions
of solutions constructed by LPT. Dealing with an arriving job of size smaller than h becomes
a simple task since assigning it to the current least loaded machine does not affect the
assignment of big jobs, and we can prove that, for suitable constants ki, ko, a (k1, k2)-relaxed
version of a solution constructed by LPT is maintained that way, almost preserving then
its approximation ratio. It is important to remark that this approach is useful only if
the algorithm has robust structure as, in general, the arrival of small jobs does not allow
migration of big jobs and their structure may need to be changed because of these arrivals in
order to maintain the approximation factor.

2.2 Rounding procedure

Another useful tool is rounding the processing times to simplify the instance and create
symmetries while affecting the approximation factor only by a negligible value. Let us
consider 0 < € < 1 such that 1/e € Z. We use the following rounding technique which
is a slight modification of the one presented by Hochbaum and Shmoys in the context of
makespan minimization on related machines [11]. For any job j, let e; € Z be such that
2% <p; < 2¢Ft1 We then round down p; to the previous number of the form 2% 4 ke2%

for k € N, that is, we define p; := 2% + Lpgf:jJ €2,

Observe that p; > p; > p; —e2% > (1 — ¢)p;. Hence, an a-approximation algorithm

for a rounded instance has an approximation ratio of a/(1 —¢) = a + O(e) for the original
instance. From now on we work exclusively with the rounded processing times.

Consider an upper bound UB on OPT such that OPT < UB < 20PT. This can be
computed by any 2-approximation for the problem such as LPT. Consider the index set

I(UB):={i€Z:eUB<2' < UB} ={{,...,u}. (1)

We classify jobs as small if p; < 2¢, big if p; € [2¢,2%+1), and huge otherwise. Notice that
small jobs have size at most 2¢UB and huge jobs have size at least UB. As we will see, our
main difficulty will be given by big jobs; small and huge jobs are easy to handle. Notice that
in every solution S constructed using LPT, if we ignore small jobs, huge jobs are assigned to

a machine on their own and every machine i € M without huge jobs has load at most 2UB.

This is because ¢ either has a big job alone, which has size at most 2UB, or it has load at
most Liin(S) + Pj < 2€min(S) < 2UB, where j is the smallest job assigned to ¢. Let

P={2"+ke2 :ie{,...,u},ke{0,1,...,(1/e) — 1}}, (2)
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be the set of all (rounded) processing times that a big job may take. The next lemma
highlights the main properties of our rounding procedure.

» Lemma 4. Consider the rounded job sizes p; for all j. Then it holds that,
1. |P] € O((1/¢)log(1/¢)), and
2. for each big and huge job j it holds that p; = h - £2° for some h € No.

Unlike other standard rounding techniques (e.g. [19, 13]), the rounded sizes do not depend
on OPT (or UB). This avoids possible migrations provoked by new rounded values, greatly
simplifying our techniques.

3 A simple (1.7 4 €)-competitive algorithm with O(1/e) migration.

In this section we will adapt a local search algorithm for Machine Covering to the online
context with migration, using the properties of instances rounded as described in Section 2.2
to bound the migration factor.

In the context of online load balancing with migration, it is a good strategy to look for
local search algorithms with good approximation guarantees and efficient running times. The
main reason is that the migrated load corresponds to the sum of the migrated jobs in each
local move, and for simplified instances (rounded, for example) the number of local moves
until a locally optimal solution is found is usually a constant. That is the case for two natural
neighborhoods used in local search algorithms for load balancing problems: Jump and Swap.
Two solutions S, S’ are jump-neighbors if they assign the jobs to the same machines (up to
relabeling of machines or jobs of equal size) except for at most one job, and swap-neighbors
if they assign the jobs to the same machines (up to relabeling of machines or jobs of equal
size) except for at most two jobs and, if they differ in exactly two jobs ji, j2 then they are
in swapped machines, i.e., S(j1) = §'(j2) and S(j2) = S'(j1). The weight of a solution
is defined through a two-dimensional vector having the minimum load of the schedule as
first coordinate and the number of non-least loaded machines as second one. We compare
the weight of two solutions lexicographically'. In other words, a solution is jump-optimal
(respectively swap-optimal) if the migration of a single job (resp. the migration of a job
or the swapping of two jobs) does not increase the minimum load and, if it maintains the
minimum load, then it does not reduce the number of least loaded machines. The following
lemma characterizes jump-optimal solutions for machine covering.

» Lemma 5. Given (J, M) a machine covering instance, a schedule S is jump-optimal if
and only if for any machine i € M and any job j € S71(i), we have that £;(S) —p; < lmin(S).

Chen et al. [3] proved tight bounds for the approximability of jump-optimal solutions.
Their result is stated in a game theoretical framework, where jump-optimal solutions are
equivalent to pure Nash equilibria for the Machine Covering game (see for example [20]). In
this game, each job is a selfish agent trying to minimize the load of its own machine and the
minimum load is the welfare function to be maximized. Through a small modification these
bounds can be generalized to swap-optimal solutions as well (notice that a swap-optimal
solution is jump-optimal by definition). We summarize the result in the following theorem
which will be useful for our purposes.

L Just using the minimum load does not lead to good approximation ratios: think for example of m > 2
machines and m jobs of size 1; it is swap-optimal to assign all of them to the same machine.
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Algorithm 1 Online jump-optimality.
Input: Instances (J, M) and (J’, M) such that J' = J U {j*}; a schedule S(J, M).
1: run LPT on input J’ and let 7 be the minimum load. Set UB < 27. Define P, ¢, and u
based on this upper bound UB using (1) and (2).

2: set S+ S

3: if pj- < 2 then. > Arriving job is small.

4: assign j* to a least loaded machine in &’.

5: else

6: set Qp <+ {j*}. > Set with unassigned big jobs.

7 set Qs < 0. > Set with unassigned small jobs.

8: while Qp # 0 do

9: let j be the largest job in Qp. Set Qp + Qp \ {j}.

10: in 8%, use Push to assign j to a least loaded machine m*, obtaining its output
set . Update S% to be the output solution of this procedure.

11: reassign jobs in 8" such that the assignment of (big) jobs in &’ and S} coincides.

12: while m* contains a small job w.r.t. UB and £,,,= (S') > fmin(S’) + 2¢ do

13: remove the smallest job in &'~(m*) and add it to Q.

14: end while

15: Qp +— QpUQ.

16: end while

17: assign the jobs in Qs to 8’ using list-scheduling.
18: end if

19: return §’.

» Theorem 6 (from [3]). Any locally optimal solution with respect to Jump (resp. Swap)
for Machine Covering is 1.7-approximate. Moreover, there are instances showing that the
approximation ratio of jump-(resp. swap-)optimality is at least 1.7.

3.1 Online jump-optimality.

Using the rounding procedure from Section 2.2, jump-optimality can be adapted to the online
context using a migration factor of O (%) Our algorithm, described in detail in Algorithm 1,
is called every time a new job j* arrives to the system, and receives as input the current
solution S for (7, M), initialized as empty if J = (). It will output a (k, k)-relaxed version
of a jump-optimal solution for some k& < 4. We use the concept of a list-scheduling algorithm,

that refers to assigning jobs iteratively (in any order) to some machine of minimum load.

Given a schedule S, Sg denotes the restriction of schedule S to big jobs.
The general idea of Algorithm 1 is to first round the instance, and assign the incoming

job to a least loaded machine using an auxiliary algorithm called Push (see Algorithm 2).

Push assigns a given job j into a given machine ¢ and then iteratively removes the jobs in 4
that break jump-optimality according to Lemma 5, storing them in a set ) which is part
of the output. Jobs removed by Push need to be reassigned, which we do by iteratively
applying Push on each one of them which is big to assign them to the current least loaded
machine until only small jobs are left to be assigned. At each iteration jump-optimality is
preserved in a relaxed way, and as a last step all the unassigned small jobs are reassigned
using list-scheduling. Notice that, since Push only removes jobs of size strictly smaller than
the inserted job, each job is migrated at most once.

32:7
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Algorithm 2 Push.

Input: Schedule S for (J,M),ie M, j ¢ T
Output: Q C J, schedule &’ for ((J U {j})\ Q, M)

1: Q < Q)
2. &'« 8.
3: assign 7 to machine 7 in S’.
4: for k € S71(i) do
5: if 4;(S") — Pr > lmin(S’) then
6: take out k from 7 in .
7: Q + QU {k}.
8: end if
9: end for
10: return Q, S’.

» Lemma 7. For any h € R™, Algorithm 1 has robust structure at level h. Furthermore,
Algorithm 1 is (1.7 + O(e))-competitive and has polynomial running time.

Proof idea. Robust structure of Algorithm 1 comes from the fact that Push removes jobs
that are only smaller than the inserted job. We can then show that our solution is a (k, 2k)-
relaxed version of a jump-optimal solution for & = 2¢/(cOPT’) < 4, and we can conclude
the first part of the result by using Theorem 6 and Lemma 3. Polynomial running time is
implied by the fact that each job is migrated at most once. <

To analyze the migration factor, we define the migration tree of the algorithm as a node-
weighted tree G = (V, E), where V is the set of migrated jobs together with the incoming job
j* ¢ J, and the weight of each v € V is the processing time of the corresponding job p,. The
tree is constructed by first adding j* as root. For each node (job) v in the tree, its children
are defined as all the jobs migrated at the insertion of v. It is easy to see that this process
does not create any loops as each job is migrated at most once. By definition, the leaves of
the tree are the jobs not inducing migration, and thus any small job in the tree is a leaf. In
the context of local search, the number of nodes in the tree corresponds to the number of
iterations of the specific local search procedure. By analyzing the migration tree level by
level, and together with the already discussed ideas, we can show the following result.

» Lemma 8. Algorithm 1 uses migration factor O((1/¢)log(1/¢)).

Proof idea. Let w; be the total processing time of jobs in level 7 of the migration tree. Every
time a job j is inserted using Push, the total load of removed jobs in @ is strictly less than p;,
which means that w; is strictly decreasing. Since w; is strictly decreasing and jobs of size at
most 2¢ do not induce migration, the tree has at most |P| € O((1/¢)log(1/¢)) levels, each of
them having total load at most p;-. This implies that the total load of migrated big jobs is at
most O((1/¢)log(1/e)p;~) and hence the migration factor is at most O((1/¢)log(1/e)). =

The analysis of the migration factor can be further refined to get a tight bound of O (1/¢).
The details can be found in the full version [9].

» Theorem 9. Given ¢ > 0, Algorithm 1 is a polynomial time (1.7 + ¢)-competitive algorithm
with migration factor O (1/€). Moreover, there are instances for which this factor is Q (1/¢).
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4 LPT online with migration O(1/¢%).

In this section we present our main contribution which is an approximate online adaptation
of LPT using poly(1/¢) migration factor. In order to analyze it, we will first show some
structural properties of the solutions constructed by LPT and how they behave when the
instance is perturbed by a new job.

Algorithm 1 presented in Section 3 already gives some of the features and properties that
our online version of LPT fulfills. However, now in the analysis we will crucially exploit
the symmetry of instances rounded according to the procedure described in Section 2.2, in
particular the fact that the load of each machine is a multiple of some fixed value. Since
LPT takes decisions based solely on the machine loads, having a bounded number of values
for them allows us to accurately control the set of machines where the assignment of big jobs
can be kept unchanged after the arrival of a big job while maintaining the structure of the
solution. Unless stated otherwise, for the rest of this section machine loads are considered
with respect to the rounded processing times p;.

Load Monotonicity. Here we describe in more detail the useful structural properties of
solutions constructed using LPT.

» Definition 10. Given a schedule S, its load profile, denoted by load(S), is an RT,-vector
(t1,...,ty) containing the load of each machine sorted so that t; <to < ... <t,.

The following lemma shows that after the arrival of a job, the load profile of solutions
constructed using LPT can only increase. This property only holds if the vector of loads is

sorted, as it can be seen in Figure 1. This monotonicity property is essential for our analysis.

» Lemma 11. Let (J, M) be a machine covering instance and j* ¢ J a job. Then,
it holds that load(Sypr(J, M)) < load(Sppr(J’, M)), where the inequality is considered
coordinate-wise and J' = J U {j*}.

This lemma together with our rounding procedure allow us to show that the difference (in
terms of the Hamming distance) of the load profiles of two consecutive solutions consisting
purely of big jobs, is bounded by a small constant. This property will be important to
obtain a poly(1/e) migration factor and here we crucially exploit the fact that the load of
the machines is always multiple of a fixed value.

» Lemma 12. Consider two instances (J, M) and (J', M) with J' = J U {j*}, where
J' contains only big or huge jobs w.r.t UB. Then the vectors load(SLpT(J, M)) and

load(SLpr(J’, M)) differ in at most 2 € O(1/€?) many coordinates.

Proof. Due to Lemma 11, we have that load(Sppr(J, M)) = (t1,.. . tm) < (), ..., t,) =
load(Sppr(J’, M)). Also, if t; < t, for some i, then t, > t; + £2° since all values
t;,t; are integer multiples of 2 because of Lemma 4. Since |[load(Sppr(J’, M)) —
load(Stpr(J, M))||1 = p;+, we obtain that the number of coordinates in which the load
profiles differ is at most % Finally, recalling that j* is big, then p;» < 2% < UB < 2 /e,

and we can bound the number of different coordinates by 1;]—2'2 <1/e2 <

Description of Online LPT. Consider two instances (J, M) and (J', M) such that J' =
J U {j*}, and let OPT and OPT’ be their optimal values respectively. In what follows, for
a given list-scheduling algorithm, we will refer to a tie-breaking rule as a rule that decides

a particular machine for assigning a job when faced with multiple least loaded machines.
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We say that an assignment is an LPT-solution if there is some tie-breaking rule such that
LPT yields such assignment. We will compute an upper bound UB on OPT’ by computing
an LPT-solution and duplicating the value of its minimum load. For this upper bound, we
compute its respective set P with (1) and (2). In the algorithm, we will label elements in
P = {Qla--~7Q|p\} such that g1 > g2 > -+ > ¢q;p. Let J, € J (respectively J. C J') be
the set of jobs of size ¢, in J (respectively J'), for ¢; € P. Similarly, we define Jp (resp.
J}) to be the set of jobs in J (resp. J') of sizes larger than ¢;, that is, all huge jobs in J
(resp. J'). Also, let Sj, (resp. Sj,) be the solution S (resp. S’) restricted to jobs of size ¢, or
larger. Finally, Sp and &) are the respective solutions restricted to jobs in Jp.

In what follows, x; denotes the positive part of z € R, i.e., x1 = max{z,0}. To
understand the algorithm, it is useful to have the following observation in mind.

» Observation 13. Consider a solution S for jobs in J and let K be a set of jobs with
J NK =0 and all jobs in K have the same size p. Consider a solution Sps constructed
by adding the jobs from K in S using list-scheduling, and let A = lyin(Sps). Notice that
A is independent of the tie-breaking rule used in list-scheduling. Consider any solution S’
that is constructed starting from S and adding jobs in K in some arbitrary way. Then, S’
corresponds to a solution obtained by adding jobs from I with a list-scheduling procedure
(for some tie-breaking rule) if and only if the number of jobs in K added to each machine i
is: (i) [(’\4’;8))*] if ()‘4";8))* is not an integer, and either ()‘7%5)” or (’\7&;8))* +14f

% 1S a non-negative integer.

Our main procedure is called every time that we get a new job j* (where J' = J U {j*})
and receives as input the current solution S for (J, M). If J = 0, then S is trivially
initialized as empty. The exact description is given in Algorithm 3.

Broadly speaking, the algorithm works in phases h € {0,...,|P|}, where for each h
it assigns jobs in J). First, we assign jobs exactly as in S, for machines in which the
assignment of S;_1 and S;L_l coincide. The set of such machines is denoted by M;_; and
the set of remaining machines is denoted by /\/lf_l. As we will see, this is consistent with
LPT by the previous observation and Lemma 11. The remaining jobs in J; are assigned
using list-scheduling. Crucially, we will break ties in favor of machines where the assignment
of 1 and S}, _, differ. This is necessary to avoid creating new machines with different
assignments. After assigning huge and big jobs, small jobs are added exactly as in S in
machines where the assignment of big jobs in S and 8’ coincides. The rest of small jobs are
added greedily. In the last part, the algorithm rebalances small jobs by moving them from
machines of load higher than £;(S’) + 2 to the least loaded machines.

We can prove the following lemma in a very similar way to Lemma 7.

» Lemma 14. Algorithm 3 is (4/3 + O(e))-competitive.

Bounding the migration factor. To analyze the migration factor of the algorithm, we will
show that |./\/l|7§5‘| is upper bounded by a constant. This will be done inductively by first
bounding \./\/lf \ qu‘ for each h and then using the fact that |P| € O((1/¢)log(1/¢)). A
description of the overall idea can be found in Figure 2.

Let us consider huge jobs w.r.t UB (i.e. jobs in Jj). Notice that all these jobs are larger
than OPT’ > OPT, and hence in S}, each one is assigned alone to one machine. The same
situation happens in solution S restricted to jobs in Jy. Thus, none of these jobs are migrated.
Hence, we can assume w.l.o.g. for the sake of the analysis of the migration that all jobs are
big or small w.r.t UB (including j*). Additionally, we can assume that j* is not small, since
otherwise there is no migration.
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Algorithm 3 Online LPT.
Input: Instances (J, M) and (J’, M) such that J' = J U {j*}; a schedule S(J, M).
1: run LPT on input J’ and let 7 be the minimum load of the constructed solution. Set
UB < 27. Define P, ¢, and u based on this upper bound UB using (1) and (2).
: set M=, < M and /\/lfl «— 0.
. for h=0,1,...,|P| do > Assignment of big and huge jobs
for each machine i € Mj,_,, assign all jobs in J, NS~1(i) to i in S'.
for jobs in J} still not assigned in &', apply list-scheduling (with an arbitrary order
of jobs). If there is more than one least loaded machine break ties in favor of ./\/l?il.

6:  define M7 as the set of machines i such that S; (i) = S~ (i) and M} « M\ M.
7: end for

8: for machines i € /\/llzp‘ do > Assignment of small jobs
9: assign all small jobs w.r.t to UB in J NS~1(i) to i in &'.

10: end for

11: assign the remaining jobs using list-scheduling.
12: set M to be the set of machines containing a small job w.r.t UB.
13: while there exists i € M s.t. £;(S’) > lin(S’) + 2¢ do

14:  consider a machine i € M of maximum load. Reassign the smallest job in S'~1(4) to
any least loaded machine.
15: update M to be the set of machines containing a small job w.r.t UB.

16: end while
17: return S’.

Let J;~ be the set of jobs assigned by Step 5 to machines in M;,_;. Notice that the jobs
in J;~ correspond to the jobs in J; that S" assigns to a machine in Mj; _; but S processes
in /\/lf_l. The next lemma is the main technical contribution of this section.

» Lemma 15. For all h € {1,...,|P|} it holds that |IM} \ M]_,| € O(%;).

g2t

The strategy to prove this lemma is first to show that | 7| € O(IZJQ; ); this is the main
difficulty and for the proof we use lemmas 11 and 12. Having this, since jobs in J}~ are the
only jobs assigned in a given iteration h that can cause one new machine to have different
assignments in Sy, and S, then |Mf \/\/lf_1| < |J;7| and the lemma holds.

Let Sppr,, be an LPT-solution for jobs in Jy U ... U Jp, and similarly SﬁPT,h for jobs
in JgU...UJ;. Let us fix h > 1 and consider the target values A = liin(SLpT,n) and
A= Linin(Sipr ). Notice that by Lemma 11, A < \. In order to bound |7}~ |, we first show

in the following lemma that, if a job is actually assigned by Step 5 to some machine in M},

then many jobs from the stage must be assigned to machines in Mir

» Lemma 16. Assume that J # 0. For each machine i € ./\/lf_l, ifA—04(S,_4) >0

MJ + 1 many jobs from Jy,.

solution Sj, assigns to i at least { o

Now we can sketch the proof that | 7| € O(ijzf) (a detailed proof can be found in [9]).
).

Proof Sketch. Assume w.l.o.g. that Mf_l ={1,...,m'} and that ¢,(S;_;) < (S} _,) <
o+ <l (S},_,). Consider also a permutation o : Mfil — M?il such that £5(1)(Sp—1) <

» Lemma 17. It holds that |7;7| € O(%;

€
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Mf_l M4

Figure 2 Depiction of a possible situation at the end of iteration h — 1. The machines on the
right side correspond to machines in Mj_; and therefore process the same jobs in S,—; and Sj,_;.
Assume, possibly erroneously and just as a thought experiment, that the machines in Mfﬂ can be
sorted non-decreasingly by load for S,—1 and &j,_; simultaneously. The two solutions are depicted
simultaneously in the picture, where the difference of loads on machines in Mfil corresponds to
the dashed area. The total dashed load equals to p;«, which is spread in only constantly many
machines by Lemma 12. When assigning jobs in [J, the algorithm first assigns a number of jobs to
each machine in Mj_; (Step 4), and then fills machines in Mffl. Notice that while the algorithm
does not assign another job to a machine in M} _;, no new machine will enter Mf \/\/lff_l. On
the other hand, the number of such jobs can be bounded by a number proportional to p;= (and
1/¢e), which then also bounds the number of machines in Mf \ Mffr In reality, however, it is not
true that the machines in ./\/lfil can be sorted non-decreasingly on the loads for Sp—1 and S;,_,
simultaneously. This provokes a number of technical difficulties that we avoid by using a different
permutation of machines for each solution and invoking Lemma 11.

Lo2)(Sh=1) < -+ < Ly(m)(Sh—1). By using Lemma 11, we can show that £,(;(Sp—1) <
4;(S},_,) for all i € /\/lf_l. Let us consider sets

T = {ieM]_, :l(Sh_1) <A}, and
Ty = {ieM] | Ly (Sho1) < Aand £i(Sh_1) > A}

Lemma 16 implies that the total number of jobs from J; assigned by S; to machines in
./\/lf_1 is at least

Z Q(A—&(qﬁ}ﬂ)ﬁ +1> _ Z ([(Afe,,(i)q(fh_l))ﬁ +1)

ieT_ i€T_UT,
ALy i) (Sh—1))+ (A—£:(S;,_1)) ALy (i)(Sh—1))
=) (| Bt | 1) 4 3 [SRele | | Ot |
i€y €T

Since T_ U T4 contains all indices i € M?fq such that £(;y(Sp—1) < A, we have that

YieT Ty Q%J + 1) > |7, | — 1. With a bit of work we get that

= A=ti(Sh-1)) A—Lo (i) (Sh— (A—ti(Sh_1))
Tl S 1Ty 4 >0 [ Bl [y 37 | Otewiool | ) OB |
€Ty €T _UT4

A—=2:i(Sh, 1))+
qn

T,={iec MfA o) (Sh—1) # €i(S},_1) }, the last expression is at most

which can be simplified even more since ZieT+ L J = 0. Finally, if we consider

— ALy (Sh— ()\_@j(s/L7 "
[Tl < 1+|T4|+ Z V ()q(h} 1))+J_{ qh, Ny +J
i€(T_UTy )NT,
Zi Sl—l 75:7 i S,—
< 1+|T+\+|T¢|+Z (Sh )qh,()(hl)»
€T,
which concludes the proof since |T| < IZ%Z (Lemma 12) and the last sum is at most iéf <
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» Theorem 18. Online LPT is a polynomial time (4/3 + O(e))-competitive algorithm with
O((1/€3)1og(1/¢)) migration factor.

We complement this result by improving the lower bound on the best possible competitive
ratio for an algorithm with constant migration factor (details can be found in [9]).

» Lemma 19. For any ¢ > 0, there is no (% — 5)-competitive algorithm using constant

migration factor for the online machine covering problem with migration.
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