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ABSTRACT
Supervised summarization has made significant improvements in

recent years by leveraging cutting-edge deep learning technolo-

gies. However, the true success of supervised methods relies on

the availability of large quantity of human-generated summaries of

documents, which is highly costly and difficult to obtain in general.

This paper proposes an unsupervised approach to extractive text

summarization, which uses an automatically constructed sentence

graph from each document to select salient sentences for summa-

rization based on both the similarities and relative distances in

the neighborhood of each sentences. We further generalize our ap-

proach from single-document summarization to a multi-document

setting, by aggregating document-level graphs via proximity-based

cross-document edges. In our experiments on benchmark datasets,

the proposed approach achieved competitive or better results than

previous state-of-the-art unsupervised extractive summarization

methods in both single-document and multi-document settings,

and the performance is competitive to strong supervised baselines.
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1 INTRODUCTION
Text summarization is the task of condensing a given document or

a set of documents into a shorter piece of textual summary (a.k.a.

single-document or multi-document summarization), which pre-

serves the main contents of the input. Existing approaches can be
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characterized into two kinds, i.e., extractive vs. abstractive. The ex-

tractive methods compose each summary by extracting a subset of

passages (sentences or phrases) from the input text. The abstractive

methods produce each summary based on an underlying generative

model, where the output may include the words or phrases beyond

the input text. Generally speaking, extractive summaries are piece-

wise fluent and accurate as they are directly selected from the input

text, while abstractive summaries could be globally more coherent

and/or versatile. Both kinds of approaches have been intensively

studied [2, 13, 15, 17, 21]. In this paper, we focus on improving the

state of the art in unsupervised extractive text summarization.

Representative examples of early work in extractive summariza-

tion include the Maximum-Marginal Relevance (MMR) principle

[1] for selecting sentences based on both their relevance (to the

central theme of the document) and the diversity of the selected

sentences, and the PageRank scores [14] of sentences (as nodes)

in sentence-similarity graphs [4, 11]. Those methods do not re-

quire any human-generated summaries for training and hence are

unsupervised by nature. Recent methods in text summarization

focus more on supervised neural networks, which adapt sequence-

to-sequence translation, reinforcement learning and large-scale

pretraining techniques to text summarization settings. Significant

performance improvements in both extractive and abstractive sum-

marization have been reported [6, 8, 13, 15, 17]. However, a funda-

mental limitation of those supervised methods is that their success

heavily depends on the availability of large training corpora with

human-generated high-quality summaries [5, 7, 12, 16], which are

extremely costly to produce and difficult to obtain.

To avoid the expensive cost of data annotation, unsupervised

neural learning for text summarization has received an increasing

amount of attentions recently [9, 18, 19, 22]. One representative

work is a new graph-based method named PACSUM proposed by

[20]. Similar to previous graph-based summarization methods like

PageRank for sentence selection [4, 11], PACSUM also uses a graph

to represent sentences as the nodes and to encode the semantic

similarity among sentences via weighted edges. The main differ-

ences in PACSUM are that 1) it uses directed links to encode both

the semantic-similarity information and the partial-order infor-

mation (which sentence is mentioned earlier than the other) for

sentence pairs, which is more expressive than the previous mod-

els, and 2) it leverages large-scale neural pretraining (BERT [3])

for context sensitive embedding of sentences, which is a benefit

from recent developments in deep learning. As a result, PACSUM

is representative for the state-of-the-art performance in unsuper-

vised extractive summarization, and achieves competitive results as

supervised methods on evaluation benchmarks (CNNDM [7] and

NYT [5]).
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Inspired by the success of PACSUM, we seek further enhance-

ments in unsupervised extractive summarization as the focus of

this paper. Firstly, for the task of single-document summarization

we propose to improve PACSUM by introducing our Distance-

Augmented Sentence Graphs (DASG) formalism, which is more

expressive for graph-based learning of sentence importance with

respect to summarization. Secondly, we propose a generalization of

the DASG formalism from the single-document setting to a multi-

document setting, which is a less explored area of research, espe-

cially for graph-based text summarization methods.

We argue that the graph formulation in PACSUM may not be

sufficient for fully leveraging the positional information of sen-

tences within a document, as it only encode the pairwise ordering

(which sentence is mentioned before the other sentence) but not

the distance information (how far the two sentences are apart from

each other). As an intuitive example, if two sentences are similar

and adjacent in the input document, then the second one is often

commenting on, or supplementing the first one, and hence may not

necessarily contribute a strong evidence for the global importance

of the first sentence with respect to summarization. On the other

hand, if the two similar or identical sentences are apart from each

other, then the repetitive mentions may be a good indicator for the

importance (or centrality) of those sentences. Through this example,

we see that encoding only the pairwise ordering of sentences is

not sufficient for fully leveraging the positional information about

sentences; instead, encoding the relative distances of sentence pairs

is a better alternative. This leads to our key idea behind the pro-

posed DASG approach for edge weighting in graph construction

for single-document extractive summarization (see Section 2 for

detailed description). The proposed model obtained the best results

among unsupervised methods on two benchmark summarization

datasets, and the performance is comparable to strong supervised

baselines.

As the second contribution in this paper, we generalize the DASG

formalism to the multi-document settings, as a significant step for-

ward. Compared to the intensive studies on single-document sum-

marization [4, 11], multi-document models are much less explored,

especially with respect to unsupervised neural graph-based meth-

ods. We propose to accomplish multi-document summarization

by first generating the DASGs for individual documents, and then

merging the single-document DASGs into a multi-document DASG

via proximity-based cross-document edges. The resulting model

achieves competitive results with state-of-the-art unsupervised

multi-document extractive summarization methods.

2 DISTANCE-AUGMENTED
SINGLE-DOCUMENT SUMMARIZATION

2.1 Sentence Graph and Centrality
In unsupervised graph-based extractive summarization, the doc-

ument is represented as a graph, where each node represents a

sentence in the input document. Let 𝐷 denote the input document,

consisting of 𝑛 sentences,𝐷 = (𝑠1, 𝑠2, .., 𝑠𝑛), and edge from node 𝑖 to

node 𝑗 has weight 𝑒𝑖 𝑗 . Centrality of a node measures its importance

within a graph. In graph-based summarization methods, centrality

is used to select the most salient sentence to construct summaries

through ranking.

Traditional methods construct the sentence graph as an undi-

rected graph 𝑒𝑖 𝑗 = 𝑒 𝑗𝑖 (such as TextRank [11] and LexRank [4]), and

centrality scores are computed via running PageRank. PACSUM,

on the other hand, constructs a directed graph, and the centrality

score of a node is computed by simply aggregating its incoming

and outgoing edge weights:

Centrality(𝑠𝑖 ) =
∑
𝑖≠𝑗

𝑒𝑖 𝑗 . (1)

Edge weights are defined as:

𝑒𝑖 𝑗 =

{
_1 × 𝑠𝑖𝑚(𝑠𝑖 , 𝑠 𝑗 ) 𝑖 < 𝑗

_2 × 𝑠𝑖𝑚(𝑠 𝑗 , 𝑠 𝑗 ) 𝑖 > 𝑗

}
, (2)

where _1 and _2 are system hyper-parameters. This asymmetric

graph formulation assumes that the connection of two nodes has

unequal contributions to their centrality scores based on the relative

positions of the two sentences in the document.

2.2 Distance-Augmented Sentence Graph
(DASG)

The sentence graphs in existing works (TextRank, LexRank, PAC-

SUM) only consider sentence similarities and the order of a pair of

sentences, but do not fully characterize the complex structures in

the original documents. Intuitively, for a pair of similar sentences

𝑠𝑖 and 𝑠 𝑗 , if 𝑠𝑖 and 𝑠 𝑗 are next to each other in a paragraph, 𝑠 𝑗 is

probably commenting or continuing 𝑠𝑖 , and so this pair does not

provide us enough information to adjust the importance of 𝑠𝑖 or

𝑠 𝑗 ; but if they are far away from each other (e.g. one appears at

the beginning and the other appears at the end), it is likely that

these two sentences contain important information that needs to

be reiterated. Therefore, besides sentence similarities and relative

orders, the distance between a pair of sentences in the document is

also important for more fine-grained modeling.

To exploit the idea of augmenting directed sentence graphs with

distances, we propose the following edge weighting scheme:

𝑒𝑖 𝑗 = 𝛿 (𝑖, 𝑗) × 𝑠𝑖𝑚(𝑠𝑖 , 𝑠 𝑗 ), (3)

where 𝛿 (·, ·) is a function that maps a pair of sentence indices

to a coefficient decided by relative distance. Suppose the input

document consists of 𝑛 sentences. Theoretically each choice of

distance (1, .., 𝑛−1) should have a unique coefficient associated with

it, but for efficiency and better generalization, we evenly divide

these distances into𝑘 groups, where each group contains𝑚 = ⌈𝑛/𝑘⌉
distances, and the distances within the same group has the same

coefficient. We design the 𝛿 (·, ·) function as the following step

function:

𝛿 (𝑖, 𝑗) =


_+
⌊ 𝑗−𝑖
𝑚

⌋+1
𝑖 < 𝑗

_−
⌊ 𝑖−𝑗
𝑚

⌋+1
𝑖 > 𝑗

 , (4)

where _+
1
, .., _+

𝑘
and _−

1
, .., _−

𝑘
are fixed hyper-parameters. Usually

we set 𝑘 to be 3, and more analysis can be found in Section 4.3. We

use the aggregating approach to computing centrality scores:

centrality(𝑠𝑖 ) =
∑
𝑖≠𝑗

𝛿 (𝑖, 𝑗) × 𝑠𝑖𝑚(𝑠𝑖 , 𝑠 𝑗 ) (5)

Here sentences are encoded by a BERT model, and the similarity

function 𝑠𝑖𝑚(·, ·) is implemented as the inner product of the two

sentence representations.
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3 ADAPTION TO MULTI-DOCUMENT
SUMMARIZATION

In this section we introduce a general framework for adapting our

graph-based method to multi-document settings. Suppose we have

𝑡 input documents D = {𝐷1, .., 𝐷𝑡 }, and the 𝑖-th document consists

of 𝑛𝑖 sentences, 𝐷𝑖 = (𝑠𝑖
1
, 𝑠𝑖
2
, .., 𝑠𝑖𝑛𝑖 ). First we construct a graph for

each input document using the single-document method, where the

𝑖-th document’s graph is ({𝑠𝑖∗}, {𝑒𝑖∗∗}), resulting in 𝑡 disconnected

directed sub-graphs, and next we will discuss two options of adding

cross-document links to connect all these sub-graphs.

3.1 Undirected Cross-Document Edges
For two sentences in two different documents, 𝑠𝑖

𝑗
and 𝑠𝑖

′
𝑗 ′ , we want

to add an edge connecting them to measure their cross-document

centrality. Following the same idea in single-document summariza-

tion, the edge weights should be based on sentence similarities and

relative importance, but unlike sentence pairs within a document,

there is no information to determine whether one sentence is more

important than another sentence in a different document, since the

input documents usually do not have an order. A simple approach

is to simply add undirected cross-document edges:

𝑒𝑖𝑖
′

𝑗 𝑗 ′ = 𝑒𝑖
′𝑖
𝑗 ′ 𝑗 = 𝑠𝑖𝑚(𝑠𝑖𝑗 , 𝑠

𝑖′
𝑗 ′). (6)

3.2 Proximity-Based Cross-Document Edges
Similar to the situation in single-document summarization, the sym-

metry of undirected edges weakens the model’s power of selecting

salient sentences, and ideally we desire directed edges between a

pair of sentences so that we can distinguish the more important

one. Consider a pair of sentences from two documents, 𝑠𝑖
𝑗
and 𝑠𝑖

′
𝑗 ′ .

A sentence in a document and its proximate sentences (the ones

immediately before and after it) often talk about relevant content,

including comments, supplementary information, etc., and so we

can compute the similarity between 𝑠𝑖
𝑗
and proximity of 𝑠𝑖

′
𝑗 ′ (i.e.,

(𝑠𝑖′
𝑗 ′−1, 𝑠

𝑖′
𝑗 ′, 𝑠

𝑖′
𝑗 ′+1)), and similarly, the similarity between 𝑠𝑖

′
𝑗 ′ and prox-

imity of 𝑠𝑖
𝑗
. Intuitively, if the similarity of one direction is higher

than the other (suppose 𝑠𝑖
𝑗
and proximity of 𝑠𝑖

′
𝑗 ′ has higher similar-

ity), it is a reasonable indicator that 𝑠𝑖
𝑗
carries more information

and contains more comprehensive content than 𝑠𝑖
′
𝑗 ′ does. Based on

this idea, we propose proximity-based cross-document edge weight

scheme:

𝑒𝑖𝑖
′

𝑗 𝑗 ′ = 𝑠𝑖𝑚(𝑠𝑖
′
𝑗 ′, [𝑠

𝑖
𝑗−1, 𝑠

𝑖
𝑗 , 𝑠

𝑖
𝑗+1])

𝑒𝑖
′𝑖
𝑗 ′ 𝑗 = 𝑠𝑖𝑚(𝑠𝑖𝑗 , [𝑠

𝑖′
𝑗 ′−1, 𝑠

𝑖′
𝑗 ′, 𝑠

𝑖′
𝑗 ′+1])

(7)

To extract representation of a sentence’s proximity, we simply con-

catenate this sentence with its proximate sentences and feed them

to a BERT encoder.

3.3 Multi-Document Centrality
Aggregating intra- and cross-document edges, we now can compute

multi-document centrality score of a sentence:

centrality(𝑠𝑖𝑗 )

=
∑
𝑗 ′≠𝑗

𝛿 ( 𝑗, 𝑗 ′) × 𝑠𝑖𝑚(𝑠𝑖𝑗 , 𝑠
𝑖
𝑗 ′) + 𝛾 ×

∑
𝑖′≠𝑖

∑
𝑗 ′

𝑠𝑖𝑚(𝑠𝑖𝑗 , [𝑠
𝑖′
𝑗 ′−1, 𝑠

𝑖′
𝑗 ′, 𝑠

𝑖′
𝑗 ′+1]),

(8)

where𝛾 is a hyper-parameter that balances intra- and cross-document

edge weights, and if a sentence is the first or the last one in a doc-

ument, we simply discard out-of-bound indices. Sentences across

all documents are ranked by their centrality scores and top ranked

sentences are preserved as the summary.

4 EXPERIMENTS
4.1 Datasets
We conduct experiments on three benchmark summarization datasets

in news domain, two for single-document summarization (CNN/Daily

Mail [7] and NYT [16]), and one for multi-document summarization

(Multi-News [5]). For all datasets, we only use their validation and

test set in our experiments.

4.2 Implementation Details
We use the publicly available BERT-base pre-trained model

1
, and

the BERTmodel is fine-tuned on the input documents and then fixed

throughout the summarization experiments. In all experiments, the

number of groups in the distance-augmented graph (𝑘 in Section 2.2)

is set to 3. All hyper-parameters (𝛾, _+
1
, .._+

𝑘
, _−

1
, .._−

𝑘
) are tuned on

2000 validation samples with ground truth summaries on all three

datasets, 𝛾 ∈ {0.2, 0.4, 0.6, 0.8}, _∗∗ ∈ {−2,−1.5, ..., 1.5, 2}. Due to the

large search space, we do not use full grid-search, but heuristics

to choose hyper-parameters. During decoding, our model extracts

4, 3 and 10 sentences as output summaries for CNNDM, NYT and

Multi-News, respectively. Trigram blocking [15] is used on all three

datasets.

4.3 Single-Document Experiments
Main results of single-document summarization are shown in Ta-

ble 1. Row 1-3 are strong abstractive or extractive supervised meth-

ods [10, 13, 17]. Row 4-9 are previous unsupervised extractive meth-

ods, with PacSum (Bert) (row 9) being the state-of-the-art method.

Row 11 is our method using degree aggregation for centrality com-

puting (equation 5). For comparison, we also include a method that

runs PageRank on our distance-augmented graph (row 10).

Comparing row 10 and 11, we can see that based on the same

graph, PageRank performs much worse than degree aggregation.

This is probably due to the fact that PageRank cannot directly

address edges with negative weights. Comparing row 11 with row

4-9, our proposed single-document summarization surpasses all

unsupervised comparing methods. Specifically, our method (row

11) achieves better results than PacSum (Bert) on both NYT and

CNNDM datasets, showing the effectiveness of DASG which allows

the model to better capture sentence relations.

1https://github.com/huggingface/transformers
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NYT CNNDM

ID Method R-1 R-2 R-L R-1 R-2 R-L

0 Oracle 61.9 41.7 58.3 54.7 30.4 50.8

1 Refresh 41.3 22.0 37.8 41.3 18.4 37.5

2 Pointer-Generator 42.7 22.1 38.0 39.5 17.3 36.4

3 BertSumExt (large) - - - 43.9 20.3 39.9

4 Lead-3 35.5 17.2 32.0 40.5 17.7 36.7

5 Degree (tf-idf) 33.2 13.1 29.0 33.0 11.7 29.5

6 TextRank (tf-idf) 33.2 13.1 29.0 33.2 11.8 29.6

7 TextRank (Bert) 29.7 9.0 25.3 30.8 9.6 27.4

8 PacSum (tf-idf) 40.4 20.6 36.4 39.2 16.3 35.3

9 PacSum (Bert) 41.4 21.7 37.5 40.7 17.8 36.9

10 Ours (PageRank) 37.7 17.8 32.9 36.2 14.6 33.5

11 Ours (Aggregation) 42.2 21.8 38.2 41.6 18.5 37.8

Table 1: Single-document summarization results. ROUGE F1 are reported. Row 0-2, 4-9 are taken from [20], and row 3 is taken
from [10]. Bold indicates the best result among unsupervised methods. Underline means not statistically significantly worse
than the best result in the same column among unsupervised methods.

CNNDM

Method R-1 R-2 R-L

PacSum (Bert) 40.7 17.8 36.9

Ours (𝑘=1) 40.5 17.9 36.5

Ours (𝑘=2) 41.3 18.3 37.2

Ours (𝑘=3) 41.6 18.5 37.8

Ours (𝑘=4) 41.7 18.7 37.8

Table 2: Single-document results with different 𝑘s.

To further investigate the influence of 𝑘 (number of groups in

Section 2.2), we conduct experiments on CNNDM with different

choice of 𝑘 . Results are shown in Table 2. When 𝑘 = 1, all distances

have the same coefficient when computing edge weights, and so

for a pair of sentences, only their relative order matters. Therefore,

when 𝑘 = 1 our model is equivalent to PacSum. In Table 2, PacSum

is slightly better than Ours (𝑘=1), most likely due to slightly differ-

ent BERT encoder finetuning procedures. As 𝑘 increases, we can see

that the ROUGE scores also increase, indicating that when 𝑘 gets

larger, the model is able to perform more fine-grained modeling.

When 𝑘 increases to 4, performance improvements seem to be sat-

urated, probably because the model overfits to the small validation

set. Another reason could be sub-optimal hyper-parameters due to

the large search space when 𝑘 = 4.

4.4 Multi-Document Experiments

Multi-News

ID Method R-1 R-2 R-L

0 Lead-3 39.41 11.77 14.51

1 Pointer-Generator 42.80 14.19 16.75

2 FlatTransformer 44.32 15.11 20.50

3 Hi-MAP 43.47 14.89 17.41

4 GraphSum 46.07 17.42 23.21

5 LexRank 38.27 12.70 13.20

6 TextRank (TF-IDF) 38.44 13.10 13.50

7 SummPip 42.32 13.28 16.20
8 Ours (undirected) 41.31 13.01 14.66

9 Ours (proximity) 42.60 13.22 16.15

Table 3:Multi-document summarization results. Row0-7 are
taken from [5] or original paper. Bold indicates the best re-
sult amongunsupervisedmethods. Underlinemeans not sta-
tistically significantly worse than the best result in the same
column among unsupervised methods.

Results ofmulti-document summarization experiments are shown

in Table 3. Row 1-4 are strong supervisedmethods [3, 9, 17], and row

5-7 are unsupervised methods. SummPip [19] is the state-of-the-art

unsupervised method. It constructs sentence discourse graphs for

each document and then perform spectral clustering, where each

cluster generates one sentence in the final summary.

Ours (undirected) means cross-document edges in the model

are undirected, and Ours (proximity) means that proximity-based

cross-document edges are used in the sentence graph. First, com-

paring row 8 with row 9, we can see that using directed proximity-

based edges is much better than using undirected edges, verifying

our assumption that proximity-based edges help model distinguish

important sentences from different documents. Comparing row 9

with unsupervised methods (row 5-7), our method clearly surpasses

LexRank and TextRank baselines, and is comparable with state-of-

the-art method SummPip. SummPip consists of a pipeline of complex

operations, while our method provides a simple framework that

adapts to any single document graph-based method. Comparing

row 9 with row 1-4, our method is comparable with some super-

vised baselines (row 1,2,3), but is still far behind the state-of-the-art

supervised method (row 4).

5 CONCLUSIONS
In this paper we have proposed a graph-based single-document un-

supervised extractive method that constructs a distance-augmented

sentence graph (DASG) from a document that enables the model to

perform more fine-grained modeling of sentences and better char-

acterize the original document structures. We further adapted the

single-document model to multi-document settings, by connecting

every input document’s sentence graph through proximity-based

cross-document edges. Experimental results on three summariza-

tion benchmark datasets showed the effectiveness of our proposed

methods. Both of our proposed single- and multi-document unsu-

pervised methods either achieves or is comparable to state-of-the-

art unsupervised methods, and both methods are competitive with

strong supervised baselines.
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