
ar
X

iv
:2

10
2.

11
99

2v
1 

 [
cs

.D
S]

  2
4 

Fe
b 

20
21

Kronecker Products, Low-Depth Circuits, and Matrix Rigidity

Josh Alman∗

February 25, 2021

Abstract

For a matrix M and a positive integer r, the rank r rigidity of M is the smallest number
of entries of M which one must change to make its rank at most r. There are many known
applications of rigidity lower bounds to a variety of areas in complexity theory, but fewer known
applications of rigidity upper bounds. In this paper, we use rigidity upper bounds to prove new
upper bounds in a few different models of computation. Our results include:

• For any d > 1, and over any field F, the N ×N Walsh-Hadamard transform has a depth-d
linear circuit of size O(d · N1+0.96/d). This circumvents a known lower bound of Ω(d ·
N1+1/d) for circuits with bounded coefficients over C [Pud00], by using coefficients of
magnitude polynomial in N . Our construction also generalizes to linear transformations
given by a Kronecker power of any fixed 2× 2 matrix.

• The N×N Walsh-Hadamard transform has a linear circuit of size ≤ (1.81+o(1))N log2 N ,
improving on the bound of ≈ 1.88N log2 N which one obtains from the standard fast
Walsh-Hadamard transform.

• A new rigidity upper bound, showing that the following classes of matrices are not rigid
enough to prove circuit lower bounds using Valiant’s approach:

– for any field F and any function f : {0, 1}n → F, the matrix Vf ∈ F2
n

×2
n

given by,
for any x, y ∈ {0, 1}n, Vf [x, y] = f(x ∧ y), and

– for any field F and any fixed-size matrices M1, . . . ,Mn ∈ Fq×q, the Kronecker product
M1 ⊗M2 ⊗ · · · ⊗Mn.

This generalizes recent results on non-rigidity, using a simpler approach which avoids
needing the polynomial method.

• New connections between recursive linear transformations like Fourier andWalsh-Hadamard
transforms, and circuits for matrix multiplication.
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1 Introduction

For a matrix M and a positive integer r, the rank r rigidity of M , denoted RM (r), is the smallest
number of entries of M which one must change to make its rank at most r. Matrix rigidity was
introduced by L. Valiant [Val77] as a tool for proving low-depth circuit lower bounds. He showed
that for any family {MN}N∈N of matrices with MN ∈ F

N×N , if RMN
(O(N/ log logN)) ≥ N1+ε for

any fixed ε > 0, then the linear transformation which takes as input a vector x ∈ F
N and outputs

MNx cannot be computed by an arithmetic circuit of size O(N) and depth O(logN). We say MN is
Valiant-rigid if it satisfies this rigidity lower bound. It remains a major open problem to prove that
any explicit family of matrices1 cannot be computed by circuits of size O(N) and depth O(logN),
and one of the most-studied approaches to this problem is to try to construct an explicit family of
Valiant-rigid matrices.

Many researchers have subsequently shown that rigidity lower bounds for explicit matrices,
both in this parameter regime and others, would lead to new lower bounds in a variety of areas,
including in arithmetic complexity, communication complexity, Boolean circuit complexity, and
cryptography. We refer the reader to [Lok09] for more on the background and known applications
of matrix rigidity. However, despite 40+ years of efforts, and plenty of known applications, there
are no known fully explicit constructions of rigid matrices.

A recent line of work [AW17, DE19, DL19] has instead shown that a number of families of
explicit matrices are in fact not Valiant rigid, including the Walsh-Hadamard transform [AW17]
and the discrete Fourier transform [DL19]. These had been some of the most-studied candidate
rigid matrices, which are now ruled out for proving lower bounds using this approach. This raises
the question: Do these rigidity upper bounds imply any other interesting upper bounds? Although
there are many results showing that rigid matrices imply a variety of lower bounds, there are few
known connections showing that rigidity upper bounds would yield new algorithms or circuits.

In this paper, we give new upper bounds in a few different models which make use of recent
rigidity upper bounds. Some of them apply rigidity upper bounds directly, while others are inspired
by the proof techniques of recent rigidity upper bounds.

1.1 Low-Depth Linear Circuits

We begin by studying linear circuits for computing a linear transformation M ∈ F
N×N . These

are circuits in which the inputs are the N entries of a vector x ∈ F
N , the outputs must be the N

entries of Mx, and each gate computes an F-linear combination of its inputs. We focus on low-
depth circuits with unbounded fan-in gates, so we measure their size by the number of wires in the
circuit. A special type of linear circuit which we focus on is a synchronous linear circuit, in which
the inputs to each gate must all have the same depth. One can see that a synchronous linear circuit
of size s and depth d for M corresponds to d matrices M1, . . . ,Md such that M = M1 × · · · ×Md

and nnz(M1) + · · ·+ nnz(Md) = s, where nnz(A) denotes the number of nonzero entries in matrix
A. A depth d linear circuit can be converted into a depth d synchronous linear circuit with a
multiplicative size blowup of only d.

Rigidity upper bounds naturally give depth-2 linear circuit constructions. Indeed, it is not hard
to see that any M ∈ F

N×N has a depth-2 linear circuit of size O(N · rank(M)), and a depth-1 linear
circuit of size O(nnz(M)), and hence, for any r, a depth-2 linear circuit of size O(N · r +RM (r)).
Thus, for instance, letting Hn denote the N × N Walsh-Hadamard transform for N = 2n, using

1We say {MN}N∈N with MN ∈ F
N×N is explicit if there is an algorithm which, on input N , outputs MN in

poly(N) deterministic time.
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the rigidity upper bound RHn(N
1−Θ(ε2/ log2(1/ε))) ≤ N1+ε for any ε > 0 of [AW17], it follows that

there is a fixed δ > 0 such that Hn has a depth-2 linear circuit of size O(N2−δ).
However, there is actually a smaller and simpler circuit known forHn. Using an approach similar

to the fast Walsh-Hadamard Transform, we can see that for any d, Hn has a depth-d synchronous
linear circuit of size only O(d · N1+1/d). (The circuit involves, at each depth, computing N1−1/d

independent copies of the N1/d×N1/d Walsh-Hadamard transform Hn/d.) Thus, Hn has a depth-2

circuit of size only O(N1.5), which is much better than O(N2−δ). Despite a fair bit of work by the
author, it is unclear how to use the rigidity upper bound of [AW17] to improve on O(N1.5).

Nonetheless, we are able to construct smaller circuits for Hn, as well as any other family of
transforms defined as the Kronecker power of a fixed matrix, by making use of new, different
rigidity upper bounds for Hn. For a fixed 2× 2 matrix

M =

[

a b
c d

]

over a field F, the family of Kronecker powers ofM , denoted byM⊗n ∈ F
2n×2n , is defined recursively

by M⊗1 = M , and for n ≥ 1,

M⊗(n+1) =

[

a ·M⊗n b ·M⊗n

c ·M⊗n d ·M⊗n

]

.

For instance, the 2n × 2n Walsh-Hadamard transform Hn is defined as Hn := H⊗n
1 , where

H1 :=

[

1 1
1 −1

]

.

Kronecker powers arise naturally in many settings. For instance, when

M =

[

1 1
1 ω

]

for some element ω ∈ F , then the linear transformation M⊗n corresponds to evaluating an n-variate
multilinear polynomial over F on all inputs in {1, ω}n.

Our main result is as follows:

Theorem 1.1. Let F be any field, and let M ∈ F
2×2 be any matrix over F. There is a constant

ε > 0.01526 such that, for any positive integers n, d, the linear transformation M⊗n ∈ F
N×N for

N = 2n has a depth-d synchronous linear circuit of size 2ε · d ·N1+(1−ε)/d. When M = H1, so that
M⊗n is the Walsh-Hadamard transform Hn, we can improve the bound to ε > 0.04816.

Our new result shows that Hn has a depth-2 linear circuit of size only O(N1.47592), and more
generally improves the size of a depth-d linear circuit for Hn or any nth Kronecker power when
d < o(log n). When d divides n, we can improve the upper bound to d ·N1+(1−ε)/d, removing the
2ε factor. This construction may be of practical interest, as it improves on the previous bound of
d ·N1+1/d, even for small constant values of N and d.

Theorem 1.1 is also particularly interesting when compared to a lower bound of Pudlák [Pud00]
against low-depth linear circuits with bounded coefficients for computing Hn over C. Recall that in
a linear circuit over C, each gate computes a C-linear combination of its inputs. For a positive real
number c, we say the circuit has c-bounded coefficients if, for each gate, the coefficients of the linear
combination are complex numbers of magnitude at most c. Motivated by the fact that the best
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known linear circuits for many important linear transformations, including the Walsh-Hadamard
transform and the discrete Fourier transform, use only 1-bounded coefficients (prior to this paper), a
line of work [Mor73, Cha94, Lok01, NW96, Pud00, BL04, Raz02] (see also [Lok09, Section 3.3]) has
shown strong, often tight lower bounds for linear circuits with bounded coefficients. Pudlák [Pud00]
showed that the aforementioned circuit of depth d and size O(d ·N1+1/d) is optimal for bounded
coefficient circuits:

Theorem 1.2 ([Pud00]). Any depth d synchronous linear circuit with c-bounded coefficients for
computing the Walsh-Hadamard transform Hn ∈ C

N×N for N = 2n has size ≥ d ·N1+1/d/c2.

Our Theorem 1.1 circumvents this lower bound by using large coefficients. Indeed, we will see
that over F = C, we use coefficients which are integers of magnitude up to NO(1). That said,
it should be noted that, since our coefficients are only O(logN)-bit integers, the additional time
required to do the arithmetic for the coefficients of our circuit is still negligible compared to the
circuit size savings in any reasonable model of computation.

To our knowledge, this is the first non-trivial upper bound surpassing one of the aforementioned
bounded-coefficient lower bounds. This shows that using larger coefficients can make a substantial
difference in the circuit size required, even when computing the linear transformation of a matrix
whose entries are all in {−1, 1}. At the same time, it is interesting to note that our Theorem 1.1
works over any field, even a constant-sized finite field like F3 where there are no ‘large’ coefficients.
One could have imagined that overcoming bounded-coefficient lower bounds, when possible, requires
using an infinite field and large coefficients, but at least in this setting, that is not the case.

Our proof of Theorem 1.1 begins with a new general framework for designing smaller low-depth
circuits for recursively-defined families of matrices like Hn. We show that a nontrivial synchronous
circuit construction for any fixed matrix in the family leads to a smaller circuit for every matrix in
the family.

Lemma 1.3. Let M ∈ F
q×q be a q × q matrix over any field F, and suppose there are matrices

A1, . . . , Ad such that M =
∏d

j=1Aj and nnz(Ai) ≤ qc for all i ∈ [d]. Then, for every positive

integer n, letting N = qn, the N ×N matrix M⊗n has a depth-d synchronous linear circuit of size
O(N c).

Lemma 1.3 follows by simply calculating how taking a Kronecker power changes the given cir-
cuit for M , but it is nonetheless conceptually interesting: in order to design a small circuit for
the entire family of matrices M⊗n, it suffices to design one for any fixed matrix in the family.
Lemma 1.3 is similar to the approach for designing matrix multiplication algorithms spearheaded
by Strassen [Str69], where an identity for quickly multiplying fixed size matrices implies asymptotic
improvements for multiplying matrices of any sizes. Our proof was inspired by this, as Kronecker
products also play a central role in the definition and study of matrix multiplication tensors.

We then use rigidity upper-bounds for the q × q matrix M to construct fixed upper bounds.
One can see by concatenating the two parts of a non-rigidity expression for M that, for any rank
r, we can find matrices B,C with M = B × C, nnz(B) = q(r + 1), and nnz(C) = q · r +RM (r).
We can ‘symmetrize’ this construction using a Kronecker product trick, then apply Lemma 1.3 to
yield:

Lemma 1.4. Let M ∈ F
q×q be a q × q matrix over any field F, and 1 ≤ r ≤ q be any rank, and

define
c := logq((r + 1) · (r +RM (r)/q)).

Then, for any positive integer n, setting N = qn, the N×N matrix M⊗n has a depth-d synchronous
circuit of size O(d ·N1+c/d).

3



Thus, rigidity upper bounds on Hm for a fixed m can give nontrivial low-depth circuit upper
bounds for Hn for all n. Unfortunately, we cannot simply substitute in the rigidity upper bound
of [AW17] to prove our result. Indeed, to achieve c < 1 in Lemma 1.4 when applying it to the
q × q matrix Hm for q = 2m, it is not hard to see that we need r <

√
q. By comparison, the

bound from [AW17] is primarily interesting for higher rank r > q1−ε′ for small ε′ > 0. Other
known constructions, including those from probabilistic polynomials [AW15], do not seem to give
a nontrivial bound here either. Instead, to prove our upper bound, we use a new rigidity upper
bound for Hn for rank r = 1, and more specifically, Theorem 1.1 ultimately follows from a new
construction we give for the 16× 16 matrix H4 showing that RH4(1) ≤ 96.

Using rigidity upper bounds naturally leads to ‘symmetric’ circuits to use in Lemma 1.3, but
one could imagine other approaches that lead to more ‘lopsided’ constructions. We additionally
prove a generalization of Lemma 1.3, that even such constructions can lead to upper bounds for
M⊗n for all n:

Lemma 1.5. Let M ∈ F
q×q be a q × q matrix over any field F, and suppose there are matrices

A1, . . . , Ad such that M =
∏d

j=1Aj, which is nontrivial in the sense that
∏d

j=1 nnz(Aj) ≤ qd+c′ for

some c′ < 1. Then, for every positive integer n, letting N = qn, the N × N matrix M⊗n has a
depth-d synchronous circuit of size O(N1+c/d) for a constant c < 1 which depends only on c′.

Note that one could achieve c′ = 1 in Lemma 1.5 trivially by picking A1 = M and A2 = · · · =
Ad = Iq, the q× q identity matrix. Lemma 1.5 shows that any construction which improves on this
at all leads to an asymptotically smaller circuit for M⊗n. While Lemma 1.3 required that each Ai

has nnz(Ai) < q1+1/d, Lemma 1.5 instead only requires that the geometric mean of all the nnz(Ai)
is less than q1+1/d. However, it results in a slightly worse final size bound, which is why we use
Lemma 1.3 to prove Theorem 1.1.

1.2 Surpassing Other Bounded-Coefficient Lower Bounds?

It is natural to ask next whether our techniques can be used to overcome other bounded-coefficient
lower bounds. We discuss a few more:

Unbounded-Depth Circuits for Hn Pudlák [Pud00] also showed a lower bound against unbounded-
depth bounded-coefficient synchronous linear circuits for computing Hn.

Theorem 1.6 ([Pud00]). Any synchronous linear circuit with c-bounded coefficients for computing

the Walsh-Hadamard transform Hn ∈ C
N×N for N = 2n has size ≥ e·loge(2)

c2
N log2 N .

For c = 1 (as is the case in all previous circuits for Hn), this gives a lower bound of e · loge(2) ·
N log2N ≈ 1.884 ·N log2N . This is known to be tight, as optimizing for d in the usual fast Walsh-
Hadamard transform gives a matching upper bound. In fact, we give a new construction which
also beats this lower bound, although only by a constant factor.

Theorem 1.7. Let F be any field, and let M ∈ F
2×2 be any matrix over F. There is a constant

ε > 0.01526 such that, for any positive integer n, the linear transformation M⊗n ∈ F
N×N for

N = 2n has a synchronous linear circuit of size (1−ε+o(1)) ·e · loge(2) ·N log2N . When M = H1,
so that M⊗n is the Walsh-Hadamard transform Hn, we can improve the bound to ε > 0.04816.

It is no coincidence that our bounds on ε in Theorem 1.7 are the same as those in Theorem 1.1:
We prove Theorem 1.7 by introducing a gadget which increases the depth in Theorem 1.1 but
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removes the additional unwanted 2ε term in the circuit size (which would otherwise impact our
constant-factor savings), and then optimizing over all choices of d.

Of course, it would be much more exciting to design a circuit of size o(N logN) for Hn, but that
is currently beyond our techniques. That said, we believe Theorem 1.7 gives the first improvement
of any kind on the standard fast Hadamard transform for computing Hn, and we are optimistic
that further improvements are possible.

Circuits for the Fourier Transform Pudlák showed that both Theorem 1.2 and Theorem 1.6
also hold for the Discrete Fourier transform2, FN ∈ C

N×N . Can our approach be used to beat these
lower bounds as well? We remark that FN is actually too rigid for our approach using Lemma 1.4
to apply to overcome this bound. Interestingly, the rigidity lower bound we use to show this is
not the asymptotically best known bound of RFN

(r) ≥ Ω(N
2

r log(N/r)), but instead the bound
RFN

(r) ≥ (N − r)2/(r + 1) [Shp99] which has better known constant factors for small r.
It should be noted that we do not rule out the existence of o(d · N1+1/d) size depth-d linear

circuits for FN , or even rule out that Lemma 1.3 could be used to construct such circuits. How-
ever, an approach different from our non-rigidity approach would be needed to give the nontrivial
construction needed by Lemma 1.3.

Matrix Multiplication Raz [Raz02] showed that any bilinear circuit with bounded coefficients
for computing the product of two N × N matrices over C requires size Ω(N2 logN). This is not
known to be tight: the best known circuit for N ×N ×N matrix multiplication has size Nω+o(1)

where ω ≤ 2.373 [Wil12, LG14, AW21] is the matrix multiplication exponent. That said, as we will
discuss soon in more detail in Section 1.4, there is a strong connection between this lower bound
and the aforementioned bounded-coefficient lower bounds: if one could surpass Raz’s lower bound
and design an o(N2 logN) size circuit for matrix multiplication, it would lead to linear circuits of
size o(N logN) for both the N × N discrete Fourier transform and the N × N Walsh-Hadamard
transform, as well as many related linear transformations.

1.3 More Matrices Are Not Valiant-Rigid

Our next upper bound is a new non-rigidity result, which generalizes and sheds new light on the
non-rigidity of the Walsh-Hadamard transform [AW17]. We focus on two families of matrices M
which generalize Hn.

1. Matrices M ∈ F
qn×qn of the form M =

⊗n
ℓ=1Mi for positive integers q, n and any matrices

M1, . . . ,Mn ∈ F
q×q (where ⊗ denotes the Kronecker product). Kronecker power matrices like

Hn which we discussed earlier are of this form with M1 = M2 = · · · = Mn, but here we also
allow for different choices of the matrices M1, . . . ,Mn.

2. Matrices M ∈ F
qn×qn whose entries are given by, for x, y ∈ {0, 1, . . . , q − 1}n:

M [x, y] = f(max{x[1], y[1]},max{x[2], y[2]},max{x[3], y[3]}, . . . ,max{x[n], y[n]})

for any function f : {0, 1, . . . , q − 1}n → F. For instance, Hn is of this form with q = 2 when
f is the parity function, but we also allow for more complicated choices of f .

2Morgenstern [Mor73] first showed such a result for linear circuits which need not be synchronous, with slightly
lower leading constant factors.
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Theorem 1.8. Any matrix of either of the above forms with q ≤ O(log n) is not Valiant-rigid.
More precisely, setting N = qn, any such M satisfies, for any sufficiently small ε > 0:

RM (N1− q
2q

·O(ε2/ log2(1/ε))) ≤ N1+ε.

The constant hidden by the O in Theorem 1.8 is not too small; for instance, we show that when
q = 2, any such M has RM (O(N0.981)) < o(N2).

Theorem 1.8 shows that it was not just a ‘coincidence’ that Hn is not rigid, but in fact a number
of big families of matrices generalizing Hn are also not rigid. It, of course, rules out the Valiant-
rigidity approach for proving circuit lower bounds for any of these linear transformations. We now
discuss the two families of matrices in some more detail.

1. Aside from being a natural generalization of Hn, Kronecker products like this are ubiquitous
in many areas of computational science (see e.g. [VL00]). The non-rigidity of these matrices
is also interesting compared with our observation which we discuss in detail in the upcoming
Section 1.4 that: if there are Valiant-rigid matrices in this family for any fixed n and growing
q, then we would get a lower bound for N ×N ×Nn matrix multiplication. By comparison,
Theorem 1.8 shows there are no Valiant-rigid matrices in this family for fixed q and growing
n. The difference between this family of matrices when n is growing versus when q is growing
is not unlike the difference between the families of Walsh-Hadamard transforms and Fourier
transforms (which are both Hadamard matrices for different choices of which of the two
defining parameters is growing). Perhaps the techniques of [DL19] for showing that Fourier
transforms are not rigid could help to approach this other setting.

2. As noticed by [AW17], matrices of this form for different choices of the function f : {0, 1, . . . , q−
1}n → F arise frequently in fine-grained complexity, especially in the case q = 2. In fact, the
best known algorithms for a number of different problems have used, as their key insight, that
this type of matrix M is not rigid, including the Orthogonal Vectors problem [AWY14] (for
f = AND), All-Pairs Shortest Paths [Wil14] (also for f = AND), and Hamming Nearest
Neighbors [AW15, ACW16] (for f = MAJORITY ). These algorithms all use the ‘polyno-
mial method’ to show that M is not rigid in a low-rank, high-error regime, but it is unclear
how to extend them to less structured functions f . By comparison, Theorem 1.8 shows that
M is not rigid in a higher-rank, lower-error regime, and it applies to any function f .

In fact, in addition to these aforementioned algorithms, all the prior work on showing that ma-
trices of interest are not Valiant-rigid [AW17, DE19, DL19] has used the polynomial method.
For instance, the previous proof of the non-rigidity of the Walsh-Hadamard transform [AW17]
critically used the fact that the corresponding function f = PARITY has low-degree poly-
nomial approximations (which are correct on most inputs) over any field. Our rigidity upper
bound does not use the polynomial method (at least explicitly), and applies to any function f
without any restriction on how well it can be approximated by polynomials. In other words,
this central property of f that was used by prior work is actually unnecessary for proving
that M is not Valiant-rigid.

Our proof of Theorem 1.8 in the case q = 2 is actually quite simple, and it simplifies the previous
proof of the non-rigidity of the Walsh-Hadamard transform. Inspired by Dvir and Liu [DL19], who
frequently make use of the fact that the product of a constant number of matrices which are not
Valiant-rigid is, itself, not Valiant-rigid (see Lemma 2.11 below), we begin by noticing that any
matrix M from either of the two families can be written as

M = D ×Rn ×D′ ×Rn ×D′′, (1)

6



where D,D′,D′′ ∈ F
2n×2n are three carefully-chosen diagonal matrices (which are evidently not

Valiant-rigid), and Rn ∈ {0, 1}2n×2n is the disjointness matrix, given by Rn := R⊗n
1 where

R1 :=

[

1 1
1 0

]

.

Thus, to show that any such M is not Valiant-rigid, it suffices to show that Rn is not Valiant-rigid.
However, this is not too difficult, since Rn is a fairly sparse matrix to begin with! Indeed, Rn is
a 2n × 2n matrix, but has only 3n nonzero entries. Moreover, most of these nonzero entries are
concentrated in a few rows and columns: for each integer 0 ≤ k ≤ n, the matrix Rn has

(n
k

)

rows
(or columns) with 2k nonzero entries. Using standard bounds on binomial coefficients, we thus see

that, by removing only the 2n(1−Θ(ε2/ log2(1/ε))) densest rows and columns of Rn, we are left with a
matrix with only 2n·ε nonzero entries per row or column. Since changing a single row or column of
a matrix is a rank-1 update, this shows that Rn is not Valiant-rigid as desired.

Extending this result to larger q is quite a bit more involved. Let us focus for now on family
1 of matrices above (Kronecker products of n different q × q matrices); the proof for family 2 is
similar. We will proceed by induction on q. Our starting point is the remark that any q× q matrix
Mi can be written as the sum of a q× q rank-1 matrix Ji, and a (q−1)× (q−1) matrix Li (padded
with a row and column of 0s). For instance, in the case q = 3 we have (assuming the top-left entry
a is nonzero):





a b c
d e f
g h i



 =





a b c

d bd
a

bc
a

g bg
a

bc
a



+





0 0 0

0 e− bd
a f − bc

a

0 h− bg
a i− bc

a



 .

We have now written Mi = Ji + Li, and we know that
⊗n

i=1 Ji is not Valiant-rigid (in fact, it has
rank 1), and

⊗n
i=1 Li is not Valiant-rigid, even when thought of as a (q − 1)n × (q − 1)n matrix,

by the inductive hypothesis. This does not imply that
⊗n

i=1 Mi is not Valiant-rigid on its own,
however, because there are cross-terms:

n
⊗

i=1

Mi =

n
⊗

i=1

(Ji + Li) =
∑

K⊆{1,2,...,n}

n
⊗

i=1

([i ∈ K] ? Li : Ji)

(Here, we are using ([i ∈ K] ? Li : Ji) as the ternary operator, which equals Li when i ∈ K, and
equals Ji when i /∈ K). For any particular K, the matrix MK :=

⊗n
i=1 ([i ∈ K] ? Li : Ji) can be

seen as the Kronecker product of a q|K|×q|K| matrix of rank 1, and a qn−|K|×qn−|K| matrix which,
by the inductive hypothesis, is not Valiant-rigid. It can be shown (see e.g. [DL19, Section 6]) that
the Kronecker product of matrices which are not Valiant-rigid is itself not Valiant-rigid, and hence
that MK is not Valiant-rigid. However, this is still not sufficient: we have now only expressed M
as the sum of 2n matrices which are not Valiant-rigid, but whose sum might still be.

We instead first perform a number of low-rank updates to M to simplify the problem. We
first subtract away all the matrices MK for which |K| is not close to (q − 1)n/q. Next, we remove
all rows and columns corresponding to x ∈ {0, 1, . . . , q − 1}n for which nnz(x) is not close to
(q − 1)n/q. Finally, we observe that each remaining row of M only intersects with a nonzero row
of qO(ε·n) different choices of remaining matrices MK (compared with qn before). Hence, the fact
that each MK is not Valiant-rigid implies our desired non-rigidity, as the sparsity per row is now
only multiplied by qO(ε·n). We have, of course, glossed over many important and intricate aspects
of the proof; we refer the reader to Section 7 for the details.

We briefly remark that the techniques for manipulating Kronecker products used by Dvir and
Liu [DL19] do not appear sufficient to prove our Theorem 1.8. They observed that the Kronecker
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product of matrices M1, . . . ,Mn which are not Valiant-rigid is itself not Valiant-rigid. In particular,
they begin with a decomposition Mi = Ji + Li where Ji has low rank like in our setting, but they
further assume that Li is very sparse. In our case, M1, . . . ,Mn are arbitrary matrices, and may all
be very rigid on their own, and so a more intricate argument seems necessary.

1.4 Connections Between Matrix Multiplication and Kronecker Product Linear

Transformations

As we previously mentioned, Raz [Raz02] showed that any bilinear circuit with bounded coefficients
for computing the product of two N ×N matrices over C requires size Ω(N2 logN). A key insight
behind Raz’s lower bound is that, for a fixed matrix A ∈ F

N×N , the following two problems are
equivalent:

• Given as input a matrix B ∈ F
N×N , output the matrix A×B.

• Given as input a vector b ∈ F
N2

, output the linear transformation (IN ⊗A)b.

In particular, if one could show that there is any matrix A ∈ F
N×N for which the linear transfor-

mation IN ⊗A ∈ F
N2×N2

does not have O(N2) size circuits, then N ×N ×N matrix multiplication
does not have O(N2) size circuits. One intriguing avenue toward showing this is to show that
there exists an A ∈ F

N×N such that IN ⊗A is Valiant-rigid. In contrast with the usual setting in
matrix rigidity, here, to show a lower bound against a particular problem (matrix multiplication),
it suffices to show that there exists a rigid matrix among a large family of matrices. (Roughly,
Raz’s lower bound is proved by showing there exists an A ∈ F

N×N such that IN ⊗ A has a high
value of a variant of rigidity which corresponds to bounded-coefficient circuits.)

We take this observation further, showing that there is a much larger family of matrices for
which a circuit lower bound would imply lower bounds for matrix multiplication. The key idea is
the following algorithm for using matrix multiplication to compute linear transformations defined
by Kronecker products (which is not very difficult to prove, and is likely folklore):

Proposition 1.9. For any field F, and any fixed positive integer k, suppose that N × N × Nk−1

matrix multiplication over F has an arithmetic circuit of size o(Nk logN). Then, the N × N
Fourier transform, N × N Walsh-Hadamard transform, and any transform which can be written
as the Kronekcer product of k different N1/k ×N1/k size matrices, have arithmetic circuits of size
o(N logN).

Applying Proposition 1.9 with k = 2, we see that if one shows there are any matrices A,B ∈
F
N×N such that A ⊗ B ∈ F

N2×N2
requires circuits of size Ω(N2 logN) (perhaps making use of a

proof that A⊗B is Valiant-rigid3, or in some other way), then N×N matrix multiplication requires
circuits of size Ω(N2 logN). By comparison, even for very simple matrices of the form A⊗B such
as the N2 ×N2 Discrete Fourier transform or Walsh-Hadamard transform, the best known circuit
size is only Θ(N2 logN).

Proposition 1.9 becomes more exciting from an algorithmic perspective as we consider larger k.
For k = 2, the upper bound of o(N2 logN) needed for N ×N ×N matrix multiplication is quite far

3Actually, showing that A ⊗ B is Valiant-rigid would only prove a ω(N2) lower bound against O(logN)-depth
circuits for N × N × N matrix multiplication. Normally, a O(logN) depth restriction on circuits for N × N × N

matrix multiplication is not very limiting, since it is known that arithmetic circuits for matrix multiplication can
be converted into logarithmic-depth circuits with only a O(Nε) blowup in size for any ε > 0 (which, in particular,
does not effect the value of the matrix multiplication exponent ω). However, in our setting where the resulting lower
bounds are only for size Ω(N2 logN), this Nε term may be non-negligible.
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away from our current best upper bound of roughly O(N2.373). However, as k grows, the exponent
is known to approach k as well:

Proposition 1.10 ([HP98]). For every field F and integer k > 1, there is a circuit of size
O(Nk·logk−1(k)) for performing N × N × Nk−1 matrix multiplication. Here, the O is hiding a
function of k. Note that the exponent is

k · logk−1(k) = k +O

(

1

log k

)

.

In fact, working through the details (see Section 8 below), we find that for a slightly super-
constant choice of k = logN/ log logN , a circuit of size O(Nk·logk−1(k)) for N ×N ×Nk−1 matrix
multiplication would lead to an o(N logN) time algorithm for the N × N Fourier transform and
the N ×N Walsh-Hadamard transform. Unfortunately, this is not exactly what is guaranteed to us
by Proposition 1.10; we only know there is such a circuit of size f(k) ·Nk·logk−1(k) for some function
f . When k is super-constant, the term f(k), which is usually part of the leading constant in fast
matrix multiplication algorithms, becomes relevant and may swamp our other savings. We show
in Section 8 below that any bound f(k) < o(log k) would suffice to speed up the N × N Fourier
transform and the N × N Walsh-Hadamard transform. The growth of f(k) in fast rectangular
matrix multiplication algorithms is typically not the focus of study, as one typically thinks of k as
a constant4, but it may warrant further investigation!

1.5 Fast Batch Computations on Low-Dimensional Points

For our last new upper bound, we remark that some ideas in the proof of Theorem 1.8 can be
used to extend certain algorithms for the Orthogonal Vectors problem (which corresponds to the
disjointness matrix Rn) to a more general class of problems. Recall that in the Orthogonal Vectors
problem, we are given as inputm vectors from {0, 1}d, and the goal is to determine whether there is a
pair which is orthogonal (over Z). Equivalently, we are given as inputm row and column indices into
the matrix Rd, and we want to determine whether there are any 1s in the corresponding submatrix.
This can be solved in O(m2 · d) time (and even faster when d ≤ O(logm) [AWY14]), but in the
regime when m ≥ Ω̃(2d/2), there is a faster folklore algorithm running in time only O(m+ d · 2d).
In fact, this latter algorithm corresponds directly to the fact that the linear transformation Rd can
be computed in time O(d · 2d).

Using Equation (1), we can extend this to a more general class of problems, defined as follows.
Let f : {0, 1}d → F be a function which can be evaluated in time T . Then, given as input a
set S ⊆ {0, 1}d of size |S| = m, there is an algorithm running in time O(m + (d + T ) · 2d) for
computing, for all s ∈ S, the sum

∑

t∈S f(s[1] ∧ t[1], s[2] ∧ t[2], . . . , s[d] ∧ t[d]). When f = NOR,
this algorithm counts the number of Orthogonal Vectors. However, other functions f correspond
to other interesting tasks. For instance, when f is a threshold function (such as MAJORITY ),
this algorithm counts the number of pairs of points which share a certain number of 1s in common,
which is a basic nearest neighbor search problem, in time O(m+d ·2d). This improves on the more
straightforward O(m · 2d) time algorithm for this problem when d = o(m).

4The only work proving something like a bound on f(k) that the author is aware of is Williams’ [Wil14] analysis
of Coppersmith’s [Cop82] rectangular matrix multiplication algorithm. He shows the algorithm for N ×N0.17 × N

matrix multiplication has a running time of only N2 polylog(N), compared to the bound of O(N2+ε) for any ε > 0
that one achieves using Coppersmith’s identity combined with standard fast matrix multiplication techniques.

9



1.6 Other Related Work

Rigidity Upper Bounds from Low-Depth Circuit Upper Bounds Our results discussed
in Section 1.1 above show how rigidity upper bounds for a matrix M can be used to construct small
low-depth circuits for M . Relatedly, Pudlák [Pud94] showed a type of converse: that low-depth
circuit upper bounds can be used to show rigidity upper bounds.

Proposition 1.11 ([Pud94, Proposition 2]). For any field F, positive integers r, d, real c, ε ≥ 0 and
M ∈ F

N×N , if M has a depth-d linear circuit of size O(d ·N1+c/d), then RM (ε ·N) ≤ (d/ε)d ·N1+c.

Although this can be combined with our Theorem 1.1 to prove rigidity upper bounds for Hn

and other Kronecker power matrices, the resulting bounds are weaker than what we prove in
Theorem 1.8 using a different approach, and do not suffice to prove that these matrices are not
Valiant-rigid. Perhaps there is a different way to reconcile the two?

Data Structures and Rigidity Rigidity upper bounds are known to give rise to data structure
bounds: Dvir, Golovnev, and Weinstein [DGW19] recently showed this for static data structures,
and Ramamoorthy and Rashtchian [NRR20] showed this for systematic linear data structures.

Small Depth Circuit Lower Bounds The best-known lower bounds on the size of a depth-2 lin-
ear circuit for computing an explicit N×N linear transformation are only Ω(N log2 N/(log logN)2)
for efficient error-correcting codes over constant-size finite fields [GHK+12], or Ω(N log2 N/ log logN)
for matrices arising from super-concentrator graphs over larger fields [RTS00]. Two recent lower
bounds were also shown for less-explicit matrices: Kumar and Volk [KV19] constructed a matrix in
time exp(NΘ(1)), over a field of size exp(NΘ(1)), which requires depth-d circuits of size N1+1/(2d).
With Chen [AC19], we construct a matrix in PNP which has {0, 1} entries over any fixed-size finite

field and which requires depth-2 circuits of size Ω(N · 2(logN)1/4−δ
) for any δ > 0. In other words,

the known techniques are far from proving that any of the depth-d upper bounds presented here,
which are of the form O(N1+(1−ε)/d) for somewhat small constants ε > 0, are tight.

Other Circuit Models for Matrices Circuit models other than linear circuits have also been
studied for computing matrices in certain settings. For instance, when working with matrices over
a semigroup (like the OR semigroup) or a semiring (like the SUM semiring) instead of a field,
one can consider circuits where the gates compute sums from that semigroup or semiring instead.
See, for instance, the book by Jukna and Sergeev which studies these models in detail [JS13].
These models have applications to areas like communication complexity, and the techniques for
constructing circuits in these models often apply to the linear circuit model as well. For instance,
we remark in Section 4.4 below that a construction by Jukna and Sergeev for the disjointness matrix
Rn, which takes advantage of both the recursive definition and the sparsity of Rn, leads to a better
upper bound for low-depth circuits for Rn than we are able to prove using our rigidity approach.

1.7 Outline

In Section 2, we introduce the notions and notation we will use, and we present a number of basic
tools for working with Kronecker products and linear circuits. We then prove Theorem 1.1 in
Sections 3 and 4: we prove Lemma 1.3 and Lemma 1.4 in Section 3, and then we study low-rank
rigidity upper bounds for a number of families of matrices in Section 4. In Sections 5–7 we prove
Theorem 1.8: we prove that Rn is not Valiant-rigid in Section 5, we show how to express other
matrices of interest in terms of Rn in Section 6, and we give our extension to Kronecker products
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of larger matrices (the q > 2 case of Theorem 1.8) in Section 7. Finally, in Section 8 we investigate
connections between the linear complexity of Kronecker products and matrix multiplication, in
Section 9 we present other algorithms which we design using ideas from the remainder of the
paper, and in Section 10 we prove Lemma 1.5, the generalization of Lemma 1.3.

2 Preliminaries

2.1 Notation and Basic Properties

2.1.1 Matrix Indexing

For a positive integer n, we write [n] := {1, 2, . . . , n} and [n]0 := {0, 1, . . . , n− 1}.
By default, we use zero-based numbering for the indices of matrices, meaning, for any set

S, positive integers n,m, matrix M ∈ Sn×m, i ∈ [n]0 and j ∈ [m]0, we write M [i, j] for the
corresponding entry of M . That said, if Sn, Sm are sets of sizes |Sn| = n and |Sm| = m, we may
sometimes say that the rows and columns of M are indexed by Sn and Sm, respectively. In this
case, we implicitly define bijections fSn : Sn → [n]0 and fSm : Sm → [m]0, and then for sn ∈ Sn

and sm ∈ Sm we write M [sn, sm] := M [fSn(sn), fSm(sm)].

2.1.2 Matrix Products

Definition 2.1. For any field F, positive integers nA, nB,mA,mB, and matrices A ∈ F
a1×a2 ,

B ∈ F
b1×b2 , the Kronecker product of A and B, denoted A⊗B, is the matrix A⊗B ∈ F

(a1·b1)×(a2·b2),
whose rows and columns are indexed by [a1]0× [b1]0 and [a2]0× [b2]0, respectively, and whose entries
are given by

A⊗B[(iA, iB), (jA, jB)] := A[iA, jA] · B[iB, jB ].

The Kronecker product is not commutative in general, however, there are always permutation
matrices P ∈ {0, 1}(a1 ·b1)×(a1·b1) and P ′ ∈ {0, 1}(a2 ·b2)×(a2·b2), which depend only on a1, a2, b2, and
b2, such that

A⊗B = P × (B ⊗A)× P ′.

For a matrix A and positive integer n, we write A⊗n to denote the Kronecker product of n
copies of A, i.e., A⊗1 = A and A⊗n = A⊗(n−1) ⊗A.

We will need some additional notation for dealing with more complicated Kronecker products.
For positive integers n, q, matrices A,B ∈ F

q×q, and sets SA ⊆ [n] and SB = [n] \ SA, we write
A⊗SA ⊗B⊗SB for the matrix in F

qn×qn given by, for i, j ∈ [q]n0 ,

A⊗SA ⊗B⊗SB [i, j] :=





∏

ℓ∈SA

A[i[ℓ], j[ℓ]]



 ·





∏

ℓ∈SB

B[i[ℓ], j[ℓ]]



 .

Similarly, if A ∈ F
q×q and B ∈ F

q|SB |×q|SB |
then we write A⊗SA ⊗B⊗SB for the matrix in F

qn×qn

given by, for i, j ∈ [q]n0 ,

A⊗SA ⊗B⊗SB [i, j] :=





∏

ℓ∈SA

A[i[ℓ], j[ℓ]]



 · (B[i|SB
, j|SB

]) .

Here, ‘i|SB
’ denotes i restricted to the coordinates of SB.

In addition to using ⊗ to denote the Kronecker product of matrices, we will use × to denote the
(usual) product of matrices, and for emphasis, we will use · to denote the product of field elements.
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2.1.3 Matrix Sparsity and Rigidity

For a matrix A ∈ F
a1×a2 , its sparsity, written nnz(A), denotes number of non-zero entries in A.

We similarly define its row sparsity, nnzr(A), to be the maximum number of non-zero entries in a
row of A, and its column sparsity, nnzc(A), to be the maximum number of non-zero entries in a
column of A. Some basic properties we will use are that, for any A ∈ F

a1×a2 and B ∈ F
b1×b2 :

• nnz(A⊗B) = nnz(A) · nnz(B),

• nnzr(A⊗B) = nnzr(A) · nnzr(B),

• if a2 = b1 then nnzr(A×B) ≤ nnzr(A) · nnzr(B),

• if a2 = b1 then nnz(A×B) ≤ nnz(A) · nnzr(B), and

• if D ∈ F
a1×a1 is a diagonal matrix, then nnz(D ×A) ≤ nnz(A) and nnzr(D ×A) ≤ nnzr(A).

For a matrix A ∈ F
a×a and a nonnegative integer r, we write RA(r) to denote the rank-r rigidity

of A over F, which is the minimum number of entries of A which must be changed to other values
in F to make its rank at most r. In other words:

RA(r) := min
B∈Fa×a,

rank(A+B)≤r

nnz(B).

The definition of RA(r) depends on the field F, which we will explicitly mention when it is not
clear from context.

We similarly define the rank-r row/column rigidity of A, denoted Rrc
A (r), to be the minimum

number of entries which must be changed per row or column of A to make its rank at most r, i.e.

Rrc
A (r) := min

B∈Fa×a,

rank(A+B)≤r

max{nnzr(B),nnzc(B)}.

It follows that, for any positive integer r, and any A ∈ F
a×a, we have

RA(r) ≤ a · Rrc
A (r).

2.1.4 Important Families of Matrices

• The family of Walsh-Hadamard transforms, Hn ∈ {−1, 1}2n×2n , is defined by

H1 =

[

1 1
1 −1

]

and for n ∈ N, Hn = H⊗n
1 .

• The family of Disjointness matrices, Rn ∈ {0, 1}2n×2n , is defined by

R1 =

[

1 1
1 0

]

and for n ∈ N, Rn = R⊗n
1 .

• The family of Fourier transforms, FN ∈ C
N×N , is defined by picking ωN := e2πi/N to be a

primitive Nth root of unity, then setting FN [i, j] = ωi·j
N .
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• For k ∈ N we write Ik to denote the k × k identity matrix.

• A diagonal matrix D ∈ F
N×N is any matrix such that, if i 6= j, then D[i, j] = 0. D has full

rank if and only if D[i, i] 6= 0 for all i.

• A weighted permutation matrix Π ∈ FN×N is a matrix with exactly one nonzero entry in
each row or column. A permutation matrix is a weighted permutation matrix in which each
nonzero entry is 1.

2.1.5 Arithmetic Circuits and Linear Circuits

An arithmetic circuit over a field F is a circuit whose inputs are variables and constants from F,
and whose gates compute the product or the sum over F of their inputs. A linear circuit over F

is a circuit whose inputs are variables from F, and whose gates compute F-linear combinations of
their inputs. The depth of a circuit is the length (number of edges) of the longest path from an
input to an output. The size might either be measured by number of gates, or number of wires.

For a field F and matrix A ∈ F
q1×q2 , we say that a circuit C computes the linear transformation

A (or simply ‘computes A’) if C has q1 inputs and q2 outputs, such that on input x ∈ F
q1 , the

output of C is A× x.
In a synchronous linear circuit, the inputs to each gate must all have the same depth. A

synchronous linear circuit C of depth d for a matrix A corresponds to matrices A1, . . . , Ad such
that A =

∏d
j=1Aj , and the size (number of wires) of C is given by

∑d
j=1 nnz(Aj). Any depth-

d linear circuit can be converted into a depth-d synchronous linear circuit for the same linear
transformation with at most a O(d) multiplicative blow-up in the size. In this paper, O(d) will
typically be negligible, so we will focus on synchronous linear circuits.

2.1.6 Binary Entropy Function

The binary entropy function H : [0, 1] → [0, 1] is defined by

H(p) := −p · log2(p)− (1− p) · log2(1− p),

where we take 0 · log2(0) = 0. For every integer n > 1 and every p ∈ (0, 1), it is known that

1

n+ 1
2n·H(p) ≤

(

n

p · n

)

≤ 2n·H(p).

We will make use of the following calculations:

Lemma 2.2. For any integer q > 1 and any real 0 < δ < 1/q − 1/(q + 1) we have:

1. H(1/q) = log2(q)− q−1
q log2(q − 1),

2. H(1/q + δ) −H(1/q) ≤ δ · log2(q − 1)− δ2 · q2

(q−1) loge(4)
+O(δ3), and

3. H(1/q) −H(1/q − δ) ≤ δ · log2(q − 1) + δ2 · q2

(q−1) loge(4)
+O(δ3).

Proof. (1) is a simple rearrangement of the definition:

H(1/q) =
1

q
log2(q) +

q − 1

q
log2(q/(q − 1)) = log2(q)−

q − 1

q
log2(q − 1).
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To prove (2), start by writing

H(1/q)−H(1/q − δ) =

∫ 1/q

1/q−δ
H ′(z)dz =

∫ 1/q

1/q−δ
log2

(

1− z

z

)

dz.

Since log((1− z)/z) is convex, we can bound this above using the midpoint value by

δ · log2
(

1− (1/q + δ/2)

1/q + δ/2

)

dz = δ · log2(q − 1)− δ2 · q2

(q − 1) loge(4)
+O(δ3),

where the last step is the Taylor expansion at δ = 0.
Similarly, (3) follows by

H(1/q)−H(1/q− δ) ≤ δ · log2
(

1− (1/q − δ/2)

1/q − δ/2

)

dz = δ · log2(q− 1)+ δ2 · q2

(q − 1) loge(4)
+O(δ3).

2.2 Basic Tools for Rigidity and Kronecker Products

We now give a number of basic tools which will be of use throughout our proofs.

Proposition 2.3 (The mixed-product property). Let F be any field, and let A ∈ F
a1×a2 , B ∈

F
b1×b2 , C ∈ F

c1×c2 ,D ∈ F
d1×d2 be any matrices over F with a2 = c1 and b2 = d1. Then, (A⊗B)×

(C ⊗D) = (A× C)⊗ (B ×D).

Proposition 2.4. For any field F, any positive integers a, b, and any matrices A ∈ F
a×a and

B ∈ F
b×b, we have rank(A⊗B) = rank(A) · rank(B).

Proposition 2.5. For any field F, integers d1, d2, d3, d4 and matrices X1 ∈ F
d1×d2 , X2 ∈ F

d2×d3 ,
X3 ∈ F

d1×d4 , and X4 ∈ F
d4×d3, we have

X1 ×X2 +X3 ×X4 = (X1|X3)×
(

X2

X4

)

,

where we are writing ‘|’ to denote matrix concatenation.

Lemma 2.6. For any field F, positive integers q, n, and matrices M1, . . . ,Mn ∈ F
q×q, we have

n
⊗

i=1

Mi =

n
∏

i=1

M
⊗{i}
i ⊗ (Iqn−1)⊗[n]\{i}. (2)

Proof. We proceed by induction on n. The base case n = 1 is true since then the right-hand side
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of Equation (2) is simply equal to M1. For the inductive step, we see that

n
⊗

i=1

Mi =
n−1
⊗

i=1

Mi ⊗Mn

=

(

n−1
∏

i=1

M
⊗{i}
i ⊗ (Iqn−2)⊗[n−1]\{i}

)

⊗Mn

=

((

n−1
∏

i=1

M
⊗{i}
i ⊗ (Iqn−2)⊗[n−1]\{i}

)

× Iqn−1

)

⊗ (Iq ×Mn)

=

((

n−1
∏

i=1

M
⊗{i}
i ⊗ (Iqn−2)⊗[n−1]\{i}

)

⊗ I2

)

× (Iqn−1 ⊗Mn) (by Proposition 2.3)

=

(

n−1
∏

i=1

((

M
⊗{i}
i ⊗ (Iqn−2)⊗[n−1]\{i}

)

⊗ I2

)

)

× (Iqn−1 ⊗Mn)

=

(

n−1
∏

i=1

M
⊗{i}
i ⊗ (Iqn−1)⊗[n]\{i}

)

× (Iqn−1 ⊗Mn)

=
n
∏

i=1

M
⊗{i}
i ⊗ (Iqn−1)⊗[n]\{i},

as desired.

Definition 2.7. For any field F, positive integer q, and matrix M ∈ F
q×q, we say M is an outer-1

matrix if, for all i, j ∈ {0, 1, . . . , q − 1} with i = 0 or j = 0 (or both) we have M [i, j] = 1. We
similarly say M is an outer-0 matrix if we have M [i, j] = 0 for all such i, j, and an outer-nonzero
matrix if we have M [i, j] 6= 0 for all such i, j.

Lemma 2.8. For any field F, positive integer q, and outer-nonzero matrix M ∈ F
q×q, there are

• an outer-1 matrix M ′ ∈ F
q×q, and

• two invertible diagonal matrices D,D′ ∈ F
q×q,

such that M = D ×M ′ ×D′.

Proof. We first define the diagonal matrices G,G′ ∈ F
q×q by: For i ∈ {0, 1, . . . , q − 1}, set G[i, i] =

1/M [i, 0] and G′[i, i] = M [0, 0]/M [0, i]. These are well-defined and invertible since M is an outer-
nonzero matrix. LetM ′ = G×M×G′; we can see that for any i ∈ {0, 1, . . . , q−1} we haveM ′[i, 0] =
M [i, 0] ·G[i, i] ·G′ [0, 0] = M [i, 0] · (1/M [i, 0]) · (M [0, 0]/M [0, 0]) = 1, and for any j ∈ {0, 1, . . . , q−1}
we have M ′[0, j] = M [0, j] ·G[0, 0] ·G′[j, j] = M [0, j] · (1/M [0, 0]) · (M [0, 0]/M [0, j]) = 1, so M ′ is
an outer-1 matrix. Finally we can pick D = G−1 and D′ = G′−1 so that M = D ×M ′ ×D′.

Lemma 2.9. For any field F, positive integers n, q, and outer-nonzero matrices M1, . . . ,Mn ∈ F
q×q,

there are

• outer-1 matrices M ′
1, . . . ,M

′
n ∈ F

q×q, and

• two invertible diagonal matrices D,D′ ∈ F
qn×qn,

such that
⊗n

ℓ=1Mℓ = D × (
⊗n

ℓ=1M
′
ℓ)×D′.
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Proof. By Lemma 2.8, for each ℓ ∈ [n], there are invertible diagonal matrices Dℓ,D
′
ℓ ∈ F

q×q and
an outer-1 matrix M ′

ℓ ∈ F
q×q such that Mℓ = Dℓ ×M ′

ℓ ×D′
ℓ. Then, by Proposition 2.3,

n
⊗

ℓ=1

Mℓ =

n
⊗

ℓ=1

(Dℓ ×M ′
ℓ ×D′

ℓ) =

(

n
⊗

ℓ=1

Dℓ

)

×
(

n
⊗

ℓ=1

M ′
ℓ

)

×
(

n
⊗

ℓ=1

D′
ℓ

)

.

We can thus pick D =
⊗n

ℓ=1Dℓ and D′ =
⊗n

ℓ=1D
′
ℓ as desired.

Lemma 2.10. For any field F, positive integers q, r, and matrices A,B,D,D′ ∈ F
q×q such that D

and D′ are invertible diagonal matrices with A = D ×B ×D′, we have that RA(r) = RB(r).

Proof. By definition of RB(r), there are matrices L,S ∈ F
q×q such that rank(L) ≤ r, nnz(S) ≤

RB(r), and B = L+ S. It follows that A = D × L ×D′ +D × S ×D′. Since multiplying on the
left or right by a full-rank diagonal matrix does not change the rank or sparsity of a matrix, this
expression shows that RA(r) ≤ RB(r). A symmetric argument also shows that RA(r) ≥ RB(r) as
desired.

The next Lemma, which shows that the product of non-rigid matrices is also non-rigid, was also
used by [DL19, Lemma 2.18].

Lemma 2.11. For any field F, positive integers q, r, and matrices A,B,C,D ∈ F
q×q with D a

diagonal matrix and C = A×D ×B, we have that

Rrc
C (2r) ≤ Rrc

A (r) · Rrc
B (r).

Proof. Let sA := Rrc
A (r) and sB := Rrc

B (r). Write A = LA + SA and B = LB + SB where
LA, LB , SA, SB ∈ F

q×q are matrices with rank(LA) ≤ r, rank(LB) ≤ r, nnzr(SA) ≤ sA, nnzc(SA) ≤
sA, nnzr(SB) ≤ sB, and nnzc(SB) ≤ sB . We have that

C = (LA + SA)×D × (LB + SB) = LA ×D × (LB + SB) + SA ×D × LB + SA ×D × SB .

The first two matrices in the right-hand-side, LA ×D × (LB + SB) and SA ×D × LB, both have
rank at most r, since LA and LB have rank at most r. The third, M := SA ×D × SB, has both

nnzr(M) ≤ nnzr(SA) · nnzr(SB),

nnzc(M) ≤ nnzc(SA) · nnzc(SB).

It follows that

max{nnzr(M),nnzc(M)}
≤ max{nnzr(SA) · nnzr(SB),nnzc(SA) · nnzc(SB)}
≤ max{nnzr(SA),nnzc(SA)} ·max{nnzr(SB),nnzc(SB)}
≤ sA · sB.

This expression thus shows that Rrc
C (2r) ≤ sA · sB as desired.
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3 Framework for Designing Small Circuits from Non-Rigidity

We first note that an upper bound for a fixed matrix in a family of Kronecker products leads to
one for the entire family.

Lemma 3.1. For any field F, fixed positive integers q, t, d, and matrix M ∈ F
q×q, suppose M⊗t =

∏d
j=1Bj for matrices Bj for all j ∈ [d] with nnz(Bj) = bj . Then, for all positive integers n and

j ∈ [d] there are matrices An,j with nnz(An,j) < b
1+n/t
j and M⊗n =

∏d
j=1An,j. If t divides n, the

upper bound can be further reduced to nnz(An,j) ≤ b
n/t
j .

Proof. Assuming t divides n, we will show there are matrices An,j with nnz(An,j) = b
n/t
j and

M⊗n =
∏d

j=1An,j. If t does not divide n, we can instead apply this construction for the next

multiple n′ > n of t, and then pick the appropriate submatrix of M⊗n′
, to get M⊗n; we will thus

have nnz(An,j) = b
n′/t
j < b

1+n/t
j .

Now, assuming t divides n, then we can simply write M⊗n = (
∏d

j=1Bj)
⊗n/t =

∏d
j=1B

⊗n/t
j ,

and pick An,j := B
⊗n/t
j , which has nnz(An,j) = nnz(B

⊗n/t
j ) = nnz(Bj)

n/t = b
n/t
j , as desired.

Next, we observe that rigidity upper bounds can be used to give depth-2 synchronous circuit
upper bounds.

Lemma 3.2. For any field F, fixed positive integers r, q, and matrix M ∈ F
q×q, there are matrices

B ∈ F
q×(q+r) and C ∈ F

(q+r)×q such that M = B × C, nnz(B) = q · r + RM (r), and nnz(C) =
q · (r + 1).

Proof. By definition of rigidity, we can write M = L+S for matrices L,S ∈ F
q×q with rank(L) = r

and nnz(S) = RM (r). In particular, there are matrices B′ ∈ F
q×r and C ′ ∈ F

r×q such that
L = B′ × C ′. By Proposition 2.5, our desired matrix decomposition is thus

M =
(

S|B′
)

×
(

Iq
C ′

)

.

We have nnz(B) = nnz(S)+nnz(B′) ≤ RM (r)+q ·r, and nnz(C) = nnz(Iq)+nnz(C ′) ≤ q+q ·r.

Remark 3.3. Applying Lemma 3.2 to MT instead of M , we can alternatively obtain B ∈ F
q×(q+r)

and C ∈ F
(q+r)×q such that M = B × C, nnz(B) = q · (r + 1), and nnz(C) = q · r + RM (r). In

other words, we can choose either B or C to have higher sparsity.

Finally, we show how to ‘symmetrize’ the construction of Lemma 3.2 to extend it to small
circuits of any depth d ≥ 2.

Theorem 3.4. For any field F, positive integers r, q, and matrix M ∈ F
q×q, let

c := logq((r + 1) · (r +RM (r)/q)).

Then, for every positive integers n, d, setting N = qn, the matrix M⊗n ∈ F
N×N can be written as

M⊗n =
∏d

j=1An,j for matrices An,j with nnz(An,j) < q1−c ·N1+c/d. If d divides n, the upper bound

can be further reduced to nnz(An,j) ≤ N1+c/d.
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Proof. Using Lemma 3.2 and Remark 3.3, there are matrices B,B′, C,C ′ such that M = B ×C =
C ′ ×B′, nnz(B) = nnz(B′) = q · r+RM (r), and nnz(C) = nnz(C ′) = q · (r+1). We thus have the
following d ways to write M as a product of d matrices:

M = B × C × Iq × Iq × Iq × · · · × Iq × Iq × Iq

M = Iq ×B × C × Iq × Iq × · · · × Iq × Iq × Iq

M = Iq × Iq ×B × C × Iq × · · · × Iq × Iq × Iq

M = Iq × Iq × Iq ×B × C × · · · × Iq × Iq × Iq

...

M = Iq × Iq × Iq × Iq × Iq × · · · ×B × C × Iq

M = Iq × Iq × Iq × Iq × Iq × · · · × Iq ×B × C

M = C ′ × Iq × Iq × Iq × Iq × · · · × Iq × Iq ×B′.

Applying Proposition 2.3, there are thus permutation matrices Pj , P
′
j for each j ∈ [d] such that

we can write M⊗d as:

M⊗d =
(

P1 × (B ⊗ C ′ ⊗ Iqd−2)× P ′
1

)

×





d−1
∏

j=2

Pj ×
(

B ⊗ C ⊗ Iqd−2

)

× P ′
j



×
(

Pd × (B′ ⊗ C ⊗ Iqd−2)× P ′
d

)

.

Since nnz(B) = nnz(B′) and nnz(C) = nnz(C ′), this is expressing M⊗d as a product of d matrices,
each of which has sparsity

nnz(B ⊗ C ⊗ Iqd−2) = nnz(B) · nnz(C) · nnz(Iqd−2) = (q · r +RM (r)) · (q · (r + 1)) · qd−2.

Assume first that d divides n. Applying Lemma 3.1, it follows that the matrix M⊗n can be written
as M⊗n =

∏d
j=1An,j for matrices An,j with

nnz(An,j) ≤ ((q · r +RM (r)) · (q · (r + 1)) · qd−2)n/d

= qn · (r +RM (r)/q)n/d · (r + 1)n/d

= q
n·
(

1+
logq((r+1)·(r+RM(r)/q))

d

)

= N (1+ c
d
),

where N = qn so that M⊗n ∈ F
N×N , and c := logq((r + 1) · (r +RM (r)/q)), as desired.

Next, consider when d does not divide n. Let n′ be the largest integer less than n such that d
divides n′, and let k = n− n′ so k < d. By the above argument, there are matrices An′,1, . . . , An′,d

such that M⊗n′
=
∏d

j=1An′,j and nnz(An′,j) ≤ qn
′·(1+c/d). For each 1 ≤ ℓ ≤ k we can also

write M =
∏d

j=1([j = ℓ] ? M : Iq). Combining these k + 1 expressions together, again using
Proposition 2.3, it follows that there are permutation matrices Pj , P

′
j for each j ∈ [d] such that

M⊗n =





k
∏

j=1

Pj ×
(

An′,j ⊗M ⊗ Iqk−1

)

× P ′
j



×





d
∏

j=k+1

Pj ×
(

An′,j ⊗ Iqk
)

× P ′
j



 .

We can calculate that nnz(An′,j ⊗ M ⊗ Iqk−1) ≤ qn
′·(1+c/d)+k+1 < q(1−c)+n·(1+c/d), and similarly

nnz(An′,j ⊗ Iqk) < q(1−c)+n·(1+c/d), which concludes the proof like before.
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In the proof of Theorem 3.4, we made use of Remark 3.3 that our fixed upper bound from
non-rigidity can be made symmetric. For fixed upper bounds designed in other ways, this may not
be the case. Below in Section 10, we will nonetheless show that any nontrivial fixed upper bound
can be used to prove a result similar to Theorem 3.4. For now, in this section and the next, we will
focus specifically on our upper bounds from non-rigidity.

3.1 Slightly Smaller Circuits with Larger Depth

In this subsection, we remark that we can remove the q1−c factor from the circuit size in Theorem 3.4
in exchange for a slight increase in depth (but not total size):

Corollary 3.5. For any field F, positive integers r, q, and matrix M ∈ F
q×q, let

c := logq((r + 1) · (r +RM (r)/q)).

Then, for every positive integers n, d, with d < o(n), setting N = qn, the matrix M⊗n ∈ F
N×N has

a synchronous linear circuit of size (1 + o(1)) · d · qn·(1+c/d).

Proof. Let n′ be the integer in the range n ≥ n′ > n− d such that d divides n′, and let k = n− n′.
Applying Theorem 3.4 to M⊗n′

, we see that it has a synchronous circuit of size d ·qn′·(1+c/d). Thus,
M⊗n′ ⊗ Iqk has a synchronous circuit of size d · qn′·(1+c/d) · qk = d · qn·(1+c/d)/qk·c/d. Next, again

by applying Theorem 3.4, but this time for depth k, we see that M⊗k has a synchronous circuit of
size k · qk+c, and so Iqn′ ⊗M⊗k has a synchronous circuit of size qn

′ · k · qk+c = k · qn+c. Hence,

since M⊗n = M⊗n′ ⊗M⊗k = (M⊗n′ ⊗ Iqk)× (Iqn′ ⊗M⊗k), it follows that M⊗n has a synchronous
circuit of size

d · qn·(1+c/d)/qk·c/d + k · qn+c = qn·(1+c/d) ·
(

d

qkc/d
+

k

qc(n/d−1)

)

≤ (1 + o(1)) · d · qn·(1+c/d).

Corollary 3.6. For any field F, positive integers r, q, and matrix M ∈ F
q×q, let

c := logq((r + 1) · (r +RM (r)/q)).

Then, for every positive integer n, setting N = qn, the matrix M⊗n ∈ F
N×N has a synchronous

linear circuit of size (c · e · loge(2) + o(1)) ·N · log2(N).

Proof. We will apply Corollary 3.5 with d = c · loge(N). The resulting circuit size is

(1 + o(1)) · d · qn·(1+c/d) = (1 + o(1)) · c · loge(N) ·N · e = (c · e · loge(2) + o(1)) ·N · log2(N).

4 Smaller Circuits from Rank-1 Rigidity

In this section, we study the rank-1 rigidities of a number of families of matrices. We will find that
many matrices of interest have fairly low rank-1 rigidity. These constructions can be combined
with the results of the previous section to prove our main results.
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4.1 Kronecker Power Matrices

Lemma 4.1. For any field F and any outer-1 matrix M ∈ F
2×2, we have RM⊗3(1) ≤ 23.

Proof. Since M is an outer-1 matrix, there is an ω ∈ F such that

M =

[

1 1
1 ω

]

.

We can index entries of M⊗3 by vectors x, y ∈ {0, 1}3, so that M⊗3[x, y] = ω〈x,y〉Z . Consider the
matrix L ∈ F

8×8 given by

L[x, y] =























ω−1 if x = y = (0, 0, 0),

1 if x = (0, 0, 0) and y 6= (0, 0, 0),

1 if x 6= (0, 0, 0) and y = (0, 0, 0),

ω if x 6= (0, 0, 0) and y 6= (0, 0, 0).

L has rank 1, and we can see that L[x, y] = M⊗3[x, y] unless:

• x = y = (0, 0, 0), or

• x 6= (0, 0, 0), y 6= (0, 0, 0), and 〈x, y〉Z 6= 1.

We can count that:

• When x = (1, 0, 0), x = (0, 1, 0), or x = (0, 0, 1), there are 3 choices of y 6= (0, 0, 0) with
〈x, y〉Z = 0.

• When x = (1, 1, 0), x = (0, 1, 1), or x = (1, 0, 1), there is 1 choice of y 6= (0, 0, 0) with
〈x, y〉Z = 0, and 2 choices with 〈x, y〉Z = 2.

• When x = (1, 1, 1), there are 3 choices of y 6= (0, 0, 0) with 〈x, y〉Z = 2, and 1 choice with
〈x, y〉Z = 3.

Overall, L and M⊗3 differ in 1 · 1 + 3 · 3 + 3 · 3 + 1 · 4 = 23 entries.

Lemma 4.2. For any field F and any matrix M ∈ F
2×2, we have RM⊗3(1) ≤ 23.

Proof. By Lemma 2.9 and Lemma 2.10, it is sufficient to consider the case when M is an outer-1
matrix. The result then follows from Lemma 4.1.

Theorem 4.3. For any field F, matrix M ∈ F
2×2, and positive integers d, n > 1, the matrix

M⊗n ∈ F
N×N for N = 2n has a depth-d linear circuit of size 2ε · N1+(1−ε)/d for some constant

ε > 0.01526.

Proof. Applying Theorem 3.4 with M⊗3, q = 8, and r = 1, combined with the rigidity bound of
Lemma 4.2, shows that M⊗n has a depth-d linear circuit of size 21−c ·N1+c/d for

c = logq

(

(r + 1) ·
(

r +
RM (r)

q

))

≤ log8

(

2 ·
(

1 +
23

8

))

< 0.98474 = 1− ε.

Corollary 4.4. For any field F, matrix M ∈ F
2×2, and positive integer n > 1, the matrix M⊗n ∈

F
N×N for N = 2n has a synchronous linear circuit of size ((1− ε) · e loge(2) + o(1)) ·N log2 N for

some constant ε > 0.01526.

Proof. Apply Corollary 3.6 with the same rigidity bound of Lemma 4.2.
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4.2 Walsh-Hadamard Transform

Lemma 4.5. Over any field F with ch(F) 6= 2, we have RH2(1) = 4.

Proof. First, to see that RH2(1) ≤ 4, we can verify that

H2 =









1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1









=









−1 1 1 1
1 −1 −1 −1
1 −1 −1 −1
1 −1 −1 −1









+









2 0 0 0
0 0 2 0
0 2 0 0
0 0 0 2









.

This is the sum of a rank-1 matrix (where each row after the first is the negation of the first row),
and a matrix with 4 nonzero entries, as desired.

The bound RH2(1) ≥ 4 actually follows from the known general lower bound RHn(r) ≥
22n−2/r [Mid05, DW06], but we prove it here for completeness using the simple proof strategy
of [Mid05]. Recall that we can write H2 as a block matrix as

H2 =

[

H1 H1

H1 −H1

]

.

Each copy of H1 has rank 2, so we must change at least one entry in each H1 to drop the rank of
the whole matrix to 1. Since there are four disjoint copies, we must change at least four entries.

Lemma 4.6. Over any field F, we have RH3(1) ≤ 22.

Proof. We use the same construction as in Lemma 4.2, with ω = −1 so that M⊗3 = H3. In this
case, there is one more correct entry than in the general case, since when x = y = (1, 1, 1), we have
M⊗3[x, y] = ω3 and L[x, y] = ω, but these are equal when ω = −1, so the number of errors is only
23− 1 = 22.

Lemma 4.7. Over any field F, we have RH4(1) ≤ 96.

Proof. In the proof of Lemma 4.5, we showed there is a matrix A ∈ {−1, 1}4×4 which differs from
H2 in 4 entries, and which has rank 1 over any field. Let B = A⊗2 ∈ {−1, 1}16×16. We have that
rank(B) = rank(A)2 = 1. Indexing the rows and columns of H2 by {0, 1, 2, 3}, and the rows and
columns of H4 by {0, 1, 2, 3}2 , we see that for a, b, c, d ∈ {0, 1, 2, 3} we have

B[(a, b), (c, d)]

H4[(a, b), (c, d)]
=

A[a, c] ·A[b, d]
H2[a, c] ·H2[b, d]

.

This will equal 1 (and hence the [(a, b), (c, d)] entries of B and H4 will be equal) whenever either:

• A[a, c] = H2[a, c] and A[b, d] = H2[b, d], which happens for (16−4)2 = 144 values of a, b, c, d ∈
{0, 1, 2, 3}, or

• A[a, c] 6= H2[a, c] and A[b, d] 6= H2[b, d] (since all these values are in {−1, 1}), which happens
for 42 = 16 values of a, b, c, d ∈ {0, 1, 2, 3}.

Thus, B only differs from H4 in 162 − 144− 16 = 96 entries, as desired.

Remark 4.8. I verified using a brute-force search that Lemma 4.6 and Lemma 4.7 are tight over
any field F with ch(F) 6= 2. I unfortunately haven’t found more enlightening proofs of these facts.
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Theorem 4.9. For any field F and positive integers d, n > 1, the matrix Hn ∈ F
N×N for N = 2n

has a depth-d linear circuit of size ≤ 2ε ·N1+(1−ε)/d+O(d/n) for some constant ε > 0.04816.

Proof. Applying Theorem 3.4 with H4, q = 16, and r = 1, combined with the rigidity bound of
Lemma 4.7, shows that Hn = H⊗n

1 has a depth-d linear circuit of size 21−c ·N1+c/d for

c = logq

(

(r + 1) ·
(

r +
RM (r)

q

))

≤ log16

(

2 ·
(

1 +
96

16

))

< 0.95184 = 1− ε.

Corollary 4.10. For any field F and positive integer n > 1, the matrix Hn ∈ F
N×N for N = 2n

has a synchronous linear circuit of size ((1 − ε) · e loge(2) + o(1)) · N log2N for some constant
ε > 0.04816.

Proof. Apply Corollary 3.6 with the same rigidity bound of Lemma 4.7.

4.3 Fourier Transform

In order to use the approach of Theorem 3.4 to prove that the N × N Fourier transform FN has
depth-d circuits of size O(N1+c/d) for some c < 1, we would need it to be the case that, for some
positive integers N > r > 0, we have

logN ((r + 1) · (r +RFN
(r)/N)) < 1.

We next remark that known rigidity lower bounds for FN show that this is never the case. In fact,
the proof extends to any Vandermonde matrix.

Proposition 4.11. For any positive integers N > r ≥ 0, the N ×N Fourier transform matrix FN

has
(r + 1) · (r +RFN

(r)/N) ≥ N.

Proof. Shparlinski [Shp99] shows that RFN
(r) ≥ (N − r)2/(r + 1); for completeness, we prove this

below in Lemma 4.13. It then follows that:

(r + 1) ·
(

r +
RFN

(r)

N

)

≥ (r + 1) ·
(

r +
(N − r)2

(r + 1) ·N

)

=
1

N

(

N2 + r2 +Nr(r − 1)
)

≥ 1

N

(

N2
)

= N.

We next prove a Lemma which we will need in the proof of Shparlinski’s rigidity lower bound.

Lemma 4.12. For any positive integers N > r ≥ 0, any integer 0 ≤ k < n−r, and any S ⊆ [n]0 of
size |S| = r, let Mk,S be the r× r submatrix of FN consisting of the rows of {k, k+1, k+2, . . . , k+
r − 1} and the columns of S. Then, Mk,S has full rank.

Proof. Indexing the rows of Mk,s by [r]0 and the columns by S, we have for j ∈ [r]0 and s ∈ S that

Mk,S[j, s] = ωj·s
N = (ωs

N )j , where ωN = e2i·π/N ∈ C is a primitive Nth root of unity. Assume to the
contrary that Mk,S does not have full rank. Thus, there is a nontrivial linear combination of its
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rows summing to zero. This means that there are a0, a1, . . . , ar−1 ∈ C, which are not all 0, such
that, for each s ∈ S, we have

r−1
∑

j=0

aj · (ωs
N )j = 0.

In other words, the r different values {ωs
N | s ∈ S} are all roots of the polynomial p(z) =

∑r−1
j=0 aj ·

zj . However, p is a nonzero polynomial of degree at most r − 1, so it cannot have r roots, a
contradiction.

Lemma 4.13 ([Shp99]). For any positive integers N > r ≥ 0, we have RFN
(r) ≥ (N − r)2/(r+1).

Proof. Suppose that one can change t entries of FN to make its rank at most r. For k ∈ [N − r]0,
let tk be the number of changes which are in rows {k, k + 1, k + 2, . . . , k + r}. Since each change
contributes to at most r + 1 of the tk values, we have that

∑N−r−1
k=0 Tk ≤ (r + 1) · t. Thus, by the

pigeonhole principle, there must be a k∗ ∈ [N − r]0 such that tk∗ ≤ (r+1) · t/(N − r). Let S ⊆ [N ]0
be the columns of FN such that none of the changes in rows {k∗, k∗ + 1, k∗ + 2, . . . , k∗ + r} is in a
column of S. It must be that |S| ≤ r, since otherwise, by Lemma 4.12, the matrix Mk∗,S has rank
r + 1 and we did not make any changes to it. On the other hand, by definition, |S| ≥ N − tk∗ ≥
N − (r+1) · t/(N − r). It follows that r ≥ N − (r+1) · t/(N − r), which rearranges to the desired
t ≥ (N − r)2/(r + 1).

4.4 Disjointness

Recall the Disjointness marix Rn ∈ F
N×N from Section 2.1.4. The approach of Theorem 3.4 can

be used to prove that Rn has depth-d linear circuits of size N1+(1−ε)/d. However, since Rn is very
sparse (it has nnz(Rn) = 3n ≤ N1.585) it is almost immediate that it has depth-d circuits of size
O(N1+c/d) for c = log2(1.5) < 0.585. In fact, using a construction of Jukna and Sergeev [JS13], we
can do even better than this, improving to c < 0.5432. We give the construction in the remainder
of this section.

Lemma 4.14 ([JS13, Lemma 4.2]). Let t = log2(1+
√
2) < 1.28. For any field F and positive integer

n, there are matrices An, Bn ∈ F
2n×2n with nnz(An),nnz(Bn) ≤ O(2t·n) such that Rn = An ×Bn.

Proof. We show how to partition the 1s of Rn into squares (all-1s combinatorial rectangles with the
same number of rows and columns) and rectangles (all-1s combinatorial rectangles with twice as
many rows as columns). Our partition is defined recursively. Let sn be the sum of the side-lengths
of the squares in the partition of Rn, and let rn be the sum of the shorter side-lengths of the
rectangles. For

R1 :=

[

1 1
1 0

]

,

we can see that s1 = r1 = 1. Next, from the recursive definition

Rn :=

[

Rn−1 Rn−1

Rn−1 0

]

,

we see that the three copies of any s× s square in Rn−1 can be partitioned into a s× s square and
a 2s × s rectangle in Rn, and the three copies of any 2s × s rectangle in Rn−1 can be partitioned
into a 2s× s rectangle and a 2s× 2s square in Rn. It follows that we get the recurrence

[

sn
rn

]

=

[

1 2
1 1

]

×
[

sn−1

rn−1

]

.
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Since the matrix

[

1 2
1 1

]

has eigenvalues 1 ±
√
2, it follows that sn, rn ≤ O((1 +

√
2)n). We have

thus written the 1s of Rn as a disjoint sum of combinatorial rectangles whose side-lengths sum to
O((1 +

√
2)n) = O(2t·n), from which the result follows.

Following the same construction as Theorem 3.4, we get:

Proposition 4.15. For any field F and any positive integers n, d, let N = 2n and let c = 2(log2(1+√
2)− 1) < 0.5432. There are d matrices An,1, . . . , An,d such that Rn =

∏d
j=1An,j and nnz(An,j) ≤

O(N1+c/d) for all j ∈ [d].

5 Rigidity of Disjointness

Recall that R1 :=

[

1 1
1 0

]

and Rn := R⊗n. For x, y ∈ {0, 1}n, we can equivalently define:

Rn[x, y] =

{

0 if there is an ℓ ∈ [n]0 such that x[ℓ] = y[ℓ] = 1,

1 otherwise.

For positive integers k ≤ n, write
(

n
<k

)

:=
∑k−1

i=0

(

n
i

)

and
(

n
≤k

)

:=
∑k

i=0

(

n
i

)

. By standard bounds,
we have that

(

n

< k

)

≤
(

n

≤ k

)

≤ 2n,

and if k ≤ n/2, then
(

n

< k

)

≤
(

n

≤ k

)

≤ 2n·H(n/k),

where H(p) is the binary entropy function.

Lemma 5.1. For any positive integers k ≤ n, we can remove
( n
<k

)

rows and
( n
<k

)

columns of Rn,
so that the number of nonzero entries in any row or column of the resulting matrix is at most
(

n−k
≤n−2k

)

.

Proof. Our construction is as follows. We remove the rows corresponding to x ∈ {0, 1}k with
|x| < k, so that the number we remove is indeed

( n
<k

)

. We similarly remove the
( n
<k

)

columns

corresponding to y ∈ {0, 1}k with |y| < k.
Now, consider any x ∈ {0, 1}n corresponding to a row we have not removed. Thus, |x| ≥ k. For

a given y ∈ {0, 1}n which corresponds to a column we have not removed (and hence with |y| ≥ k),
we have Rn[x, y] = 1 if and only if there is no ℓ ∈ [n]0 such that x[ℓ] = y[ℓ] = 1. In other words,
defining Sx := {ℓ ∈ [n]0 | x[ℓ] = 1} and Sy := {ℓ ∈ [n]0 | y[ℓ] = 1} (which are in bijection with x
and y), we have that |Sy| ≥ k and Sy ⊆ [n]0 \ Sx. Since |[n]0 \ Sx| = n − |x| ≥ n − k, the number
of choices for y is hence at most the number of ways to choose a set Sy of size at least k from a set
[n]0 \ Sx of size at most n− k, which is

n−k
∑

j=k

(

n− k

j

)

=
n−2k
∑

j=0

(

n− k

j + k

)

=
n−2k
∑

j=0

(

n− k

n− 2k − j

)

=

(

n− k

≤ n− 2k

)

.

The bound on the number of nonzero entries in a column is identical.

24



Theorem 5.2. For any field F, positive integer n, and a ∈ (0, 1), we have Rrc
Rn

(

2 ·
( n
<an

))

≤
( (1−a)n
≤(1−2a)n

)

over F. In particular:

• For any ε > 0 we have Rrc
Rn

(2(ε log2(1/ε)+O(ε))·n) ≤ 2(1−ε)·n, and

• For sufficiently small ε > 0 we have Rrc
Rn

(2(1−Θ(ε2/ log2(1/ε))·n) ≤ 2ε·n, and

• We have Rrc
Rn

(O(20.981·n)) < o(2n/2).

Proof. This follows from setting k = a ·n in Lemma 5.1, since setting one row or column of a matrix
to zero is a rank-one update. For the particular parameter settings:

To see that Rrc
Rn

(2(ε log2(1/ε)+O(ε))·n) ≤ 2(1−ε)·n, pick a = ε. In that case, 2 ·
( n
<εn

)

≤ 2H(ε)·n ·
poly(n) ≤ 2(ε log2(1/ε)+O(ε))·n, and

( (1−ε)n
≤(1−2ε)n

)

≤ 2(1−ε)n.

To see that Rrc
Rn

(2(1−Θ(ε2/ log2(1/ε))·n) ≤ 2ε·n, pick a = 1/2 − δ for an appropriate δ > 0 we will

determine shortly. In that case, 2 ·
( n
<(1/2−δ)·n

)

≤ 2H(1/2−δ)·n ≤ 2(1−Θ(δ2))·n, and
((1/2+δ)n

≤2δn

)

≤
2(1/2+δ)·H(4δ/(1+2δ))·n ≤ 2Θ(δ log(1/δ))·n. The result follows by picking δ such that the quantity
Θ(δ log(1/δ)) in the sparsity bound is equal to ε. In that case, δ2 = Θ(ε2/ log2(1/ε)).

To see that Rrc
Rn

(20.89·n) ≤ ε · 2n/2, let a∗ ≈ 0.4178 be the larger solution in [0, 1/2] to (1 −
a) · H((1 − 2a)/(1 − a)) = 1/2. Then, for any a > a∗ it follows that

( (1−a)n
≤(1−2a)n

)

< o(2n/2), and
( n
<an

)

≤ 2H(a)·n ≤ O(2H(a∗)·n) < O(20.981·n).

6 Expressing Other Matrices In Terms Of Disjointness

Definition 6.1. For any field F, positive integer n, and function f : {0, 1}n → F, let Vf ∈ F
2n×2n

denote the matrix which is given by, for x, y ∈ {0, 1}n, Vf [x, y] := f(x ∨ y), where ‘x ∨ y’ denotes
the bit-wise OR of x and y.

Definition 6.2. For any field F, positive integer n, and function f : {0, 1}n → F, let af ∈ F
2n denote

the vector with, for z ∈ {0, 1}n, the entry af [z] := f(z). Let bf ∈ F
2n be the vector bf := R−1

n ×af .
Let Df ∈ F

2n×2n be the diagonal matrix of the entries of bf , meaning for z ∈ {0, 1}n, we have
Df [z, z] := bf [z].

Lemma 6.3. For any field F, positive integer n, and function f : {0, 1}n → F, we have

Vf = Rn ×Df ×Rn.

Proof. Recall that for x, y ∈ {0, 1}n,

Rn[x, y] =

{

1 if 〈x, y〉Z = 0,

0 otherwise.
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It follows that, for any x, y ∈ {0, 1}n:

(Rn ×Df ×Rn)[x, y] =
∑

z∈{0,1}n

Rn[x, z] ·Df [z, z] ·Rn[z, y]

=
∑

z∈{0,1}n

〈x,z〉Z=〈z,y〉Z=0

Df [z, z]

=
∑

z∈{0,1}n

〈(x∨y),z〉Z=0

Df [z, z]

=
∑

z∈{0,1}n

〈(x∨y),z〉Z=0

bf [z]

=
∑

z∈{0,1}n

Rn[(x ∨ y), z] · bf [z]

= (Rn × bf )[(x ∨ y)]

= af [(x ∨ y)]

= f(x ∨ y)

= Vf [x, y],

as desired.

Lemma 6.4. For any field F, positive integer n, and outer-1 matrices M1, . . .Mn ∈ F
2×2, there is

a function f : {0, 1}n → F and permutation matrices Πn,Π
′
n ∈ F

2n×2n such that

n
⊗

i=1

Mi = Πn × Vf ×Π′
n.

Proof. For each i ∈ [n], let ωi ∈ F be the element such that

Mi =

[

1 1
1 ωi

]

.

Further define M ′
i ∈ F

2×2 by

M ′ =

[

ωi 1
1 1

]

.

M ′
i is a permutation of the rows and columns of Mi, so it suffices to prove the result for

⊗n
i=1 M

′
i

instead of
⊗n

i=1Mi. For i ∈ [n], letting gi : {0, 1} → F be defined by gi(0) = ωi and gi(1) = 1, we
see that M ′

i = Vgi . Thus, defining f : {0, 1}n → F by

f(z[1], . . . , z[n]) =

n
∏

i=1

g(z[i]),

it follows that
⊗n

i=1 M
′
i = Vf , as desired.
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Lemma 6.5. For any field F, positive integer n, and outer-nonzero matrices M1, . . .Mn ∈ F
2×2,

there is a function f : {0, 1}n → F and weighted permutation matrices Πn,Π
′
n ∈ F

2n×2n such that

n
⊗

i=1

Mi = Πn × Vf ×Π′
n.

Proof. By Lemma 2.9, there are outer-1 matrices M ′
1, . . . ,M

′
n ∈ F

2×2 and invertible diagonal matri-
ces D,D′ ∈ F

2n×2n such that
⊗n

i=1 Mi = D× (
⊗n

i=1 M
′
i)×D′. The result then follows by applying

Lemma 6.4 to
⊗n

i=1 M
′
i .

Theorem 6.6. For any field F and positive integer n, let M ∈ F
2n×2n be a matrix of any of the

following forms:

• M = Vf for any function f : {0, 1}n → F, or

• M =
⊗n

ℓ=1Mi for any matrices M1, . . . ,Mn ∈ F
2×2.

Then, for any a ∈ (0, 1), we have Rrc
M

(

4 ·
( n
<an

))

≤
( (1−a)n
≤(1−2a)n

)2
over F. In particular:

• For sufficiently small ε > 0 we have Rrc
M (2(1−Θ(ε2/ log2(1/ε))·n) ≤ 2ε·n, and

• We have Rrc
M (O(20.981·n)) < o(2n).

Proof. For M = Vf , this follows by substituting the expression from Lemma 6.3 and the rigidity
bound from Theorem 5.2 into Lemma 2.11.

For M =
⊗n

ℓ=1 Mi, let k be the number of i ∈ {1, 2, . . . , n} such that Mi has at most two
nonzero entries, and assume without loss of generality that M1, . . . ,Mk are the matrices with at
most two nonzero entries.

For each i > k we can permute the rows and columns of the 2 × 2 matrix Mi so that it is an
outer-nonzero matrix, so combining Lemma 6.5 with Lemma 6.3 shows that we can write

n
⊗

ℓ=k+1

Mi = Πn−k ×Rn−k ×D ×Rn−k ×Π′
n−k,

where Πn−k,D,Π′
n−k ∈ F

2n−k×2n−k
are weighted diagonal matrices, and Rn−k ∈ F

2n−k×2n−k
is the

disjointness matrix.
For each i ≤ k, we can permute the rows and columns of the 2×2 matrix Mi so that its nonzero

entries are a subset of those of R1. It follows that there is a matrix B ∈ F
2k×2k whose nonzero

entries are a subset of those of Rk such that B =
⊗k

ℓ=1Mi.

Letting I2k ∈ F
2k×2k denote the identity matrix, and applying Proposition 2.3, we can write

n
⊗

ℓ=1

Mi = (Πn−k ⊗ I2k)× (Rn−k ⊗B)× (D ⊗ I2k)× (Rn−k ⊗ I2k)× (Π′
n−k ⊗ I2k).

The three matrices Πn−k ⊗ I2k , D ⊗ I2k , and Π′
n−k ⊗ I2k are weighted permutation matrices.

The rigidity bound of Theorem 5.2 holds for the two matrices Rn−k⊗B and Rn−k⊗ I2k , since they
are each Kronecker products of Rn−k and a matrix whose nonzero entries are a subset of those of
Rk (after permuting the rows of I2k), and so their nonzero entries are a subset of those of Rn. We
can thus once again apply Lemma 2.11 to conclude the desired rigidity upper bound for M .
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7 Extension to Kronecker Products of Larger Matrices

Theorem 7.1. For any field F, positive integer q > 1, matrices M1, . . . ,Mn ∈ F
q×q, and sufficiently

small ε > 0, the Kronecker product M :=
⊗n

ℓ=1Mℓ ∈ F
N×N for N = qn has

Rrc
M (N1−O(2−qq log(q)·ε2/ log2(1/ε))) ≤ N ε,

where the O hides a universal constant. In particular, if q ≤ O(log n), then M is not Valiant-rigid.

In the remainder of this section, we prove Theorem 7.1. We proceed by induction on q. The
base case q = 2 was given by Theorem 6.6. Suppose q > 2, and that the result is known already
for q − 1.

We may assume that Mℓ ∈ F
q×q is an outer-nonzero matrix for all ℓ ∈ [n] since our proof below

will only use the pattern of nonzero entries of the matrix, similar to the proof of Theorem 6.6. By
Lemma 2.9, we may further assume without loss of generality that Mℓ ∈ F

q×q is an outer-1 matrix
for all ℓ ∈ [n]. For nonnegative integers i, let Ji ∈ F

qi×qi denote the qi× qi matrix whose entries are
all 1s. There are thus outer-0 matrices A1, . . . , An ∈ F

q×q such that Mℓ = J1 +Aℓ for each ℓ ∈ [n].
For each subset K ⊆ [n] let AK :=

⊗

ℓ∈K Aℓ. This is the Kronecker product of |K| different
(q− 1)× (q− 1) matrices, padded with (q|K|− (q− 1)|K|) rows and columns of 0s. By the inductive
hypothesis, for every ε > 0, setting ε′ = O(2q−1(q − 1) log(q − 1) · ε2/ log2(1/ε)) there are matrices

LK , SK ∈ F
q|K|×q|K|

such that:

• AK = LK + SK ,

• rank(LK) ≤ (q − 1)|K|·(1−ε′), and

• for a given row x ∈ [q]
|K|
0 of Sk:

– If there is any i ∈ [|K|]0 such that x[i] = 0, then every entry of row x of SK is 0,

– Otherwise, there are at most (q − 1)|K|·ε nonzero entries in row x of SK .

(and similar for a given column of Sk), and thus rank(Sk) ≤ (q − 1)|K|.

Now we can expand M :

M =
n
⊗

ℓ=1

Mℓ

=
n
⊗

ℓ=1

(J1 +Aℓ)

=
∑

K⊆[n]

A⊗K
K ⊗ J

⊗[n]\K
1 (∗)

=





∑

K⊆[n]

L⊗K
K ⊗ J

⊗[n]\K
1



+





∑

K⊆[n]

S⊗K
K ⊗ J

⊗[n]\K
1
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Let us first note that the first of these two matrices has low rank. Indeed, its rank can be
bounded as

rank





∑

K⊆[n]

L⊗K
K ⊗ J

⊗[n]\K
1



 ≤
∑

K⊆[n]

rank
(

L⊗K
K ⊗ J

⊗[n]\K
1

)

=
∑

K⊆[n]

rank (LK) · rank
(

J
⊗(n−|K|)
1

)

=
∑

K⊆[n]

rank (LK)

≤
∑

K⊆[n]

(q − 1)|K|·(1−ε′)

=

n
∑

k=0

(

n

k

)

· (q − 1)k·(1−ε′)

=
(

1 + (q − 1)(1−ε′)
)n

= qn·(1−ε′′),

where ε′′ is given by

ε′′ :=
log( q

(q−1)1−ε′+1
)

log(q)
= ε′ · (q − 1) log(q − 1)

q log(q)
+O(ε′2).

It remains to show that the second matrix,
∑

K⊆[n] S
⊗K
K ⊗ J

⊗[n]\K
1 , is not rigid. We partition

it into three parts, for some δ > 0 to be determined, and letting a := (q − 1)/q:

∑

K⊆[n]

S⊗K
K ⊗ J

⊗[n]\K
1

=









∑

K⊆[n]

|K|<(a−δ)·n

S⊗K
K ⊗ J

⊗[n]\K
1









+









∑

K⊆[n]

|K|>(a+δ)·n

S⊗K
K ⊗ J

⊗[n]\K
1









+









∑

K⊆[n]

(a+δ)·n≥|K|≥(a−δ)·n

S⊗K
K ⊗ J

⊗[n]\K
1









We will show that the first and second parts are low-rank, and that the third part is non-rigid. For
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the first, we bound similar to before (and using Lemma 2.2 to bound H) that:

rank









∑

K⊆[n]

|K|<(a−δ)·n

S⊗K
K ⊗ J

⊗[n]\K
1









≤
∑

K⊆[n]

|K|<(a−δ)·n

rank
(

S⊗K
K ⊗ J

⊗[n]\K
1

)

≤
(a−δ)·n
∑

k=0

(

n

k

)

· (q − 1)k

≤ ((a− δ) · n) ·
(

n

(a− δ) · n

)

· (q − 1)(a−δ)·n

≤ O(n2) · 2H(a−δ)·n · (q − 1)(a−δ)·n

= O(n2) · 2H(1/q+δ)·n · (q − 1)(a−δ)·n

≤ 2(log2(q)−a log2(q−1)+δ log2(q−1)−Θ(q·δ2))·n · (q − 1)(a−δ)·n

= 2(log2(q)−Θ(q·δ2))·n

= qn(1−Θ(δ2q/ log(q))).

We can almost identically bound the rank of the second part by:

rank









∑

K⊆[n]

|K|>(a+δ)·n

S⊗K
K ⊗ J

⊗[n]\K
1









≤ O(n2) · 2H(1/2−δ)·n · (q − 1)(a+δ)·n ≤ qn(1−Θ(δ2q/ log(q))).

Finally, it remains to consider the third part:

B :=
∑

K⊆[n]

(a+δ)·n≥|K|≥(a−δ)·n

S⊗K
K ⊗ J

⊗[n]\K
1 .

We will show that after a small number of rows and columns of B are removed, it is a sparse
matrix. Since changing one row or column of a matrix is a rank-1 update, this will show that B is
not rigid and complete our proof.

The rows and columns we remove are those corresponding to x ∈ [q]0 with nnz(x) ≥ (a+ δ) · n.
The number of these rows and columns is

n
∑

k=(a+δ)·n

(

n

k

)

· (q − 1)n−k,

which is again upper bounded by qn(1−Θ(δ2q/ log(q))) similar to the previous two sums.
Finally, let us show that there are not many nonzero entries remaining in any row or column

of B. Consider a row x ∈ [q]0 that we did not remove, meaning nnz(x) < (a+ δ) · n. Suppose, for
some K ⊆ [n] with (a+ δ) · n ≥ |K| ≥ (a− δ) ·n, that S⊗K

K ⊗ J
⊗[n]\K
1 has nonzero entries in row x.

That means there cannot be any ℓ ∈ K such that x[ℓ] = 0. The number of choices for K is hence
at most

(a+δ)·n
∑

k=(a−δ)·n

(

nnz(x)

k

)

≤ (2δn) ·
(

(a+ δ) · n
(a− δ) · n

)

≤ O(n) · 2(a+δ)·H(2δ/(a+δ))·n ≤ 2Θ(δ·log(1/δ))·n.
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For each such K, how many nonzero entries does it contribute to row x? A simple upper bound

is nnzr(SK) · nnzr(J⊗(n−|K|)
1 ), but we can get a better bound by noting that many of the columns

with those nonzero entries have been removed. Indeed, for a y ∈ [q]n0 , the entry B[x, y] will be
nonzero and not removed earlier only if:

• nnz(y) < (a+ δ) · n, and

• SK [x|K , y|K ] 6= 0.

In particular, this latter condition requires that nnz(y|K) = |K|, which means only (a+δ)·n−|K| ≤
2δn entries of y|[n]\K may be nonzero. There are thus:

• ≤ (q − 1)|K|·ε choices for y|K , by definition of SK , and

• ≤
(n−|K|

2δn

)

· (q − 1)2δn choices for y|[n]\K because at most 2δn of its entries may be nonzero.

The total number of such y is thus at most

(q − 1)|K|·ε ·
(

n− |K|
2δn

)

· (q − 1)2δn ≤ (q − 1)(a+δ)·n·ε ·
(

(1/q + δ)n

2δn

)

· (q − 1)2δn

≤ O(n) · 2n·(ε(a+δ) log(q−1)+(1/q+δ)H(2δ/(1/q+δ))+2δ log(q−1))

≤ O(n) · 2n·((aε+2δ+εδ) log(q−1)+2δ log((1/q+δ)/(2δ)))

≤ 2n·(aε log(q−1)+2δ log(1/δ)+O(δ))

= q
n·( (q−1) log(q−1)

q log(q)
ε+2δ log(1/δ)/ log(q)+O(δ))

.

In summary, M can be written as the sum of a matrix of rank at most

q
n·(1− (q−1) log(q−1)

q log q
ε′+O(ε′2))

+ qn·(1−Θ(δ2q/ log(q))),

and a matrix with row/column sparsity at most

q
n·( (q−1) log(q−1)

q log(q)
ε+2δ log(1/δ)/ log(q)+O(δ))

.

Let c = (q−1) log(q−1)
2q log(q) ε, so that ε′ = O(2q(q − 1) log(q − 1) · ε2/ log2(1/ε)) = O( 2q−1q2 log2(q)

(q−1) log(q−1) ·
c2/ log2(1/c)), and pick δ such that c = δ log(1/δ)/ log(q). This shows as desired that

Rrc
M (N1−O(2qq log(q)·c2/ log2(1/c))) ≤ N c.

7.1 Extension to Functions with Larger Domains

Theorem 7.2. For any field F, positive integer q > 1, and function f : {0, 1, . . . , q − 1}n → F,
define the matrix Vf ∈ F

qn×qn by, for x, y ∈ {0, 1, . . . , q − 1}n,

Vf [x, y] = f (max{x[0], y[0]},max{x[1], y[1]},max{x[2], y[2]}, . . . ,max{x[n− 1], y[n − 1]}) .

For any sufficiently small ε > 0, the matrix Vf ∈ F
N×N for N = qn has

Rrc
Vf
(N1−O(2−qq log(q)·ε2/ log2(1/ε))) ≤ N ε,

where the O hides a universal constant. In particular, if q ≤ O(log n), then Vf is not Valiant-rigid.
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Proof. Just like in the proof of Theorem 7.1, we proceed by induction on q. The base case q = 2
was given by Theorem 6.6. Suppose q > 2, and that the result is known already for q − 1.

For any T ⊆ [n]0, we define gT : [q−1]
|T |
0 → [q]n0 as follows. Let t1, t2, . . . , t|T | be an enumeration

of the elements of T . Then, for z ∈ [q − 1]
|T |
0 and i ∈ [n]0 we define:

gT (z)[i] :=

{

0 if i /∈ T,

ztj + 1 if i = tj ∈ T.

For every set S ⊆ [n], we define the function fS : {0, 1, 2, . . . , q − 2}|S| → F as, for any z ∈ [q]n0 ,

fS(z) =
∑

T⊆S

(−1)|S|−|T | · f(gT (z)).

I now claim that
Vf =

∑

S⊆[n]

V ⊗S
fS

⊗ J
⊗[n]\S
1 .

Once I show this, we can simply substitute it in for Equation (∗) in the proof of Theorem 7.1, and
the remainder of the proof is exactly the same (with AK replaced by VfK throughout).

For z ∈ [q]n0 , let Sz ⊆ [n] be the set of indices i with z[i] 6= 0. Notice that, for x, y ∈ [q]n0 , letting
z ∈ [q]n0 be the entry-wise max of x and y, we have that:





∑

S⊆[n]

V ⊗S
fS

⊗ J
⊗[n]\S
1



 [x, y] =
∑

S⊆[n]

(

V ⊗S
fS

⊗ J
⊗[n]\S
1 [x, y]

)

=
∑

S⊆[n]

([S ⊆ Sz] ? fS(z) : 0).

It thus suffices to show that for all z ∈ [q]n0 , we have
∑

S⊆Sz
fS(z) = f(z). We can verify this

by using inclusion-exclusion:

∑

S⊆Sz

fS(z) =
∑

S⊆Sz

∑

T⊆S

(−1)|S|−|T | · f(gT (z))

=
∑

T⊆Sz

∑

T⊆S⊆Sz

(−1)|S|−|T | · f(gT (z))

=
∑

T⊆Sz

f(gT (z)) ·
∑

T⊆S⊆Sz

(−1)|S|−|T |

=
∑

T⊆Sz

f(gT (z)) ·
|Sz|−|T |
∑

k=0

(|Sz| − |T |
k

)

· (−1)k

= f(gSz(z))

= f(z).

Here, we used the fact that
∑n

k=0

(

n
k

)

· (−1)k = 0 unless n = 0.

Note that Theorem 7.2 also holds with ‘max’ replaced with ‘min’, as this corresponds to appro-
priately permuting the truth table of f .

32



8 Kronecker Products and Matrix Multiplication

Definition 8.1. For any field F and positive integers m,n, p, let MMF(m,n, p) denote the smallest
size of an arithmetic circuit for computing the product of an m×nmatrix and a n×pmatrix over F.
For instance, MMF(n, n, n) ≤ nω+o(1) where ω ≤ 2.373 [Wil12, LG14] is the matrix multiplication
exponent.

Lemma 8.2. For any field F, positive integers q,N, and matrix M ∈ F
q×q, the linear transforma-

tion M ⊗ IN can be computed by an arithmetic circuit of size MMF(q, q,N).

Proof. Computing (M⊗IN )×v for a vector v ∈ F
q·N is equivalent to computing M×vℓ for all N of

the vectors v1, . . . , vN ∈ F
q whose concatenation gives v. This, in turn, is equivalent to multiplying

M × (v1|v2| · · · |vN ), which can be done with a circuit of size MMF(q, q,N) as desired.

Lemma 8.3. For any field F, positive integers q, n, k such that k divides n, and matrices M1, . . . ,Mn ∈
F
q×q, the linear transformation M :=

⊗n
ℓ=1Mℓ ∈ F

qn×qn can be computed by an arithmetic circuit
of size k ·MMF(q

n/k, qn/k, qn·(k−1)/k).

Proof. For each ℓ ∈ [k]0, define the matrix M ′
ℓ ∈ F

qn/k×qn/k
by

M ′
ℓ :=

n/k
⊗

i=1

Mi+ℓ·n/k.

Hence,
k−1
⊗

ℓ=0

M ′
ℓ =

n
⊗

i=1

Mi = Mn.

Applying Lemma 2.6 to the M ′
ℓ matrices shows that, in order to compute Mn, it suffices to com-

pute k linear transformations, where the ℓth, for ℓ ∈ [k]0, is a permutation of the rows and
columns of M ′

ℓ ⊗ Iqn·(k−1)/k . By Lemma 8.2, each can be computed by an arithmetic circuit of

size MMF(q
n/k, qn/k, qn·(k−1)/k), as desired.

Corollary 8.4. Suppose that, for any integer k > 1, we have MMF(n, n, n
k−1) ≤ o(nk log n).

Then, for any field F, fixed positive integer q, positive integer n, and matrices M1, . . . ,Mn ∈ F
q×q,

the linear transformation M :=
⊗n

ℓ=1Mℓ ∈ F
N×N (with N = qn) can be computed by an arithmetic

circuit of size o(N logN).

Proof. Applying Lemma 8.3, we see that M can be computed by an arithmetic circuit of size
k ·MMF(q

n/k, qn/k, qn·(k−1)/k). By assumption, this is o((qn/k)k log(qn/k)) = o(N logN), as desired.

In fact, as k gets large, it is known that the exponent of MMF(n, n, n
k−1) is the desired k:

Proposition 8.5 ([HP98]). For every field F and integer k > 1, we have MMF(n, n, n
k−1) ≤

O(nk·logk−1(k)). Here, the O is hiding a function of k. Note that the exponent is

k · logk−1(k) = k +O

(

1

log k

)

.

Proof sketch. This follows from [HP98, Equation (7.1)]. In the notation of their Equation (7.1),
using q = r = k and a small β > 0, we find that ω(1, 1, k) < (k + 1) · logk(k + 1). The result then
follows by applying Schönhage’s theorem [Sch81], using the notation of [HP98, Theorem 2.1] with
ε = (k + 1) · logk(k + 1)− ω(1, 1, k), which is a function of only k.
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Unfortunately, in order to combine Proposition 8.5 with Corollary 8.4 to construct an arithmetic
circuit of size o(N logN), we would need to pick k = Ω(logN/ log logN) in order for the non-leading
term from MMF(n, n, n

k−1) (i.e. (N1/k)O(1/ log k) = NO(1/k log k)) to be negligible. However, in that
case, the O in Proposition 8.5 is hiding a growing function of N , which swamps our savings unless
that growing function is relatively small:

Corollary 8.6. Let f(k) be the constant factor hidden in Proposition 8.5, and suppose that
f(k) < o(log k). Then, for any field F, fixed positive integer q, positive integer n, and matrices
M1, . . . ,Mn ∈ F

q×q, the linear transformation M :=
⊗n

ℓ=1Mℓ ∈ F
N×N (with N = qn) can be

computed by an arithmetic circuit of size o(N logN).

Proof. Applying Lemma 8.3 with k = logN/ log logN , the resulting circuit size upper bound is
O(k · f(k) ·N) < o(k log k ·N) = o(N logN).

9 Arithmetic Complexity

In this section, we focus on the complexity of linear transformations using arithmetic circuits in
which each gate has fan-in 2. This is often the best model for counting the exact number of
arithmetic operations needed to compute a given linear transformation.

Lemma 9.1. For any field F and positive integer n, let M ∈ F
2n×2n be a matrix of any of the

following forms:

• M = Vf for any function f : {0, 1}n → F, or

• M =
⊗n

ℓ=1Mi for any matrices M1, . . . ,Mn ∈ F
2×2.

Then, M⊗n ∈ F
N×N (with N = 2n) can be computed by an arithmetic circuit with N log2 N addition

gates and 3N multiplication gates.

Proof. By Lemma 6.3 and Lemma 6.5, any such M can be written as the product of three diagonal
matrices and two copies of Rn. It thus suffices to show that Rn has an arithmetic circuit with
1
2N log2N addition gates. By Lemma 2.6, to compute Rn, it suffices to compute log2N different
copies of A := R1 ⊗ IN/2. In A, half the rows have two 1s, which can be computed by a single
addition gate, and the other half of the rows have a single 1 and don’t need any gates to compute
(we just output one of the inputs). Thus, in total, A needs N/2 addition gates, so Rn needs
1
2N log2N addition gates, as desired.

In fact, we can make this algorithm uniform, since the relevant diagonal matrices can all also
be constructed by evaluating Rn:

Lemma 9.2. For any field F, positive integer n, and function f : {0, 1}n → F, letting N = 2n,
suppose there is an algorithm that outputs the truth table of f (i.e. evaluates f on all N inputs
from {0, 1}n) in time T . Let M be the time to perform a multiplication over F, and A be the time
to perform an addition or subtraction over F. Then, there is an algorithm which, given as input
x ∈ F

N , outputs Vf × x in time O(T +A ·N logN +M ·N).

For f = AND, this corresponds to the algorithm for the Orthogonal Vectors problem with n
vectors in dimension d with running time O(n+ d · 2d). We hence get a the same running time for
any such problem for a function f : {0, 1}n → F.
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10 Generalizing the Approach of Section 3

In Section 3 we showed how to convert a rigidity upper bound for a matrix M into a low-depth
circuit upper bound for M⊗n. A key intermediate step was that from a circuit upper bound for
M itself, one can take Kronecker powers to get a circuit for M⊗n for any n. In this section, we
generalize this to show that if M ∈ F

q×q has a nontrivial construction M = B1×B2×· · ·Bd where
∏d

i=1 nnz(Bi) < qd+1 then this can still give a nontrivial circuit upper bound for M⊗n of depth d
and size O(qn(1+(1−ε)/d)), even if nnz(Bi) is greater than q1+1/d for some of the i. Note that we
can achieve

∏d
i=1 nnz(Bi) = qd+1 by picking B1 = M and B2 = · · · = Bd = Iq. This more general

result was not needed in our construction in Section 3, since the constructions from non-rigidity
were naturally symmetric, but they could be useful for designing upper bounds in other ways.

Lemma 10.1. For any field F and positive integers q, d, and matrix M ∈ F
q×q, suppose there are

real numbers a1, . . . , ad ≥ 1 such that, for any positive integer n, the matrix M⊗n can be written
as M⊗n = An,1 ×An,2 × · · · ×An,d for some matrices with nnz(An,ℓ) = O(qaℓ·n) for all ℓ ∈ [d]. Let
j∗ = argmaxj∈[d] aj , and let

a := 1 +
aj∗ − 1

1 + d · aj∗ −
∑d

j=1 aj
.

Then, for any positive integer n, we can write M⊗n = Bn,1 ×Bn,2 × · · · × Bn,d for some matrices
with nnz(Bn,j) = O(qa·n) for all j ∈ [d].

In particular, if (
∑d

j=1 aj)/d < 1 + 1/d, then a < 1 + 1
d .

Proof. We first need one piece of notation: For matrices S, T of the same dimensions, and a Boolean
predicate P , we write (P ? S : T ) to denote the matrix

(P ? S : T ) :=

{

S if P is true,

T if P is false.

Let b, b1, . . . , bd be positive real numbers which sum to 1 to be determined. By assumption, for
each j ∈ [d], there is a matrix Abn,j with nnz(Abn,j) = O(qb·aj ·n), and M⊗bn =

∏d
j=1Abn,j. We can

hence write:

M⊗n = M⊗bn ⊗
d
⊗

ℓ=1

M⊗bℓ·n

=





d
∏

j=1

Abn,j



⊗
d
⊗

ℓ=1





d
∏

j=1

([j = ℓ] ? M⊗bℓ·n : Iqbℓ·n)





=

d
∏

j=1

(

Abn,j ⊗
d
⊗

ℓ=1

([j = ℓ] ? M⊗bℓ·n : Iqbℓ·n)

)

=

d
∏

j=1

Pj ×
(

Abn,j ⊗M⊗bjn ⊗ I
qn(1−b−bj )

)

× P ′
j ,

for appropriate permutation matrices Pj , P
′
j for each j ∈ [d], by Proposition 2.3. We will pick

Bn,j := Pj ×
(

Abn,j ⊗M⊗bjn ⊗ I
qn(1−b−bj )

)

× P ′
j ,
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so it is indeed the case that M⊗n = Bn,1 ×Bn,2 × · · · ×Bn,d. Let us now bound nnz(Bn,j):

nnz(Bn,j) = nnz(Pj ×
(

Abn,j ⊗M⊗bjn ⊗ I
qn(1−b−bj )

)

× P ′
j)

= nnz(Abn,j ⊗M⊗bjn ⊗ I
qn(1−b−bj ))

= nnz(Abn,j) · nnz(M⊗bjn) · nnz(I
qn(1−b−bj ))

≤ O(qb·aj ·n) · q2bjn · qn(1−b−bj)

= O(q(1+bj+(aj−1)b)·n).

We pick

b :=
1

1 +
∑d

j=1(aj∗ − aj)
,

and for all j ∈ [d], we pick
bj := (aj∗ − aj) · b,

so that b+
∑d

j=1 bj = 1. Hence, for every j ∈ [d], we have from the calculation above that

nnz(Bn,j) ≤ O(q(1+bj+(aj−1)b)·n) = O(q(1+(aj∗−aj)·b+(aj−1)b)·n) = O(q(1+(aj∗−1)b)·n),

as desired.
For the ‘in particular’ sentence of the Lemma statement: Suppose

∑d
j=1 aj/d = 1 + c/d for

some 0 ≤ c < 1. It follows that

a = 1 +
aj∗ − 1

1 + d · aj∗ − d− c
.

The derivative of this expression with respect to aj∗ is (1− c)/(aj∗d− c− d+ 1)2, which is always
nonnegative, so for a fixed c, the value of a is maximized when aj∗ is as large as possible. Since
aj ≥ 1 for all j ∈ [d], we must have that

aj∗ =





d
∑

j=1

aj



−





∑

j∈[d],j 6=j∗

aj



 ≤ (d+ c)− (d− 1) · 1 = c+ 1.

We therefore have that

a ≤ 1 +
(c+ 1)− 1

1 + d · (c+ 1)− d− c
= 1 +

c

1 + c(d − 1)
< 1 +

1

d
,

as desired.

When the matrix M is symmetric (i.e. satisfies M = MT ), we can get an improved exponent
(by improving on the choice of aj∗):

Lemma 10.2. For any field F and positive integers q, d, and matrix M ∈ F
q×q with M = MT ,

suppose there are real numbers a1, . . . , ad ≥ 1 such that, for any positive integer n, the matrix M⊗n

can be written as M⊗n = An,1 ×An,2 × · · · ×An,d for some matrices with nnz(An,ℓ) = O(qaℓ·n) for
all ℓ ∈ [d]. Define aj∗ := maxj∈[d](aj + ad−j)/2, and let

a := 1 +
aj∗ − 1

1 + d · aj∗ −
∑d

j=1 aj
.

Then, for any positive integer n, we can write M⊗n = Bn,1 ×Bn,2 × · · · × Bn,d for some matrices
with nnz(Bn,j) = O(qa·n) for all j ∈ [d].

In particular, if (
∑d

j=1 aj)/d < 1 + 1/d, then a < 1 + 1
d .
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Proof. We can write

M⊗n = M⊗n/2 ⊗ (M⊗n/2)T

=





d
∏

j=1

An/2,j



⊗





d
∏

j=1

AT
n/2,d−j





=

d
∏

j=1

(

An/2,j ⊗AT
n/2,d−j

)

.

The result then follows by applying Lemma 10.1 to this new expression of M⊗n as a product of d
matrices, since for ℓ ∈ [d], we have

nnz
(

An/2,j ⊗AT
n/2,d−j

)

= nnz
(

An/2,j

)

· nnz
(

An/2,d−j

)

≤ O
(

q(aj+ad−j)·n/2
)

.
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