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ABSTRACT
Detection of the face region is a key step in a face recognition
system. Thermal images are widely used in many applications
where normal visibility is reduced, impaired or ine�ective, such
as night surveillance and fugitive searches. However, low spatial
resolution brings challenges to face detection in thermal images.
Viola-Jones is an object detection method widely used for face
detection. The algorithm su�ers from missed faces and wrongly
detected non-face objects due to low resolution of thermal images.
To improve the face detection performance for thermal images,
we propose to incorporate cross-examples into our framework. In
addition to using negative samples of non-face thermal images, we
utilize non-face visible images as part of the negative samples (cross-
examples). Cross-examples e�ectively increase the discriminability
between the positive samples and negative samples. Experimental
results show that the proposed scheme can e�ectively reduce the
non-face objects and thus improve accuracy of face detection.
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1 INTRODUCTION
Face detection is a critical step in a face recognition system [5–
7, 9, 14], with the purpose of localizing and extracting the region
of interest (ROI) that contains faces from the background. In the
past decade, most of face detection and recognition research was
conducted in the visible spectrum. Most recently, deep leaning
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has been applied to face detection in visible images and achieved
high performance [8, 17]. However, the quality of visible images is
highly dependent on the lighting conditions of the environment.
The performance of face detection and recognition is less than de-
sirable when the lighting conditions are not proper, e.g. low light in
evening or irregular illumination. On the other hand, thermal imag-
ing systems produce pictures from heat, not visible light. Sensors
in thermal cameras convert temperature information into images
called thermogram, which uses a color palette to indicate the range
of temperatures present. Compared to visible cameras, thermal
cameras can create images in dark areas.

The human face is a dynamic object and has a high degree of
variability in its appearance under di�erent illumination, which
makes face detection a di�cult problem in computer vision. Re-
cently, numerous techniques have been proposed for face detection
[1, 2, 10, 11, 16] using thermal images and visible images, rang-
ing from simple edge-based algorithms, knowledge-based methods,
feature invariant approaches, and template matching methods to
composite high-level approaches utilizing advanced pattern recog-
nition methods. Knowledge-based methods use pre-de�ned rules
based on human knowledge; feature invariant approaches aim to
�nd face structure features robust to pose and lighting variations;
template matching methods use pre-stored face templates to de-
termine where a human face is depicted in an image. Y. Zheng
proposed a method for face detection and eyeglass detection based
on region growing and morphological operations [19]. J. Mekyska
et al. proposed a detection method that binarizes an image and
calculates the vertical and horizontal projections, from which the
coordinates of the rectangle that contains a face are determined [12].
Based on J. Mekyska’s method, Y.K. Cheong used the horizontal
projection of an image to determine the global minimum that helps
identify the height and width of the head region [3]. These methods
were designed and tested on images that contain one person, e.g.
frontal portrait pictures. Viola and Jones proposed a learning-based
object detection algorithm that has been successfully used for real-
time face detection [18]. The experiments conducted by Reese et
al. [13] show that the Viola-Jones algorithm is the best for face de-
tection in the thermal spectrum. However, the performance of the
Viola-Jones algorithm may su�er from missed faces and wrongly
detected non-face objects.

In this paper, we propose to incorporate cross-examples into
the Viola-Jones face detection framework to improve the detection
accuracy. Our training database contains positive samples that are
thermal face images and negative samples (non-face objects) that
include thermal non-face images and visible non-face images called
"cross-examples", which means the negative samples is a set of
thermal and visible images. Cross-examples aim to increase the
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discrimination between the positive samples and negative samples,
and improve the performance of the Viola-Jones algorithm that is
based on classi�cation.

The remainder of this paper is organized as follows. Section 2
presents a brief overview of the Viola-Jones method and elaborates
our proposed strategy of adding cross examples in this framework.
Section 3 contains experimental results and discusses the imple-
mentation of our method, followed by the conclusion (Section 4).

2 METHODOLOGY
Viola-Jones algorithm developed by Paul Viola and Michael Jones
back in 2001 [18] is a robust face detection method with high speed
to practically apply in real time. Viola-Jones method is adopted to
detect faces in thermal images as a baseline method. The algorithm
uses AdaBoost (Adaptive Boosting) for selecting the best subset
of features, and a cascade classi�cation scheme. We replace the
original haar-like features using the histogram of oriented gradient
(HOG) features. In addition, we propose to add cross-examples in
the training of AdaBoost classi�ers.

2.1 Feature Descriptor of Histogram of
Oriented Gradient (HOG)

HOG is largely invariant to global intensity changes and is capable
of capturing geometric properties of faces that are di�cult to cap-
ture with linear feature descriptors such as haar-like features. The
algorithm is comprised of the following steps [4]:

• Step 1: Calculate the gradient values in the horizontal and
vertical directions, and then the magnitude and direction of
gradient.

• Step 2: Create the cell (8 ⇥ 8) histogram where each pixel
within a cell casts a weighted vote for an orientation-based
histogram channel.

• Step 3: Construct the HOG descriptor by concatenating nor-
malized cell histograms from the cells in a block.

2.2 AdaBoost Algorithm for Feature Selection
and Classi�cation

The AdaBoost algorithm constructs a strong classi�er from a set
of weak classi�ers and selects the most discriminative features.
A weak binary classi�er is built for a single feature 5 through a
thresholding operation:

⌘ (G) =
⇢

1 ? 5 (G) < ?\
0 >C⌘4AF8B4

(1)

where 5 (G) is the de�ned feature of image G , \ is the threshold
and ? is the polarity indicating the direction of the inequality.

Given a set of ; positive and< negative training samples (G8 ,~8 ),
where 8 = 1, . . . ,< + ; , ~8 = 0, 1 for negative and positive samples
respectively. The AdaBoost algorithm can be described as follows:

2.3 Cascade Classi�er
Face detection is performed by a cascade classi�er as shown in
Figure 1. The Cascade classi�er is a multi-stage classi�er, each stage
containing a strong classi�er trained using the AdaBoost algorithm
on the samples that pass through all the previous stages. Cascade

Algorithm 1 AdaBoost Algorithm
Initialization:
C = 0; the sample weightsF8 = 1

2< , 1
2; for negative and positive

samples;
Iteration:

for C = 1, . . . ,) do
(1). C = C + 1;
(2). Normalize the weightsF8 so that they sum to one;
(3). Find the best weak classi�er ⌘C that yields the minimal

weighted classi�cation error YC =
)Õ
8
F8 |⌘C (G8 ) � ~8 |;

(4). Update the weights F8 = F8V
1�4C
C , where VC = YC

1�YC , and
4C = 0 if G8 is correctly classi�ed, otherwise 4C = 1;

end for
The �nal strong classi�er is a linear combination of the ) weak
classi�ers:

� (G) =
8>><
>>:

1
)Õ
C=1

0C⌘C (G) � 1
2

)Õ
C=1

0C

0 >C⌘4AF8B4
;

of classi�er can perform detection very quickly and accurately
by rejecting negative input and spending more computation on
positive (face) input.

2.4 Addition of Cross-examples in Training
Face detection in thermal images is more challenging due to the low
spatial resolution in the images. The di�erence between positive
and negative samples are relatively smaller than in visible images.
Therefore, the classi�cation margin de�ned as the di�erence be-
tween the weight assigned to the correct label and the maximal
weight assigned to any single incorrect label is also smaller. The
idea that larger margins can improve the generalization error of
a classi�er was previously suggested and studied [15]. In order to
increase the margin in training data, we propose to add visible
images of non-face objects as part of the negative image set, as
shown in Figure 2. As shown in Figure 2, a visible negative image is
very di�erent from the thermal images and thus will increase the
margin in the training data.

3 EXPERIMENTAL RESULTS
3.1 Dataset
The pictures used in the experiment were acquired at Fort Valley
State University (FVSU) using a FLIR T650sc infrared camera that
produces thermal images of 640 ⇥ 480 pixels. The dataset includes
72 thermal infrared frontal images of 21 subjects (8 males and 13
females). The subjects were required to pose with three to �ve
di�erent expressions, wearing glasses and without glasses.

3.2 Classi�er Training
We manually extracted 71 positive face samples from the thermal
images using the Image Labeler app in MATLAB. The bounding
box was placed around each face just underneath the chin, about
half way of the forehead lengthwise, and excluded the ears. We
generated 95 negative samples by extracting the non-face regions
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Figure 1: Cascade Scheme

Figure 2: Thermal Face Detecting Process with Cross-examples

of the thermal images. In addition, �ve non-face visible images
were used as negative cross-examples.

Our experiment was performed in MATLAB. The classi�er train-
ing process was implemented using MATLAB function CA08= �
⇠0B2034$1 942C⇡4C42C>A . Parameters for the function were set as
follows: false alarm rate acceptable at each stage (�0;B4�;0A<'0C4)
was 0.2;)AD4%>B8C8E4'0C4 was the default value 0.995; the numbers
of negative samples and positive samples used at each stage were
even, in other words, the scalar ratio of negative and positive sam-
ples were 1; the number of cascade stages to train was 9; the type
of feature to use was HOG features.

3.3 Detection Results and Discussion
In order to evaluate the detection capacity of the algorithm, we
downloaded thermal images from the website https://github.com/
albinjenith/Thermal-Imaging and use them as test images. These

images were acquired using a di�erent FLIR thermal camera. The
trained cascade classi�er was applied to detecting faces in 25 test
images, which include one image from the FVSU dataset and 24
downloaded images. Three examples of detected faces in thermal
images are shown in Figure 3. Although there are still some false
positives detected by the classi�er trained with cross-examples,
the false positive rate is much lower than the classi�er without
cross-examples.

Furthermore, we use the detection rate (DR) to quantitatively
evaluate the results. The DR is de�ned as 100 ⇥ (#5 /# ), where #5
is the number of correct faces and # is the number of detected faces.
A correct face must contain at least eyebrows, both eyes and the lips.
An example of DR calculation is shown in Figure 4. The DR for the
25 test images is calculated using the total number of correct faces
and detected faces in these images. The face detection in thermal
images by the Viola-Jones algorithmwithout cross examples yielded
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Figure 3: Thermal Face Detection. A: Original Thermal Images; B: Face Detection without Cross-examples; C: Face Detection
with Cross-examples

a low DR of 15% due to the large number of false positives. When
the �ve cross examples were added, the DR increased to 67%. We
had a relatively small dataset in our experiment. Our future work is
to expand the dataset to more images with more imaging conditions.
In addition, we will also investigate the impact of positive cross
examples that are visible face images.

4 CONCLUSION
This paper explores a strategy to improve the performance of the
well know Viola-Jones algorithm for face detection in thermal im-
ages. The capability of the Viola-Jones framework in detecting faces
is hindered by low resolution of thermal images. Thermal images
have less textural details that constitute the features in Viola-Jones
framework. Aiming to increase the classi�cation margin, we in-
clude cross-examples in the training stage. The experimental results
demonstrate consistent performance improvements of the cascade
classi�er trained with cross examples over the classi�ers trained
without cross-examples.
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Figure 4: An Example of DR Calculation: #5 = 4, # = 7, ⇡' = 57%

ACM Southeast Conference – ACMSE 2021 – Session 2: Short Papers – ISBN: 978-1-4503-8068-3 
Virtual Event, USA, April 15-17, 2021

223




