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ABSTRACT
Chest X-ray is the standard approach used to diagnose pneumonia
and other chest diseases. Early diagnosis of the disease is very
relevant in the life of people, but analyzing X-ray images can be
complicated and needs the competence of a radiographer. In this
paper, we demonstrate the potential of detecting the disease in
chest X-rays using conventional machine learning classifiers. The
principal component analysis is used for the data dimensionality
reduction and features extraction then the extracted features are
used to train several model classifiers. We obtained an accuracy of
90 %, using 95 % of the principal explained variance.
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1 INTRODUCTION
Typically, as we breathe in, air moves into the trachea through large
tubes (bronchi) then via smaller tubes (bronchioles), and eventually
into tiny sacs known as the alveoli. The airwaves and the alveoli
are springy such that when air goes into the body, each air sac
inflates like a balloon and when we exhale, the air sacs deflate.
As shown in Fig. 1, inhaled oxygen diffuses from the alveoli to
the blood in the capillaries, and carbon dioxide diffuses from the
blood in the capillaries to the air in the alveoli. Meanwhile, the
lungs can be infected either in the bigger air passage or in the
alveoli. Pneumonia is a disease that affects the alveoli of the lungs
and it is mostly caused by infection by viruses, bacteria, fungi, or
other causal organisms. The infection causes the body’s immune
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Figure 1: Lung anatomy and gas exchange (Reproduced from
Kaggle).

system to become feeble by allowing the alveoli sacs to get filled
with mucus and white blood cells. Hence, making it difficult for
the incoming air to exchange oxygen with the red blood cell. The
disease is one of the dominant causes of death in the world and
very prevalent in developing countries [9, 21].

Chest X-ray is the best test for pneumonia diagnosis since this
test enables the medical practitioner to investigate for any inflam-
mation in the lungs. However, reading X-ray images can be very
tricky as shown in Fig. 2 and requires domain expertise and expe-
rience. Therefore, it would be convenient to train a computer to
read these X-ray images to automatically detect pneumonia. Note
that the quick diagnosis by an artificial intelligence system would
allow physicians to accurately confirm and start a treatment plan
for pneumonia more quickly than with current clinical practice.

Recent works [2, 12, 16, 18, 19] in image classification on pneumo-
nia detection use convolutional neural network (CNN) architecture
to extract features and build the classification model. In this work,
we demonstrate the feasibility of detecting pneumonia in chest
X-rays using the traditional supervised learning approach. Here,
we define a set of target groups and develop a model to observe
the images with labels. Nonetheless, physical inspection and iden-
tifying images could be an exhausting task particularly, when the

https://doi.org/10.1145/3410886.3410898
https://doi.org/10.1145/3410886.3410898


SAICSIT’20, Cape Town, South Africa, September 14-16, 2020 F. M. J. Ebiele et al.

images are massive in number. It is, therefore, very necessary to
automate this process using ML algorithms.

(a) (b) (c)

Figure 2: (a) No pathology detected, (b) pathology detected,
(c) no lung opacity/not normal.

The paper is organized as follows: Section 2 investigates statisti-
cally the pneumonia dataset used for this work. Section 3 presents
how we handle the curse of dimensionality and extracts the sig-
nificant features using the PCA method. A discussion of the clas-
sification models is presented in Section 4. Section 5 presents the
performance metrics of the model classifiers. Next, we discuss the
results in Section 6 and conclude in Section 7.

2 EXPLORATORY DATA ANALYSIS
2.1 Dataset
The dataset used in this paper contains 28989 bounding boxes,
including target labels, and 25684 unique patient IDs. Note that
this dataset has different rows for the same patient ID, as each
row describes one observation per patient. The auxiliary dataset
recorded consists of 11500 No Lung Opacity/Not Normal, 8525
Normal, and 8964 Lung Opacity patient cases as presented in Fig. 3a.
The data source is obtained from the National Institutes of Health
(NIH) Chest X-ray1. The X-ray images used are in Digital Imaging
and Communications in Medicine (DICOM2) format. The raw pixel
images are saved in 128 × 128 8-bit encoded (that is, 28 gray-scales)
NumPy arrays. The stacked bar charts in Fig. 3b depict the ratio of
male to female for individual cases. Here, we can observe that there
are more male patients than females for the reported cases. Even
though the dataset recorded an increase in the number of male
patients, the age distribution of pneumonia cases for both male
and female patients is the same as shown in Fig. 4. This plot shows
that patients between 50 – 60 years are more prone to pneumonia
disease.

2.2 Data pre-processing
For this work, we considered all lung opacity cases with bounding
boxes for pneumonia and all normal cases. Here, the normal cases
have a ‘Target’ value of 0 whilst pneumonia cases are labeled 1.
To handle the imbalance in the dataset, we randomly sample the
number of pneumonia images in order to have the same number as
that of the normal images as displayed in Fig. 5. The balanced chest
X-ray images are then used to train and test the model classifiers
by adopting the 80/20 training/test split scheme.
1https://www.rsna.org/en/education/ai-resources-and-training/ai-image-
challenge/RSNA-Pneumonia-Detection-Challenge-2018
2The images can be opened using the Python package pydicom.

(a)

(b)

Figure 3: (a) Bar charts showing the number of observations
per class. (b) Stacked bar charts showing the distribution of
gender for each patient case.

Figure 4: The distribution of patient age and the number of
pneumonia cases.

In the conventional ML process, we need to extract and select the
feature parameters necessary to give the topological information of
the training dataset. This is a very crucial stage that distinguishes
it from deep learning techniques. In this work, we adopt the prin-
cipal component analysis (PCA) approach to extract the relevant
principal components from the captured X-ray images.

3 PRINCIPAL COMPONENT ANALYSIS
The curse of dimensionality can affect the accuracy of the model
classifier since there are more pixel values in high dimensional
space. In order to reduce the complexity of this model and prevent
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Figure 5: Pie chart showing the data balance.

Figure 6: Representation of the cumulative explained vari-
ance ratio as a function of the number of components.

over-fitting, we use the PCA method to perform the feature extrac-
tion. The following steps present the transformation to select the
relevant features:

(a) Compute the mean vector.
(b) Construct the training data in a mean-adjusted matrix.
(c) Generate the covariance matrix.
(d) Compute the eigenvalues with the corresponding eigenvec-

tors.
(e) Calculate the basis vectors.
(f) Denote each sample as a linear combination of basis vectors.

A detailed discussion to derive the algebraic solution and applica-
tion to PCA is presented in [7, 17]. To perform PCA on the chest
X-ray images, we first assume that each image ism ×m pixels and
then handle each image as a vector of sizem2 without data loss.
Thus, we consider an image as a point inm2 dimensional space.
The curve in Fig. 6 estimates the number of principal components
required to depict the data. This is done by computing at the cumu-
lative explained variance ratio against the number of components.
We can observe from the graph that the first 1000 components
contain ≈ 95% of the variance. For this work, we train the model
classifiers discussed in Section 4 with both the 1000 principal com-
ponents as well as the original (128 × 128)-dimensional variance to
measure their performances.

4 CLASSIFICATION METHODS
The pneumonia detection performance of the proposed method
is measured using ten benchmark classifiers. The following bullet
points are short descriptions of each model classifier:
• Logistic Regression (LR): LR is a classification learning
algorithm used to measure the probability of an event. Note
that the term event depicts a categorical dependent vari-
able, and the values of the dependent variable can be binary,
ordinal, or multinomial. In this work, we focus on binary
events where the dataset contains target labels catalogued
as 1 (pneumonia state) or 0 (normal state). Recall that to
map any real value into a range of [0,1], we use the Logistic
sigmoid function defined in Equation 1:

Λω,η (θk )
def
=

1
exp [−(ωθk + η)] + 1

(1)

where θk is a M-dimensional selected features of the training
data. The representation Λω,η denotes that the model Λ has
parameters ω and η, where ω ∈ Rn is the M-dimensional
weight vector and η ∈ R. If we consider λk to be an event,
then this can be modeled as a linear function of θk . Therefore,
using the sigmoid model in Equation 1, we now compute the
maximum likelihood (ML) of the training data to get

Lω,η
def
=

N∏
k=1

Λω,η (θk )
λk (1 − Λω,η (θk ))

(1−λk ) . (2)

Therefore, if λk = 1, then (1 − Λω,η (θk ))
(1−λk ) = 1. On the

other hand, if λk = 0, then Λω,η (θk )
λk = 1. For a binary

case, we model λk as a Bernoulli Distribution [13]. Nev-
ertheless, the average logistic loss is computed using the
log-likelihood as;

lnLω,η (θk ) =
N∑
k=1

λk lnΛω,η (θk ) + (1 − λk ) ln (1 − Λω,η (θk )),

(3)
which is a smooth and convex function. Themethod has been
widely used to address issues such as cancer survivability
[3], customer churn [14], and football match results [15].
• K-Nearest Neighbours (KNN): KNN is one of the simplest
classification techniques. The principle of KNN consists of as-
signing to each unlabeled example the majority class among
its k-nearest neighbors in the training set. The Euclidean
metric is used to measure the closeness between samples
(for continuous variables) in a given dataset.
• Decision Tree (DTree): A DTree is a classifier that per-
forms recursive partitions over the space of the instance [6].
A typical decision tree consists of internal nodes, edges and
leaf nodes. The internal nodes represent a check on an at-
tribute or a subset of attributes. The edge is a particular value
or range of values of the input attributes. Therefore, the com-
bination of an internal node and its associated edge(s) split
the instance space into two or more partitions. Every leaf
node is a tree terminal node with a class name. Each path
from the root node to the leaf node forms a classification
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rule. The technique is able to handle non-linearity [1, 5] and
the interaction effect between two features [4].
• Random Forest (RF): RF is an ensemble learning method
used for classification and regression. It creates multiple de-
cision trees on different random subsets of the original data
at the time of training. When generating the prediction, it
returns the class model (classification) or the mean predic-
tion (regression) of the individual trees. The RF algorithm is
described in the following steps:

(a) Draw α bootstrap samples from the original data.
(b) Build a classification tree for each of the bootstrap experi-

ments such that at each node, instead of choosing the best
split between all predictors, randomly select β predictors
and choose the best split between those variables.

(c) Predict new data by selecting the majority class of the α
trees for classification or by computing the average for
regression.

• Multi-layer Perceptron (MLP): A MLP is an artificial neu-
ral network (ANN) belonging to the feedforward class such
that the connections are always guided from the lower layers
to the upper layers. The design has one input layer, one out-
put layer, and one or more hidden layers between the input
and the output layers. The number of neurons in the input
layers is the same as the number of variables in the dataset.
Also, the number of neurons in the output layers is equal
to the number of classes in the dataset. During the training,
the weights of the connections are updated to achieve a min-
imal difference between the output of the network and the
expected output.
• Naive Bayes (NB): This classification technique uses Bayes’
theorem with the condition that the existence of a feature
in one domain does not influence the existence of any other
feature in the same domain. The main interest in applying
this technique is to estimate the posterior probabilities such
that the probability of a target (C) given some known features
(fe ) is defined as P (C | fe ) = P (C )P (fe |C )

P (fe )
. Here, the posterior

probability of a domain is P (C | fe ), the prior probability of a
domain is given as P (C ), P ( fe |C ) is the likelihood function
which is the probability of a feature given a domain, and
P ( fe ) is the probability of a feature.
• Gradient Boosting Classifier (GBC): The approach used
in GBC is to combine weak models, mostly decision trees in
an ensemble in order to improve the final results. The main
hyper-parameters to calibrate in GBC in order to improve
the model accuracy are the number of trees, the step size at
each iteration, and the depth of trees.
• Support-Vector machine Classifier (SVC): Its approach
consists of creating a boundary between two classes from
one or more features that are used for decision making. The
boundary of judgment, known as the hyper-plane, is oriented
in such a way that it is as far as possible from the nearest
data points of each category. The closest points are named
support vectors [10].

5 MODEL PERFORMANCE EVALUATION
Once the learning algorithm has been developed using the training
dataset, we need to measure how good the model classifier is. We
use either the test data or the k-fold cross-validation technique to
assess the performance of the model classifier. Here, the classifier’s
performance is estimated with 10-fold cross-validation. The assess-
ment is generally done using the performance metric classification
approach [8, 11]. Note that the metrics for ML classification can be
evaluated from the confusion matrix3. For instance, the confusion
matrix in Table 1 shows that the row part of the table represents the
predicted category whilst the other axis (the column of the table)
depicts the original label. TP and TN depict the respective counts
for positive and negative cases that are validly identified. FP and
FN denote the counts for negative and positive misclassification
instances, respectively. Table 2 presents the classification metrics
derived from Table 1.

Table 1: Confusion Matrix

Actual
True False

Predicted True True Positive (TP) False Positive (FP)
False False Negative (FN) True Negative (TN)

Meanwhile, the Receiver Operating Characteristic (ROC) curve
is a graphical representation of the TPR against the FPR. It is used
to create an equilibrium between the TPs, and FPs. Fig. 7 is an
illustration of a ROC curve. It entails four vital points. A(0,0) at
the bottom left corner shows that TPR = 0 and FPR = 0. It implies
that the model classifier has no positive classification rather all the
valid classifications are negative. C(1,1) at the upper right corner
shows that the model classifier validly classified all the positive
samples whilst the negative samples are misclassified. D(1,0) at
the bottom left corner shows that both the positive and negative
samples are invalidly classified. B(0, 1) at the upper left corner is
the vice-versa of D(1,0). Note, this denotes an ideal classification.
Therefore, if a model classifier is located in the bottom right triangle,
it is considered to have performed worse than the classifier in the
top left triangle.

6 RESULTS AND DISCUSSION
The results reported in Fig. 8 present a comparison of the perfor-
mance measure when the classification models are trained with
16384 dimensional feature space and 1000 principal components
extracted from 16384 dimensional variance. The blue bar charts are
the performance metrics produced with no PCA on the chest X-ray
images whilst the orange bar charts are produced using PCA. We
can observe that, in general, the performance measure of the model
classifiers recorded higher scores when we use the principal com-
ponent of the chest X-ray images. For instance, the SVC classifier
(in Fig. 8a) recorded the highest accuracy score of ≈ 90% (using
PCA) and ≈ 85 % (using no PCA). Also, even though all the model
classifiers in the ROC curves (in Fig. 8f) appear in the upper left

3This is a cross-tabulation that gives a rundown on how successful the model classifier
is at predicting related examples of the target classes.
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Table 2: Classification Metric Evaluation

Metrics Formula Measure
Accuracy (acc) T P+T N

T P+F P+T N+FN acc measures the ratio of
the correct predictions to
the total number of in-
stances evaluated.

Sensitivity (sn) T P
T P+FN sn computes the fraction of

positive patterns that are
correctly classified.

Specificity (sp) T N
TN+F P sp measures the fraction of

negative patterns that are
correctly classified.

Precision (p) T P
T P+F P p measures the positive pat-

terns that are correctly pre-
dicted from the total pre-
dicted patterns in a positive
class.

Recall (r) T P
T P+T N r measures the fraction of

positive patterns in a posi-
tive class.

F1 Score 2pr
p+r F1 Score denotes the har-

monic mean between recall
and precision values.

False Positive
Rate (FPR)

F P
FP+T N FPR is the proportion of

the negative samples that
weremisclassified. Hence, it
complements the specificity
(that is, 1 - specificity).

True Positive
Rate (TPR)

T P
T P+FN TPR = Recall = Sensitivity

triangle, the degree of separability (AUC) for using the PCA is rela-
tively higher than when no dimension reduction is performed. For
example, the SVC classifier recorded an AUC score of ≈ 96 % (using
PCA) and ≈ 92 % (using no PCA). Note that the higher the AUC, the
better the model classifier is able to distinguish between the target
labels. Thus, the classification model is capable of estimating 0s as
0s as well as 1s as 1s . The log loss (in Fig. 8g) that measures the
uncertainty of the prediction recorded a lesser score when we train
the classification models with the relevant principal components.
The SVC score produced in the log loss plots is ≈ 3.35 (using PCA)
and ≈ 5.22 (using no PCA). Nonetheless, the computation time used
during the classification model training process for using the PCA
is less than that of the high dimensional space. For example, the

Figure 7: A ROC curve displaying the principal points for
an equally recorded samples. This graph is reproduced from
[20].

time taken to train the SVC classifier is ≈ 204 seconds (using PCA)
and ≈ 6219 seconds (using no PCA)4.

In general, the SVC recorded the overall best performance with
an AUC score of ≈ 96 %, followed by the Gradient Boosting Classi-
fier GBC with an area of ≈ 94 % (both cases, using PCA).

7 CONCLUSION
In this work, we have discussed how we use classification learning
algorithms to detect pneumonia. The main challenge we face in
using this technique is the curse of dimensionality, which arises
when working with high dimensional space data. In this paper, we
discussed how PCA is used to reduce the high dimension of the
X-ray images and also, to extract the critical features for the model
classification. Some of the key results we obtained are:
• The overall model performance for using PCA out-performed
that of the original space approach.
• The selected principal components chosen contain ≈ 95 % of
the explained variance.
• The point to note regarding PCA is that it computes the
coordinate rotation based on the statistics of the training
dataset, without considering the class labels. Therefore, even
though the class labels may be perfectly linearly separable
(both before and after PCA), it does not imply that they will
be separable independently by each of the coordinates trans-
formed. Thus, the linear decision boundary is not parallel
to any of the transformed coordinate axes. Due to this, we
expect the performance of the Naive Bayes classifier like the
Gaussian Naive Bayes GNB to produce a relatively lower
score as we can observe in Figs.8a, 8b, 8c , 8d, 8f and, 8g. This
is because the model classifier (GNB) assumes the features
are conditionally independent.

4The models have been trained using a CPU sever of 48 units with a RAM capacity of
200GB. Each model were trained using 10 parallel units.
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(e) AUC-ROC score (using no PCA) (f) AUC-ROC score (using PCA)

(g) Log Loss

(h) Time taken in seconds

Figure 8:Model Performance Evaluation. The bar plots in blue are the performancemetrics for using 16384 dimensional feature
space whilst the ones in orange are the performance metrics for using 1000 principal components as the feature space. a and e
are graphical representations of the true positive rate (TPR) against the false positive rate (FPR) for each classification model
using no PCA and PCA on the X-rays images, respectively.

• The SVC classifier recorded the highest AUC score of ≈ 96 %
(for using PCA) and ≈ 92% (for not using PCA) for the
pneumonia detection.

In summary, pneumonia detection can also be estimated with
shallow ML classification algorithms. Meanwhile, the reduction
of the high dimension of data like in this case is very crucial in

ML. PCA has shown to be a robust technique for dimensionality
reduction. In addition, the PCA technique can be used to manipulate
feature selection as well as improve the performance of the model
classifier, as we have reported in this work. An extension of this
work is to use the deep learning approach to extract the features
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(a) Accuracy classification score

(b) Precision classification score

(c) Recall score

(d) f1 score

from the chest radiographic images and then use that to train and
test the conventional ML classifiers.
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