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ABSTRACT
Virtual Reality (VR) has been used increasingly as a part of VR
classroom in which students can explore outside the classroom ex-
periences inside the classroom. However, the instructor is unaware
of the students’ activities and engagement inside the virtual ex-
periences, because the instructor cannot observe a large group of
students inside the VR classroom. Thus, it hinders interactions
between the instructor and students. To solve this challenge, we
present a visualization method that allows the instructor to observe
VR users (i.e., students) at scale using Augmented Reality. Specif-
ically, the virtual environment and students’ gazes are visualized
for the instructor and optimized to reduce visual clutter, so the
instructor has overall awareness of the entire VR classroom.

CCS CONCEPTS
• Human-centered computing→ Interaction techniques; Vi-
sualization application domains.
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1 INTRODUCTION
Virtual Reality (VR) has been used increasingly as a part of VR
classroom in which students can explore outside the classroom expe-
riences inside the classroom. In a traditional method, an instructor
has to use a computer monitor to spectate students one-by-one
[4], however, such method is insufficient for a class of students.
Furthermore, the instructor can only see the virtual environment
(VE) through the students’ view via the monitor, which is difficult
for the instructor to gain an overall awareness of the VR classroom
and provide detailed instructions.
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Figure 1: Differences between an existing approach and our
proposed method. In existing approach, instructor uses an
icon to represent each student, which is relies on the 2D
monitor. In our approach, the avatars represents the stu-
dents. So that instructor uses augmented reality (AR) to ob-
serve and instruct each student in VR classroom.

Previous work has been investigated the method that allows the
remote supervisor to observe and instruct a local worker by visual-
izing the head pose and visual cue using Augmented Reality (AR).
The system could helps the local workers to understand where they
should interact with the objects in the scene [1]. In an educational
situation, recent VR products such as Google Expedition allow the
instructor to see the virtual environment and icons which represent
each student [3]. However, it is difficult for the instructor to iden-
tify which icon belongs to which student. Therefore, the instructor
cannot distinguish the students who are following the class and
those who are lagging behind.

We propose a prototype system for visualizing both the student’s
gaze direction and the virtual environment with the aim to improve
the instructor’s understanding of the VR class. Based on our pre-
vious studies [5], we develop an AR visualization system using
a “world scale” visualization to observe and instruct a group of
students together in real-time.
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Figure 2: Transformation process to visualize the virtual en-
vironment and students’ gaze directions into the instructor’s
physical space

2 METHODOLOGY
The world scale visualization considers (1) gaze and (2) environment
as the important visual cue for observing and guiding students in
a VR classroom. The gaze visualizes where the student is looking
in the VE with an arrow which is drawn from the top of student’s
avatar head to a location where the student is looking at (Figure 1)
The environment visualizes the VE for the instructor to understand
the scene where the students are exploring. The world scale visu-
alization maps the entire VE into the instructor’s physical room
using the spatial mapping tools from Microsoft HoloLens. The size
of the physical room was used to change the scale of the VR and
the orientation of the VE was aligned to match the physical room
orientation. As shown in Figure 2, we visualize the gaze direction
𝑞𝑐 of the student by calculating each student’s gaze position in the
VE 𝑃ℎ . Since the VR that we used is different to the instructor’s
physical environment due to the spatial mapping𝑀𝑡 , we transform
𝑝ℎ with 𝑀𝑡 to obtain the student’s gaze position in the physical
environment 𝑃𝑡 = 𝑃ℎ ·𝑀𝑡 .

Finally, we reduce occlusions in the screen so the instructor
gain better awareness of the VR classroom by optimizing the loca-
tion of each student’s avatar using a force-directed graph drawing
algorithm [2].

Implementation
We implemented our prototype system using Unity3D platform
with an Optical See-through HMD (Microsoft HoloLens 1) for the
instructor and a VR-HMD for the students (Cardboard VR). The
system runs through a PC (CPU Intel i7-7700k 4.20GHz, 16 GB of
RAM with NVIDIA GPU GTX1070), which communicates with the
HoloLens using a Holographic Remoting application. The VR-HMD
communicate through PC via TCP/IP connections. The PC handle
all the information from the VR-HMD before rendered the gaze
directions of the students and VE to the HoloLens.

3 DEMONSTRATION
Due to the COVID-19 situation, we plan to demonstrate our work
remotely by dividing our system into instructor perspective and stu-
dent perspective. We plan to prepare the system where instructor
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b

Figure 3: The visualization setting: (a) students in a remote
location and (b) the visualization of students for the instruc-
tor.

perspective uses OST-HMD to visualize the students in the class-
room as described in our implementation, and will be deployed
locally. We will visualize the students in the VR classroom by using
the pre-recorded data from the participants in our previous user
study. We will stream the instructor perspective using the screen
sharing during demonstration hours. If the lockdown is lifted, we
also plan to broadcast two live student systems and will be shared
to participants via a screen sharing software.
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