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ABSTRACT
Battery-less wireless sensors powered directly by miniaturized en-
ergy harvesters can be appealing only if communication between
nodes is realized without wasting energy. In devices that implement
intermittent computing, efficient communications remain an open
challenge. Transmitters should be aware of unavailable receivers to
prevent packet losses due to power failures. Backscatter transmis-
sions can be used to propagate the energy state almost for free in the
surrounding. This paper presents a backscatter radio mechanism
and a protocol that regulates the communication between nodes,
guaranteeing packet transmissions only if sufficient energy is stored
in the transmitter and the receiver. Simulation results demonstrate
our approach’s effectiveness and show the performance of this new
type of intermittent communication.

CCS CONCEPTS
• Networks→ Network simulations; • Computer systems or-
ganization→ Sensor networks; •Hardware→ Power and en-
ergy.

KEYWORDS
Transiently-powered Communication, Batteryless Sensors, Energy
Awareness

1 INTRODUCTION
The emergence of batteryless platforms enabled a new application
space from body implants and wearables [9] to the deployments
in extreme locations, even in space [7]. Contemporary batteryless
platforms, such as WISP [23], Flicker [8] and Camaroptera [16],
harvest energy from several ambient sources (e.g., solar [16], radio-
frequency (RF) [23], bacteria species [22] ) and store the harvested
energy into a capacitor. This capacitor stores a marginal amount of
energy and powers the microcontroller, sensors, radio, and other
peripherals. On the one hand, these peripherals drain the capacitor
frequently. On the other hand, ambient energy sources are sporadic
and provide power transiently. Therefore, batteryless platforms
operate intermittently, which is composed of charge, sense/com-
pute/send, and die cycles.

There is an ample body of research focusing on the intermittent
computing on batteryless platforms, e.g., [2, 3, 5, 12, 17, 18, 26]. The
main challenge of intermittent computing is to preserve the forward
progress of computation and memory consistency despite frequent
power failures. The reason is that power failures reset the volatile
state of the device, e.g., registers and the contents of the memory.
Therefore, the outputs of the past computation are lost. Without
recovering these values, the computation cannot continue from
where it left. Several software-based techniques are proposed to
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Figure 1: Two transiently-powered devices miss packets dur-
ing communication due to unpredictable power failures.
When a high-energy transmitter device transmits informa-
tion to a low-energy receiver, there might be a packet loss
due to a power failure. Therefore, the energy spent during
transmission and receptionmight bewasted. A coordination
mechanism is required to ensure packet delivery and elimi-
nate the waste of energy.

enable intermittent computing considering different requirements,
such as reduced programmer burden, systems overhead, and timely
execution.

Zero-power Communication. Due to the energy constraints of
batteryless systems, radio transmission using active radios are
costly. Backscatter communication, implemented by traditional
RFID tags, enables almost zero-power communication by elimi-
nating the energy-hungry hardware components of active radios,
e.g., power-hungry mixers that generate carrier waves. Therefore,
backscatter is a perfect choice for batteryless devices considering
their marginal energy budgets. In traditional backscatter, tags trans-
mit by modulating the reflections of RF signals generated by a ded-
icated reader, that requires several orders of magnitude less energy
than transmission with active radios [27]. Recent work demon-
strated bidirectional zero-power communication among batteryless
devices, without the need for a dedicated reader [14].

Transiently-Powered Communication Problem. Despite the
aforementioned progress achieved in zero-power communication,
the intermittent operation of the transiently-powered nodes is over-
looked in the literature. In particular, the prior work on zero-power
communication assumed that the batteryless devices are powered
continuously during data communication, e.g., via the RFID reader.
However, transiently-powered batteryless devices operate intermit-
tently, and they are not always available. Without coordination, the
success of packet delivery among these devices is always random
and subject to a significant amount of failures. Consider the sce-
nario depicted in Figure 1, where a node with high energy wants
to transmit data to a node with low energy. Since the receiver node
does not have enough energy to receive the packet:

(1) the transmitted packet will not be received since the receiver
will drain its storage system and will die due to power failure;
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(2) due to the packet delivery failure, the energy spent on both
sides, i.e., transmitter and receiver, will be wasted.

For successful communication, the stored energy on both sides of
the channel should be sufficient to perform packet transmission
and reception. A coordination mechanism is required to guarantee
packet delivery and eliminate the waste of energy.

Contributions. In this paper, we aim at the design of a novel
communication protocol for transiently-powered sensor devices.
Transiently-powered communication requires a notion of coordi-
nation between the transmitter and receiver so that the transmitter
device knows beforehand the receiver device’s availability and starts
transmitting its data. In different terms, we need to ensure both
nodes simultaneously in a high energy level status before a packet
transmission. To this end, we make the following contributions:

(1) Zero-Power Energy Status Circuit. We present a novel
circuit design, based on the backscatter circuitry presented
in [14]. This circuit encodes the energy level of the storage
capacitor by turning on a fixed frequency low-cost and ultra-
low-power oscillator for a specific time. Thus, creating a
burst with different duration (i.e., number of pulses) related
to the energy status.

(2) Transiently-Powered Communication. To the best of
our knowledge, we introduce the first communication pro-
tocol, named TRAP (TRAnsiently-powered Protocol), for
transiently-powered devices. TRAP relies on the energy sta-
tus information, transmitted by the energy status circuit over
the energy status channel. By using the energy state signal
of a neighbor, a transmitter node can initiate data trans-
mission on the data transmission channel, using a different
backscatter radio dedicated to only data transmission.

We believe that our work proposes the first attempt to introduce
the fundamental hardware support and the building block of future
transiently-powered networking protocols.

2 RELATEDWORK
Themarginal energy budgets and intermittent operation of transiently-
powered batteryless devices bring about several research challenges
within the context of computation and communication.

2.1 Intermittent Computing
The intermittent operation of the transiently-powered devices pre-
vents existing software designed for continuously-powered com-
puters from being run correctly due to frequent power failures and
loss of the computational state. In particular, power failures might
hinder the forward progress of computation and lead to memory
inconsistencies. The researchers proposed instrumenting existing
programs with checkpoints to save the device state (e.g., registers,
contents of the volatile memory) in non-volatile memory. Upon
power failure, the device state can be restored from the latest check-
point, and the computation can progress with consistent memory
content [3, 12, 17]. Another approach is to rewrite existing pro-
grams using task-based programming models [5, 26] that offers an
efficient alternative to checkpoints but require a non-trivial code
transformation.

2.2 Zero-Power Communication
Backscatter communication enables almost zero-power wireless
communication, and it is a perfect choice for energy-constrained
batteryless devices. Most of the traditional backscatter networks [1,
24] allow one-way (unidirectional) communication. This means
tags can only communicate directly with a dedicated master de-
vice (e.g., an RFID reader). With this approach, the decoding of
the received weak backscattered signal, which requires complex
digital signal processing techniques, is pushed to the RFID reader
side. The consequence is the simplified design and reduced the
energy requirements of the batteryless devices. The bidirectional
communication among batteryless devices has also been demon-
strated in [13, 14, 20, 21], also drastically reducing the complexity
of the RF illuminator. This is enabled without the need for a ded-
icated RFID reader, by decoding the received signal using only
low-power analog operations (e.g., using envelope detectors that
require components like capacitors, diodes, operational amplifiers
and comparators). There are also hybrid systems proposed [11, 19],
i.e., systems that are equipped with an active and a backscatter
radio. In all these prior work, the devices are continuously-powered
during backscatter communication. Therefore, the researchers over-
looked the intermittent operation of batteryless devices during data
communication.

3 ENERGY STATUS CHANNEL
As indicated previously, the stored energy on both sides of the
channel must be sufficient to perform the packet transmission and
reception operations successfully. Otherwise, the packet transmis-
sion will be interrupted since either the transmitter or the receiver
devices will die upon to a power failure. This will lead to i) a sig-
nificant number of packet losses, and ii) a waste of precious har-
vested energy at the transmitter and receiver sides. Therefore, the
transiently-powered devices must obtain the energy state informa-
tion from their neighbors to decide either to trigger or give-up
transmission.

Now, the question arises is how to transmit the energy status con-
sidering the marginal energy budgets of the transiently-powered de-
vices. Due to its ultra-low-power operation, we consider backscatter
communication to transmit and receive energy status information.
Backscatter generates a modulated RF signal by the reflection of
the incident RF power and allows zero-power communication for
the end-nodes. In this case, the main challenge is how to modulate
the RF signal to encode the energy state information without using
power-hungry components and circuits. In this section, we present
a dedicated circuitry, based on the backscatter transceiver presented
in [14], that modulates the energy status via adjusting the on-air
time of an ultra-low-power and low-frequency oscillator.

3.1 Energy Status Backscatter Circuitry
Figure 2 depicts the proposed circuitry, which is composed of a
transmitter (TX) block that modulates the RF signal and a receiver
(RX) block that demodulates this signal to extract the transmitted
energy status information. The crucial component that facilitates
the energy status modulation is the low-frequency and ultra-low-
power oscillator.

2



Zero Power Energy-Aware Communication
for Transiently-Powered Sensing Systems Conference’17, July 2017, Washington, DC, USA

82p
Matching 
Network

82p

12n

Vdd

100k

1k

Vmod

ATF38143

Vin

82p

10n

100k

10n

10k

1k

1M

VddVdd

Vout

1k

100k

1u

HSMS246
100k Vdd

Vcm=1.1V

Low-Freq. 
Oscillator

MCU

ENERGY 
STORAGE HARVESTER

Current

Energy StateBurst Control

Vdd

Backscatter Modulator

Envelope Detector

Energy State Encoding

Venv

Figure 2: The main blocks of the backscatter transceiver presented in [14] and the proposed additions for the energy state
information encoding and decoding. Based on the voltage level of the energy storage, the microcontroller adjusts the duty-
cycle of the low-frequency oscillator to encode the energy status. The backscatter signal is modulated by the low-frequency
oscillator, by controlling the (Vmod) signal, to send the encoded energy status information. On the receiver side, the input
backscatter signal (Vin) is detected by the envelope detector, whose output signal (Venv) is filtered and amplified to form the
output digital signal (Vout).

Energy Status Transmission. The backscatter transmitter mis-
matches the antenna by exploiting RF switches and different match
impedances. A single MOSFET (or an analog RF switch, e.g., the
ADG904 presented in [14]) can be used as a switch to support a
simple ON-OFF keying modulation. When the switch is open, the
antenna is matched. In this case, very little of the input signal is
reflected by the antenna. When the switch is closed, the antenna is
mismatched. In this case, the antenna reflects the input signal. The
modulation, i.e., turning on and off the switch, is driven by the Vmod
signal depicted in Figure 2. We propose to drive the modulation, i.e.,
the control of the Vmod signal, by a low-power and low-frequency
oscillator. This oscillator can even be tuned at a specific frequency
that identifies and differentiates multiple end-nodes. Specifically,
the following steps are taken during energy status transmission:

(1) The microcontroller samples the voltage level of the energy
storage (through an analog-to-digital converter ADC);

(2) Considering the measured energy level, the microcontroller
selects a burst duration to encode the information regarding
the energy status;

(3) Based on the duty cycle period, the microcontroller turns
the oscillator on and off, which leads to a burst whose length
is defined by the duty-cycle.

As an example, while the node is in a charging transient and/or
the energy is too low to compute specific tasks (e.g., as receiving
information from the neighboring nodes), the oscillator can be kept
active only for a short time. Hence, the burst duration will be small
(e.g., the burst has 10-20 pulses). On the contrary, if the available
energy is enough to guarantee communication, the oscillator can

be kept active for a longer period, in turn, the burst becomes longer
(e.g., the burst has 100 pulses).

Energy Status Reception. The backscattered energy status infor-
mation can be decoded on the receiver side when the end-node
has enough energy to perform the necessary computation. The
RX block presented in [14] can be used in our case without any
modifications. This backscatter receiver is specially designed as
a demodulator for simpler modulations such as ON-OFF keying
with lower data-rates. This is enabled by exploiting an envelope
detector to perform the frequency shift in the baseband by imple-
menting a low-power and cheap circuit. The main actor is a biased
Schottky diode envelope detector, which is finely matched with
the RF input (Vin) and the antenna (see Figure 2) at the frequency
of 868MHz. The remaining circuitry aims to optimize the voltage
swing of the low frequency demodulated signal using a high pass
filtering amplifier stage and a comparator for the final digital output
Vout. Specifically, the receiver circuitry takes the following steps
during energy status reception:

(1) The digital output Vout interrupts the microcontroller, that
represents high-to-low and low-to-high bit transitions;

(2) Themicrocontroller accumulates the bits and forms the trans-
mitted burst;

(3) Considering the duration of the burst, the microcontroller
decodes the energy status and decides to transmit data, avoid-
ing the problem of packet-loss due to power failures.

(4) Considering the frequency of the received and decoded burst,
the MCU identifies the transmitter node.
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Figure 3: TRAP network architecture. Transiently-powered
devices are equipped with two backscatter radios operat-
ing at different carrier frequencies. The energy status is
backscattered using the backscatter circuitry described in
Section 3. The second backscatter circuitry operates at a dif-
ferent frequency and used only for data transmission.

4 INTERMITTENT COMMUNICATION FOR
TRANSIENTLY-POWERED DEVICES

In this section, we present a protocol design that enables, for the
first time, intermittent communication among transiently-powered
devices. Our protocol, named TRAP (TRAnsiently-powered Proto-
col), relies on the energy status information provided by the en-
ergy status channel. Based on this information, TRAP ensures that
transmitter and receiver devices have sufficient energy to pursue
communication and prevent packet losses due to power failures. Be-
fore delving into the details, we would like to present the necessary
hardware requirements for the TRAP protocol.

4.1 Network Architecture and Hardware
Requirements

TRAP requires an illuminator that emits continuously the necessary
carrier waves for the backscatter devices. In some scenarios, there
might not be a need for a dedicated illuminator. The ambient sig-
nals [13] (e.g., TV signals or Wi-Fi signals) can also be exploited.
It is worth mentioning that the objective of the illuminator is not
charging the devices. However, the devices can use an RF energy
harvester to receive also energy from the illuminator. We assume
that the devices are assumed to operate intermittently, which means
their operation is composed of frequent charge/discharge cycles
and power failures.

Each transiently-powered node in our system is equipped with
two radios and antennas—see Figure 3:

(1) The first transceiver is the energy status backscatter circuitry
described in Section 3. This transceiver is used to transmit
and receive energy status information.

(2) The main radio can be an active radio or a backscatter radio
that will be used for only data transmission. Within this
study, we consider a backscatter radio that operates at a dif-
ferent frequency than the energy status backscatter circuitry.

The separation of the energy status channel from the data trans-
mission channel prevents the packet collisions and enables simul-
taneous data and energy status transmission among the devices.

The receiver hardware presented in [14] can be specifically tuned
to different frequency with a very narrow band-pass response.

TRAP requires periodic timers for each node. Since the values of
the timer registers in microcontrollers are lost upon each power fail-
ure, transiently-powered nodes lose their notion of time. Therefore,
nodes are also equipped with zero-power persistent timers [6, 10]
to keep track of time when the device is off. These timers use a
capacitor as an hourglass: when the device is on, the capacitor is
charged to a specific voltage; when the power is lost, the capacitor
slowly discharges. The elapsed time during the power failure is
estimated by measuring the voltage decay across the capacitor.

4.2 TRAP Protocol Definition
TRAP relies on the communication over two channels: (i) each
transiently-powered device transmits its energy status over the
energy status channel using the backscatter radio described in Sec-
tion 3. Considering the energy status information of the neighbors,
devices start data transmission over another channel using their
main radio.

4.2.1 Energy Status Transmission. In TRAP, each node transmits its
energy availability at a fixed period that is the same for all the nodes.
The periodical data transmission has been employed by many pro-
tocols in wireless sensor networks, as in [4, 15, 25]. However, to
enable a periodic transmission on a transiently-powered device,
the persistent timing circuitry needs to be used. To minimize the
packet collisions, nodes add a random offset to the fixed period,
which is also employed in [4, 15]. Due to the random offset value,
the energy status transmission of the neighboring nodes will drift
apart quickly in case of a collision. Specifically, the following steps
are taken by each node:

(1) Add a random value to the fixed period to generate the actual
transmission period.

(2) Set a timer operating at this period using the microcon-
troller’s volatile timers.

(3) Upon the timer fires, use the energy status backscatter chan-
nel to encode the energy status, which as a burst. Set the
timer again. The frequency and the length of ON-OFF keying
characterize the burst. The length of the burst indicates the
energy status information, and the frequency of the burst
identifies the node. A short burst indicates a low energy
status, a longer burst indicates a higher energy level.

(4) Upon recovery from a power failure, calculate the off-time
using the persistent timer circuitry. Subtract it from the
period of transmission and set the microcontroller’s timer
using this value.

4.2.2 Data Transmission. In TRAP, data transmission is performed
by considering the energy status information received from the
neighboring nodes. If a receiver node has the necessary energy to
perform computation and data transmission, it first decodes the
received energy status information. Based on the energy status
of the neighbor, the node immediately starts data transmission.
Therefore, the energy status signal received from the backscatter
circuitry serves as a synchronization point for the transmitter device
to start transmission over the main backscatter radio. Specifically,
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Figure 4: A communication scenario that shows how the energy status information, transmitted from a different channel, can
be exploited to communicate successfully or to abort communication to save precious harvested energy.

a transmitter node takes the following steps to communicate with
its neighbors:

(1) First, the node checks if it has sufficient energy to perform
computation and transmission. Note that this check is al-
ready performed periodically to transmit its energy status
over the energy status channel.

(2) If the transmitter node has sufficient energy to perform data
transmission, it starts listening to the energy status channel
via the backscatter circuitry described in Section 3.

(3) When the node starts receiving individual bits from Vout
depicted in Figure 2, it decodes the received packet by count-
ing the pulses within the energy status burst as well as mea-
suring the duration of the burst in order to determine the
energy status information and the frequency that identifies
the neighboring node.

(4) The transmitter node initiates the backscatter communica-
tion over its main radio if it has data to be delivered to the
neighboring node and the neighboring node has enough
energy to receive the packet.

4.2.3 Carrier Sense. In TRAP, two nodes can simultaneously de-
cide to transmit a packet upon receiving a high-energy burst from
a common neighbor. This situation might lead to a collision on
the receiver side, and can be prevented by employing a random
back-off and carrier sensing approach. Before deciding on the trans-
mission, nodes might generate a random back-off and check for
any bit reception over their main backscatter radio. At the end of
the back-off period, if no bit is received, the node can initiate the
transmission.

4.3 A Communication Scenario
Figure 4 presents a communication scenario among the nodes that
employ the TRAP protocol. In this scenario, initially the nodes A and
C have low energy, and node B has high energy. As can be noticed
from this figure, the nodes transmit their energy status periodically
via their energy status backscatter circuitry. Even though nodes
might die due to power failures (as Node A dies in the figure),
they charge and they can preserve the periodicity of the energy
status transmission using their persistent timers upon recovery
from power failures.

Successful Data Transmission. Initially, Node B has enough en-
ergy for data transmission. Therefore, it waits for a high-energy
burst from its neighbors. In the meantime, Node B transmits its en-
ergy status with a high-energy burst via its energy status backscat-
ter circuit. Node A initially has not enough energy and transmits a
"low-energy" burst. After a power failure, Node A harvests suffi-
cient energy, and its energy status changes to a high energy level.
Then, it starts transmitting a high-energy burst. After Node B de-
tects this high-energy burst, it immediately replies by sending data
via the main backscatter radio. With this communication scheme,
the energy availability of both sides is ensured, and there will be
no packet losses due to power failures.

Aborted Communication. Later in this scenario, the energy avail-
ability of Node C increases, and it starts to transmit a high-energy
burst. This node has data to be delivered to Node B. Therefore, it
waits to receive an energy status information from Node B. Un-
fortunately, Node C receives the low-energy burst from Node B
and aborts the transmission of data to save energy. If Node C trans-
mitted the packet, Node B would die and not be able to receive
the transmitted packet. Node C can use the saved energy for some
useful computation operations.

In summary, when there is not any notion of coordination, there
would be a lot of failed transmissions, and in turn, energy waste. In
the presented scenario, TRAP prevents failed packet transmissions,
and in turn, the waste of energy.

5 RESULTS
As we propose, the nodes use the backscatter channel encoding
the energy status information with specific duration bursts. As
indicated previously, the ON-OFF keying commutation frequency
of the burst identifies a specific node. Moreover, the duration of the
pulse represents the energy status information (i.e., in the number
of pulses). A short burst with less than 20 pulses identifies a low
energy status. On the other hand, a long burst with up to 100 pulses
indicates a higher energy level. Therefore, a long pulse indicates
that there is available energy on the receiver side to communicate
using the main radio.

To validate our proposal, we carried out some simulations, using
LTSpice, on the electronic circuit depicted in Figure 2. We simulated
the receiving circuit with two different backscatter signals as input,
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(a) (b)

Figure 5: Simulation results on the circuit presented in figure (circuit). Figure 5a reports the comparator digital output voltage
with an applied input signal of a 200kHz ON-OFF keying burst with a duration of 250`𝑠. Figure 5b reports the comparator
digital output voltage with an applied input signal of a 250kHz ON-OFF keying burst with a duration of 400`𝑠. Figures in the
second row present a more detailed plot of the corresponding pulses presented in the first row. The frequency differences can
be noticed from these figures, where the number of pulses in the same interval window is different. Similarly, the MCU can
differentiate the received signal from different nodes.

showing the comparator output voltage (Vout in Figure 2). The first
applied input signal is a 200𝑘𝐻𝑧 burst with a duration of 250`𝑠
(i.e., 50 pulses reported in Figure 5a). The second signal is a 250𝑘𝐻𝑧
burst with a duration of 400`𝑠 (i.e., 100 pulses reported in Figure 5b).
TheMCU can easily calculate the frequency of the burst by counting
the bit transitions, and the duration of the burst using its internal
volatile timers. Taking a closer look to the Figure 5a) and Figure 5b),
a different number of pulses can be counted by looking at a fixed
time window of 40`𝑠 , thus identifying different frequencies. The
simulations confirm that the proposed circuit can be used to decode
the information regarding the frequency and burst duration from
the backscattered energy status signals.

As discussed, we propose different ON-OFF keying frequencies
for the burst to differentiate multiple nodes. Such frequencies must
be in the operating band of the receiver circuit, which is limited
roughly between 10kHz and 500kHz. Moreover, the capability of the
MCU to record the burst duration and number of pulses is typically
is high enough to ensure a wide frequency band to choose. Finally,
the burst repetition period can be as long as the energy information
update rate of the node. Thus, the system can scale up pretty easily.

During a continuous bitstream transmission, the power consump-
tion of the backscatter transmitter in [14] is reported as 0.7mW.
Based on this value, for a burst duration of 400`s (i.e., 100 pulses)
and the burst repetition period of 1s, the overall power consumption
of the backscatter modulation in TRAP is expected to be 0.28`W.
We need to perform measurements on a real hardware implemen-
tation to obtain the actual power consumption, which we leave as
future work.

In summary, our results show that the proposed intermittent
communication protocol can overcome packet losses and energy
waste by enabling highly-stable communication between nodes in
real-world scenarios.

6 CONCLUSION AND FUTUREWORK
We presented TRAP, the first "intermitted communication" protocol
for transiently-powered batteryless devices. TRAP uses a backscat-
ter radio circuit to propagate each node’s energy state’s information.
The energy status information is encoded by the use of specific
frequency and duration burst, not only identifying the energy level,
but also the transmitting node. Therefore, the protocol can regu-
late the packet transmission in transient computing devices and
guarantee zero energy-wasting, because transmitters can always
be updated about the receiving nodes’ availability. Even in the sce-
nario of tag-to-illuminator transmission TRAP can be used avoiding
packet collisions. Simulation results demonstrate that addressing
can be implemented, and the approach can be scalable for a net-
work of sensors. TRAP is the first attempt to introduce fundamental
hardware support and the building block of the future transiently-
powered networks. We leave the real hardware implementation
and test-bed deployment of TRAP as future work.
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