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Abstract
Next generation service-based systems will become increas-

ingly finer-grain, larger-scale with heterogeneous perfor-

mance characteristics. These services will need to be orches-

trated across multiple IT infrastructures with application-

specific auto-scaling capabilities to self-adapt to workload

and environment changes. Today's generic autoscalers fail

to address the adaptation needs of such systems and cur-

rent methods for developing effectively application-aware

autoscalers require substantial efforts and are far from prac-

tical. In this PhD project, I propose that distributed tracing

alongside library operating systems (unikernels) can provide

a cost-effective alternative approach to build self-scaling

services. Such services will embody their own auto-scaling

systems that are both generic and application-aware.
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1 Background and motivations
MirageOS [15] is a library operating system that allows net-

work applications to be written using high-level source code

and compiled as single-purpose lightweight virtual machines

that run on commodity hypervisors powering today's cloud

platforms. With minimal memory footprints and fast startup

times, unikernels effectively represent an efficient and se-

cure alternative to release individual services compared to
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traditional virtual machines. However, the end-to-end man-

agement of a unikernel service-based system remains an

independent problem.

Current practices for developing service-based systems are

resulting in autonomous development teams producing large

number of microservices with heterogeneous performance

characteristics [10]. The increasing adoption of function as

a service (FaaS) and serverless cloud computing is only lead-

ing to a finer-grain sizes of these services with even more

fragmented state. Furthermore, traditional data center and

cloud environments will no longer be the single place where

these services will run. With the emerging IT infrastructures

such as of fog and edge, tomorrow's services will need to be

orchestrated across multiple data centers and consolidated

on resource-constrained machines [14].

These various trends associated with the microservices

approach raise the need for application-specific auto-scaling

and orchestration capabilities so that these services would

be able to self-adapt to workload and environment changes.

Building effective generic autoscalers requires the consid-

eration of the diversities of cloud applications in terms of

their workload characteristics and resource requirements.

Today's generic autoscalers fail to effectively address the

adaptation needs of such systems and current methods for

developing specialized autoscalers require substantial efforts

that are not currently adopted in industry [17]. Therefore,

achieving cost-effective autoscaling and orchestrating for

such service-based systems, in both of traditional and emerg-

ing IT infrastructures, is still considered an open research

area [10, 18, 20].

2 Challenges of autoscaling microservice
systems

Autoscaling systems aim to achieve efficient resource alloca-

tion for cloud applications through on-demand acquisition

and release of resources in response to workload changes.

Rule-based auto scaling is the simplest and most widespread

approach to autoscaling [18], where scaling decisions are

triggered based on certain rules that declare thresholds of

scaling indicators specified by the application provider. In

the context of large-scale service-based systems, manually

setting scaling indicators requires extensive experimenta-

tion and profiling of the application under a representative

workload, which is a very costly process even when consid-

ering a modest degree of freedom in terms of workload and

deployment options [2]. Even when such extensive exper-

imentation is possible, statically-set thresholds for scaling
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indicators are vulnerable to changes in microservice charac-

teristics due to workload changes or new software releases

[4, 5].

Furthermore, since the process of provisioning cloud re-

sources requires some considerable time (e.g. startup time

of a VM), this raises the need for proactive policies that pre-

dict workload change within a sufficient time frame, so that

scaling decisions could take place before a QoS violation

would occur [3]. This also includes estimating the amount

of resources to be acquired or released when such autoscal-

ing decisions are to be triggered. Runtime performance and

workload models form the basis to develop such proactive

policies. However, developing effective model-based self-

adaptive strategies is a non-trivial task and hardly practical

[17]. Recent survey [18] of the literature of auto-scaling

of cloud applications, is dominant by the suboptimal ap-

proach of considering the scaling requirements of a single

service or application tier, with very little number of works

that consider the problem of effectively autoscaling of the

service-based system as a whole.

3 Research proposal
Building on the successes of distributed tracing in addressing

resource management tasks for cloud applications [12, 19,

21], I propose that unikernels extended with appropriate dis-

tributed tracing capabilities represent a promising building

block to address the challenges of developing and deploying

finer-grain and larger-scale service-based systems that self-

adapt to changes in workload and operation environment.

This unique combination will allow to build auto-scaling

management systems that are both generic and application-

aware as well as embodied within the service system. Such

an approach has the potential to provide a practical and

cost-effective alternative to current approaches for building

effective autoscaling systems [17].

To the best of my knowledge, this proposal is the first

attempt to explore the combination of unikernels with appro-

priate distributed tracing to develop efficient self-scaling mi-

croservices. On one side, distributed tracing can help tackle

the problem of dynamic and real-time detection of resource

bottlenecks across the complex and distributed structure of

microservice-based systems in order to trigger effective scal-

ing decisions that resolve these bottlenecks. On the other

side, with the smaller granularity and the faster startup time

of unikernels, resources can be provisioned reactively just-

in-time [13], based on local service-level decisions, and in

fine grains. This may lead to generic reactive autoscaling

policies that are as effective as proactive policies, avoiding

the need for highly specialized performance and workload

models of the underlying system [3].

A distributed tracing model for reactive scaling: In-
creased waiting time is the essential influence of resource

bottlenecks on service requests [7]. As such, resource wait-

ing times on various software and hardware resources along

the request path will represent the fundamental measure-

ments to be collected. The end-to-end distributed tracing

approach to collect such measurements is essential to trigger

efficient QoS-aware scaling decisions based on request-level

metrics (e.g. latency). Throughout a whole system perspec-

tive, dominant waiting times would be identified and re-

solved through a number of reactive fine-grained resource

increments, and resources would be allocated only when

necessary (e.g. when a QoS guarantee is about to be vio-

lated). Additionally, the request-centered approach would

be useful to avoid unncessary scaling decisions due to artifi-

cial bottlenecks in upstream services caused by overloaded

downstream services [19, 21].

Unikernel-based architecture for self-scaling: In ad-

dition to their strong isolation properties, unikernels can be

positioned as an extreme option in the spectrum of emerg-

ing techniques of lightweight virtualization and kernel mini-

mization [16]. All these options can be effective in various

degrees in the development of efficient reactive instanta-

neous autoscaling policies. Compared to the increasingly

popular container-based service mesh microservice architec-

ture [11] (e.g. Istio), it is possible with unikernels to embed

the functionalities of side-car service proxies as well as self-

management logic alongside application code within the

boundaries of the same VM [9]. This philosophy of minimal-

ism and dedpulication introduces an additional architectural

advantage which has the potential to minimize the man-

agement overhead across the control and data paths of the

service-based system. Such an overhead is becoming increas-

ingly relevant with the multiple control and data planes in

today’s data center networking and next generation software-

defined networks [1].

Conclusion: The overall aim of my research is to de-

velop a qualitative understanding of key parameters and

dynamics contributing to an effective instantaneous reactive

self-scaling microservice architecture. This includes study-

ing the implications of various factors including the speed

of bottleneck detection, VM startup time, resource/service

discovery and load balancing as well as the granularity of

resource allocations and duration of cooling down times. A

self-scaling architecture would be mainly evaluated against

an appropriate elasticity benchmark [6] using a set of refer-

ence applications (such as [8]). I plan to start from Mirage

unikernels as an extreme case of lightweight execution units

and compare to a representative spectrum of deployment

options including VMs, containers, and other approaches to

kernel specialization. Based on such an evaluation frame-

work, I will work to identify use cases where the "extreme"

approach of unikernels might be useful, such as next genera-

tion edge or in-network services [20]. Such use cases would

be distinguished with a highly variant and unpredictable

36



Self-managed services using MirageOS unikernels Middleware ’20 Doctoral Symposium, December 7–11, 2020, Delft, Netherlands

workload in addition to the need for high assurance in appli-

cation functionality and self-management logic.
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