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ABSTRACT
Most widely-deployed parallel file systems (PFSs) implement POSIX
semantics, which implies sequential consistency for reads and
writes. Strict adherence to POSIX semantics is known to impede
performance and thus several new PFSs with relaxed consistency
semantics and better performance have been introduced. Such PFSs
are useful provided that applications can run correctly on a PFS
with weaker semantics. While it is widely assumed that HPC appli-
cations do not require strict POSIX semantics, to our knowledge
there has not been systematic work to support this assumption. In
this paper, we address this gap with a categorization of the consis-
tency semantics guarantees of PFSs and develop an algorithm to
determine the consistency semantics requirements of a variety of
HPC applications. We captured the I/O activity of 17 representative
HPC applications and benchmarks as they performed I/O through
POSIX or I/O libraries and examined the metadata operations used
and their file access patterns. From this analysis, we find that 16 of
the 17 applications can utilize PFSs with weaker semantics.
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1 INTRODUCTION
High performance computing (HPC) systems host parallel applica-
tions composed of hundreds to tens of thousands of tightly-coupled
processes that typically run for hours or days. The I/O needs of
these applications are supported by parallel file systems (PFSs), such
as Lustre [15], BeeGFS [28] and GPFS [58]. These PFSs aggregate
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parallel data and metadata servers to provide high capacity and
high bandwidth, even for concurrent access to a single file by the
processes of a highly-parallel application, where the file data can
be striped across the data servers of the PFS.

HPC applications can access the PFS directly via the POSIX file
system API, however they often utilize higher-level I/O libraries
specially designed for scientific I/O. For example, MPI-IO [19] sup-
ports collective I/O operations, where groups of processes use the
API to concurrently execute a read or write operation. As an opti-
mization, MPI-IO servers can perform global write buffering and
aggregation to match the I/O pattern of clients to the layout of data
on the data servers. Libraries such as HDF5 [23] and ADIOS [24, 44]
provide higher-level storage management capabilities. For example,
HDF5 provides its own directory structure, with files being replaced
with typed, multidimensional numerical arrays called datasets. I/O
libraries may be layered, e.g., HDF5 can be layered on top of MPI-
IO to enable collective access to datasets; and, in turn, MPI-IO can
be layered on top of POSIX. This layering generates complex I/O
access patterns that may differ greatly from the I/O access patterns
one would deduce from examining the scientific application code.

While PFSs can support high read and write bandwidths under
ideal conditions, their effective performance can vary significantly
depending on the I/O access patterns of applications, the PFS con-
figuration, and on interference from other concurrently running
applications [13, 27, 43]. A major impediment to PFS performance is
the strict adherence to POSIX semantics, which requires sequential
consistency in general and atomicity for many operations [62, 68].
The strict enforcement of these requirements impedes caching,
generates significant additional traffic, and results in congestion
in situations of high sharing, especially for small block reads and
writes [42]. In order to avoid these performance issues, HPC I/O
researchers have developed PFSs with relaxed semantics, such as
UnifyFS [37], PLFS [12], Gfarm/BB [63], and GekkoFS [66], and
have demonstrated significant performance improvements.

Despite the greatly improved I/O performance demonstrated
by these relaxed-semantics PFSs, there remain several unsolved
issues regarding their ability to correctly and efficiently support
HPC applications: (a) It is not generally known a priori whether an
application will run correctly on a PFS with weaker semantics. (b) It
is challenging to determine the semantics needed by an application
since I/O patterns depend on execution flow and on the behavior of
high-level I/O libraries. (c) PFSs relax POSIX semantics in different
ways which reduces the portability of applications across PFSs. (d)
There are no accepted categorizations or definitions of the relaxed
semantics implemented by PFSs for applications or I/O libraries to
target. All in all, the lack of information leads to conservative PFS
choices by HPC system designers, possibly leading to unnecessarily
reduced I/O performance by many applications.
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These critical, open issues show that there is a clear gap in our
knowledge of application consistency semantics requirements and
the relaxed consistency models of PFSs. In this paper, we close this
gap by providing a method for testing consistency requirements
of applications based on the possibility of access conflicts under
weaker semantics. In addition, we develop a categorization of the
consistency models of PFSs to serve as a basis for describing the
semantics offered by PFSswith relaxed semantics. The contributions
of this paper are summarized as follows:
• We present the I/O characteristics of 17 representative HPC
applications and benchmarks using POSIX or I/O libraries.
While our study focuses on I/O patterns that are relevant to
the PFS semantic model, we also study access patterns that
are important for the understanding of I/O performance and
the metadata operations used by these applications.
• We develop a method for detecting I/O accesses that can
cause conflicts under weaker consistency models.
• We provide terminology for the categorization of the consis-
tency semantics of PFSs.

To our knowledge, this paper is the first work on determining
the I/O consistency semantics requirements of parallel applications.
Our results can provide critical insights for file system developers
on which optimizations can be utilized by HPC applications and
for HPC users who need to choose the appropriate PFS for their
application’s I/O requirements for correctness and performance.

The rest of this paper is organized as follows. Section 2 provides
background and related work. In Section 3, we describe our catego-
rization of PFS consistency models. Section 4 introduces definitions
used for detecting conflicting I/O accesses. In Section 5, we present
our algorithm for detecting conflicting accesses. Section 6 reports
our results and analysis. Finally, we discuss consequences of our
work and future work in Section 7.

2 BACKGROUND AND RELATEDWORK
Here, we provide information on HPC applications, I/O behavior
studies, the POSIX I/O interface and its consistency semantics, and
POSIX and near-POSIX PFS efforts.

2.1 HPC Applications and I/O Behavior
HPC applications are highly-parallel, often with tens of thousands
of processes working concurrently to simulate physical phenomena.
Scientific applications tend to have regular I/O patterns due to
their typical 3-phase structure: initialization, time step computation,
and finalization. During initialization, parallel processes read in
input files, consisting of initial data and simulation configuration
information. In the computation phase, the processes loop through
a series of “time steps”, where in each time step, the phenomenon
is simulated for some time delta, after which all parallel processes
synchronize using a communication library and optionally write
data to a file, either a checkpoint that can be used for recovery, or a
snapshot of the current simulation state for further analysis. During
the finalization phase, processes will write final data to files. The
number of files accessed in parallel varies across applications, but
it is common for processes in an HPC application to concurrently
access a single shared file or a set of shared files in an I/O phase.

Many researchers have studied the I/O behavior of HPC applica-
tions and have noted the regularity of I/O requests [47, 53, 54, 70, 72].
These researchers collected I/O trace and profile information from
application runs and analyzed them to discover patterns. In gen-
eral, the researchers concluded that scientific applications share
common I/O properties such as sequential file access, initial and
final phases of compulsory I/O, and bursts of high-volume I/O ac-
tivity at regular intervals during computation. Other researchers
have focused on I/O measurement for the purpose of improving
performance [18, 60]. For example, Carns et al. characterized the
I/O behaviour of several scientific applications and found potential
I/O performance issues of those applications, such as a large num-
ber of small writes. In contrast to these application-level studies,
several efforts have examined the I/O behavior of applications at
the system level [46, 55]. For example, Luu et al. [46] conducted a
study of thousands of supercomputing applications that revealed
that POSIX I/O is much more widely used than other high-level I/O
libraries, and most applications only achieved a small fraction of
available I/O performance.

In contrast to these studies, our work focuses on collecting de-
tailed traces of I/O operations with the explicit purpose of analyzing
their behavior to understand the file system semantics required by
HPC applications. File system researchers looking to relax POSIX
semantics often make assumptions that I/O operations are conflict-
free: e.g., if concurrent processes write to the same file, each process
will modify an independent segment of the file and there will be
no write-after-write hazards that would affect file data integrity.
However, these lower-level behaviors have not been studied. A
primary contribution of this work is to fill in that knowledge gap
in HPC I/O behavior understanding.

2.2 POSIX I/O Interface and Semantics
The POSIX I/O interface [5] and its semanticswere designed decades
ago for use by a single machine with a single storage device, i.e.,
not for the highly-concurrent operations to PFSs typical on HPC
systems. POSIX I/O operations are commonplace and include the
familiar open, close, read, and write operations used by applica-
tions in many domains.

The primary challenges for parallel I/O arise from the strict se-
mantics requirements the POSIX specification imposes on write
and read operations. These requirements necessitate the use of
a cache coherence protocol that is often implemented using read-
/write locks. The POSIX standard [5] states:
• Any successful read from each byte position in the file that
was modified by the last write shall return the data specified
by the write for that position until such byte positions are
again modified.
• Any subsequent successful write to the same byte position
in the file shall overwrite that file data.

A previous effort [9, 67] proposed a set of extensions to the
POSIX I/OAPI for HPC. The extensions include options to introduce
“laziness” into theAPI to improve PFS performance. For example, the
effort introduced new stat calls where some fields are optional and
the information in other fields is not required to be current to reduce
query time, and API calls to flush caches and synchronize across
compute nodes when operating on files where the O_LAZY flag was

Session: Data and I/O HPDC ’21, June 22–25, 2021, Virtual Event, Sweden.

20



supplied to open. Unfortunately, this proposal was not accepted
into the POSIX I/O standard. However, similar functionality is now
being adopted by relaxed-semantics PFSs.

2.3 PFSs and POSIX
PFSs have been designed and implemented to support parallel work-
loads on HPC systems. Most support POSIX semantics; this includes
widely used PFSs such as Lustre [15], GPFS [58], and BeeGFS [28].
Even PFSs that support POSIX have mechanisms for relaxing the
semantics for performance. For example, Lustre allows users to
disable file locking that enforces POSIX consistency semantics [8]
and GPFS has options for lazy metadata updates [7]. Additionally,
NFS [59], which is widely used for home directories on HPC sys-
tems, relaxes POSIX semantics in favor of performance.

Recently, HPC systems have become equipped with burst buffers
(BBs), and a new crop of POSIX and near-POSIX PFSs have been
developed to support them. BBs are in-system solid storage devices
designed to buffer the “bursty” I/O requests from HPC applications
between the compute nodes and main storage. BBs are attractive
because they can smooth the bursty I/O traffic and promise better
scalability and performance advantages, e.g., latencies on the or-
der of a few `s [52]. Despite their performance advantages, BBs
present challenges to users. In particular, BBs that are local to in-
dividual compute nodes, e.g. as compute-node local SSDs on the
supercomputer Summit [51], present challenges for applications
that perform shared file I/O because these BBs do not present a
shared file namespace across compute nodes.

As a result of these challenges, a set of new PFSs have been devel-
oped to facilitate the use of BBs, including BurstFS [71], GekkoFS [66],
UnifyFS [37], SymphonyFS [51], Gfarm/BB [63], and echofs [49].
Each of these PFSs was designed specifically for BBs, with the com-
mon goal of being fast and easy-to-use. Some of the PFSs focus
on the problem of transferring file data to and from the BBs, e.g.,
SymphonyFS and echofs, while others focus on supporting shared
file I/O across compute-node local BBs, e.g., BurstFS and Gfarm/BB.
Because of their specialized functionality and the goal of supporting
the performance advantages of BBs, many of these BB PFSs relax
their adherence to strict POSIX semantics; e.g., BurstFS does not
guarantee that a read operation will always return the result of the
most recent write in order to optimize write performance.

In addition to general-purpose BB PFSs, there are also file sys-
tems designed to optimize the I/O of specific workloads as described
in surveys by Lüttgau and et al. [45] and Dubeyko [22]. A notable
example for HPC is PLFS [12], designed specifically for large paral-
lel shared checkpoint files over compute-node local BBs. Another
promising direction for optimizing specific I/O workloads is the
idea of tunable consistency semantics [33–35, 68], where users can
choose different consistency semantics at run time to improve per-
formance, e.g., with “hints” passed to the file system implementation
depending on the workload requirements.

3 PFS CONSISTENCY SEMANTICS
In this section, we discuss the consistency semantics of PFSs and
present the categorization of relaxed consistency models that we
use in this work. In general, the difference between the models in

our categorization is based upon when updates to a shared file are
visible to subsequent reads.

In this work, our algorithm to determine consistency semantics
needs of an application uses only data operations and leaves consid-
eration of metadata operations to future work. Because of this, PFSs
like GekkoFS [66] and BatchFS [73], that provide relaxed metadata
consistency semantics but strict POSIX data consistency semantics
will be categorized as having “strong consistency semantics”, as
described in Section 3.1. However, we do provide analysis on the
metadata operations used by our set of applications in Section 6.4
and find that the applications use only a small subset of the available
POSIX metadata operations.

3.1 Strong Consistency Semantics
POSIX requires sequential consistency for reads and writes: upon
successful return, modifications made by a write call must be vis-
ible to subsequent read calls until those file regions are updated.
Because HPC systems do not have global clocks, we employ the
partial happens-before or causality order defined by the execu-
tion order within each process and the communications across
processes [38]. We use→ to denote this order. We define strong
consistency semantics with the following condition: A read 𝑟 from a
byte returns the value written by a write 𝑤 to the byte if 𝑤 → 𝑟 ,
and for any other write𝑤 ′ to the same byte if𝑤 ′ → 𝑤 or 𝑟 → 𝑤 ′.
Otherwise, the value returned is undefined.

Most general-purpose PFSs (e.g., Lustre, GPFS, GFS, BeeGFS and
PVFS2 1 [40, 57]) support strong consistency semantics. The disad-
vantages of strong consistency semantics are not readily apparent
in a single node/single storage device system, in which I/O op-
erations are serialized. However, these semantics are expensive
to maintain in PFSs, where there are a potentially large number
of concurrent I/O requests being handled by distributed servers.
Distributed locking is a common approach to guaranteeing strong
consistency semantics and is used by popular PFSs like GPFS and
Lustre. Locks may be applied to blocks, file segments, full files, or
other granularities of file accesses. The number of locks depends
on the lock granularity and the number of sharing processes. Thus,
the metadata server, where the locks are normally maintained, may
become a bottleneck for large-scale applications.

3.2 Commit Consistency Semantics
The fundamental problem behind the performance issues stemming
from strong consistency semantics is that the PFS is ignorant of
application synchronization logic and the happens-before order
of concurrent I/O operations; the PFS must make worse-case as-
sumptions and serialize all potentially conflicting I/O operations.
Alternatively, an application can provide ordering information for
conflicting operations so that the PFS can implement a weaker con-
sistency semantics. We define commit consistency semantics as a less
strict consistency model, where “commit” operations are explicitly
executed by processes, and I/O updates performed by a process to

1PVFS and PVFS2 (now OrangeFS [10]) provide non-conflicting write semantics where
non-overlappingwrites (potentially concurrent) are immediately visible to all processes
once completed. The behaviour of conflicting writes are undefined. The semantics of
these file systems fit best in our strong semantics category even though they do not
meet full POSIX requirements on atomicity.
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a file before a commit become globally visible upon return of the
commit operation.

Many user-level and BB PFSs (e.g., BSCFS [30], UnifyFS [37],
SymphonyFS [51], and BurstFS [71]) provide commit consistency
semantics. Note that the “commit” operation is system-specific. For
example, in UnifyFS, a commit can by performed with an fsync
operation which makes writes performed by an individual process
globally visible. Alternatively, UnifyFS also provides a lamination
operation, which renders a file permanently read-only and makes
all file data globally visible. Similarly, SymphonyFS does not support
read-after-write and overlapping writes between different nodes
unless fsync() is called. The fsync() operation, which flushes the
cache of the caller and ensures that data is persisted, acts as the
commit. A close() call usually also has the effect of a commit.

3.3 Session Consistency Semantics
We define session consistency semantics as semantics that guarantee
writes by a process are visible to another process when the modified
file is closed by the writing process and subsequently opened by
the reading process, with the close happening before the open.
Commonly known as close-to-open semantics, several PFSs imple-
ment this model including NFS [59], DDN IME [20], Gfarm/BB [63]
and AFS [29].

The major difference between session semantics and commit
semantics is when the writes become visible to other processes. In
commit semantics, updates become globally visible after a commit
operation by the writer. In session semantics one needs a pair of
operations, one executed by the writer and the other by the reader.

3.4 Eventual Consistency Semantics
The most relaxed semantics model we define is eventual consis-
tency semantics; we are not aware of more relaxed semantics being
provided by any PFS. In this model, even with no explicit commit
operation, updates from a write are eventually visible to all readers
if no subsequent write to the same location occurs. PFSs that imple-
ment this model have more freedom to perform optimizations such
as write aggregation, data reorganization, and delayed propagation.

While there are several PFSs that provide eventual consistency se-
mantics, they may impose additional constraints to provide better
performance. For example, PLFS [12] implements eventual con-
sistency semantics and is designed specifically for large parallel
checkpoint files, where it converts an N-1 (N clients, one file) write
access pattern into an N-N (N clients, N files) pattern. In PLFS, the
outcome of two overlapping writes is not guaranteed to be correct
with respect to the happens-before relationship even with explicit
synchronization. Another example is echofs [49], which is designed
for node-local BBs. Although echofs provides the POSIX interface,
it manages data by the use of memory mapped files, and POSIX
semantics is only enforced locally to each compute node. Globally,
data becomes visible when it is eventually transferred out to the
system-level PFS.

3.5 Discussion
A summary of the PFSs we discussed and their consistency seman-
tics is shown in Table 1. Our categorization does not cover all the
semantic differences between the file systems, but is sufficient for

Table 1: HPC file systems and their consistency semantics.

Consistency Semantics File Systems
Strong Consistency GPFS, Lustre, GekkoFS, BeeGFS,

BatchFS, OrangeFS
Commit Consistency BSCFS, UnifyFS, SymphonyFS,

BurstFS
Session Consistency NFS, AFS, DDN IME, Gfarm/BB
Eventual Consistency PLFS, echofs, MarFS [31]

our purposes. Most PFSs we discussed provide strong consistency
semantics for I/O operations performed by a single process, where a
read of a file location returns the value last written to that location
by the same process, if no other process modifies that location.
BurstFS is an exception, where a read following two writes from
the same process could return the value of either write. PLFS and
PVFS2 also do not provide such a guarantee because the behaviour
of overlapping writes is simply undefined.

Adherence to stronger consistency semantics normally imposes
higher overhead to guarantee the given consistency model, with
metadata servers a likely bottleneck. PFSs that implement weaker
consistency semantics can alleviate such bottlenecks. The under-
lying assumption behind using weaker semantics is that HPC ap-
plications do not normally access files via interleaved reads and
writes to random offsets, so stronger consistency is not required.

In the following sections, we address the central questions of this
paper: Do applications really need strong consistency semantics
from a PFS? If not, what is the weakest model that suffices for a
given application? In this work, we focus on the strongest three
consistency models, excluding eventual consistency, because tra-
ditional scientific applications rely on a deterministic relationship
between writes and reads. Eventual consistency may be applicable
for non-traditional, emerging scientific workloads, e.g., workflows
in which simulation data is pipelined to analysis modules, but we
reserve analysis of these workloads for future work.

4 I/O PATTERNS
The I/O pattern of an application describes how the application
accesses the PFS. A key concern for us in this work is whether
multiple processes in the application concurrently access the same
file, and, if so, whether the accesses are conflicting, and whether and
how the accesses are synchronized. Another concern is whether
accesses are “random” or “sequential”, as this has a significant
impact on performance. I/O patterns can be studied at different
granularities. At a very high granularity, the POSIX API and most
I/O libraries require users to set flags when opening a file. Common
flags indicate the file will be accessed for reads only, writes only,
both reads and writes, and for appending to the file. This very high
granularity information for I/O patterns does not provide sufficient
information for our study.

To examine the consistency semantics needs of applications, we
focus on byte-level, fine-grained I/O patterns. The main focus of
our study is about identifying potential conflicting I/O operations
where delayed writes may cause errors. But we also harvest infor-
mation on the I/O access pattern, whether random or sequential,
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and about executed meta-operations. As expected, HPC applica-
tions do not access files randomly, and sequential appends are very
common, e.g., for log files or snapshots of an ongoing simulation.
However, when using I/O libraries like HDF5, the metadata opera-
tions of those libraries may introduce more complicated patterns.
The I/O patterns can be studied at two levels: (1) the local pattern
of accesses performed by one process, and (2) the global pattern
of accesses generated collectively by the I/O calls across processes.
Both levels of patterns affect performance, but in different ways.
As we will show in Section 6.2, the global pattern is likely to appear
more random than the local pattern since the I/O requests from
concurrent processes are interleaved in time. However, because of
the nature of scientific applications, the interleaved accesses from
multiple processes are not truly random, especially when collective
I/O and libraries such as MPI-IO are used that may perform data
aggregation before accessing the PFS.

4.1 Overlaps and Conflicts
Conflicting accesses can occur when two I/O operations access the
same location of a file. We call this situation an overlap. Overlaps
can cause conflicts if one of the two operations is a write. If two
overlapping operations by distinct processes are concurrent, then
the outcome of the operations to the file is non-deterministic even
under POSIX semantics: Writes are not atomic, and accesses can
be interleaved in arbitrary manner. We assume now (tested later in
Section 5.2) that the programs we test are “race-free”: If the parallel
application performs conflicting I/O operations, then these accesses
are synchronized and are not concurrent. Thus, if a process writes
data to a file and another process reads that data, a synchronization
will ensure that the read does not start before the write completed.
But, if the PFS provides weaker semantics, a conflict may still hap-
pen, as the write may not be visible to the reader when it completes.
This can occur in four cases:
• RAW-[S|D]: read-after-write by the same process (S) or by
different processes (D).
• WAW-[S|D]: write-after-write by the same process (S) or by
different processes (D).

We define these four cases as potential conflicts. Whether they
are actual conflicts depends on the PFS semantics. In the majority of
PFSs, conflicting accesses by the same process will take effect in the
right order so that only RAW-D and WAW-D are potentially prob-
lematic. Note that a write-after-read pair cannot cause a conflict, as
we assume conflicting operations are properly synchronized and
the read will complete before the write starts.

The information about potential conflicts is important at differ-
ent levels: A programmer running the application on a PFS with
weak consistency can prevent the conflicts by inserting commit op-
erations at suitable points, or the designer of a parallel I/O library
can insert commit operations automatically. On the other hand, if
the application can tolerate relaxed consistency, then the PFS or
I/O libraries can leverage the tolerance for improved performance.

5 DETECTING OVERLAPS AND CONFLICTS
To analyze the I/O behaviors of an application, we need to extract its
dynamic I/O operations. The operations depend on the application
logic, but also on parameters such as the PFS and I/O library settings,

and on the underlying hardware configuration such as the number
of data servers.

We utilize the multi-level I/O tracing tool Recorder [69] to gen-
erate traces from applications. Recorder captures I/O operations at
multiple layers of the I/O stack, currently supporting HDF5, MPI-
I/O, and POSIX, which gives us the ability to identify the I/O layer
responsible for introducing conflicts. Additionally, Recorder gener-
ates detailed trace records for I/O operations in each I/O layer used
either explicitly or implicitly by the application. The trace records
include entry/exit time stamps, function name, and all function
parameters, except the data buffer content. This level of detail al-
lows us to identify operations that introduce overlaps and conflicts.
While our focus is on identifying potential conflicts in file accesses,
the detailed traces obtained also enable us to identify to what ex-
tent file accesses are sequential or random, which is important for
performance optimizations.

We analyze the traces to detect overlaps and conflicts by building
on the algorithm for detecting I/O operation overlaps developed in
our prior work [69] and modify it to additionally detect conflicts.

5.1 Detecting Overlaps
To detect overlaps, we employ the algorithm from our priorwork [69],
where each record is a tuple (𝑡, 𝑟, 𝑜𝑠, 𝑜𝑒, 𝑡𝑦𝑝𝑒), where 𝑡 is the entry
timestamp, 𝑟 is the rank of the process who made the call, 𝑜𝑠 and 𝑜𝑒
are the starting and ending offsets of this I/O operation, and 𝑡𝑦𝑝𝑒
indicates a read or write operation.

Calculating the offset of an I/O operation is not always straight-
forward. For functions like pwrite, the offset and length are in-
cluded in the arguments of the call, but for functions like write,
the offset is not specified, but depends on previous accesses to the
file. Therefore, the algorithm tracks the most up-to-date offset for
each file. For metadata operations like open and seek, we update
the offset according to the open flag (e.g., O_CREAT, O_TRUNC,
or O_APPEND) and the seek flag (e.g., SEEK_CUR, SEEK_END, or
SEEK_SET) respectively. For operations such as write and fwrite,
we increment the current offset by the number of bytes accessed
by that function.

Once we have the correct offset for each function, we use Algo-
rithm 1 to construct an overlapping pair table 𝑃 . This algorithm is
quadratic in the worse case, since each I/O operation could overlap
with all others. In practice, the running time (sorting excepted) is
linear in the number of records. Although we have not done so,
sorting can be replaced by merging as records for each rank are
already sorted.

Algorithm 1 Detecting overlaps
1: Sort tuples by 𝑜𝑠
2: for each tuple 𝑇𝑖 do
3: for each tuple 𝑇𝑗 , 𝑗 > 𝑖 do
4: if 𝑜𝑠 𝑗 > 𝑜𝑒𝑖 then
5: break ⊲ subsequent tuples will not overlap with 𝑇𝑖
6: else
7: 𝑃 [𝑟𝑖 , 𝑟 𝑗 ] ← 1 ⊲ 𝑇𝑖 and 𝑇𝑗 overlap
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5.2 Detecting Conflicts
We use timestamps in the traces to determine the order of I/O
operations from different nodes. Since the timestamps come from
the local system clocks, large clock skews could result in incorrect
ordering. To reduce skew, we perform a barrier operation when
starting the run and adjust timestamps in the trace records using
the exit time from the barrier as 𝑡𝑖𝑚𝑒 = 0. We found that clock drift
on the system we used can be ignored, because clock skews in the
traces we collected are less than 20 microseconds, while potentially
conflicting I/O operations are 10’s of milliseconds apart.

In order to further validate our methodology, we analyzed traces
of the FLASH application (Section 6.3), which was the one appli-
cation that exhibited conflicting I/O accesses. We matched sends
to receives and collective functions invocations, so as to determine
the execution order imposed by the communications between pro-
cesses: e.g., a send starts before the receive completes, and a barrier
starts at all nodes before it completes at any node. We found that
conflicting I/O operations were properly synchronized by the MPI
calls: If call A and B performed conflicting I/O accesses, and call
A had a lower timestamp than call B, then A necessarily executed
before B, due to the program synchronization logic. Thus, we can
assume that timestamp order of conflicting I/O operations matches
their execution order, and that this execution order is enforced by
the program logic. (The order of non-conflicting I/O operations
does not affect the computation.)

Now we can describe the algorithm for detecting conflicts. Two
tuples (𝑡1, 𝑟1, 𝑜𝑠1, 𝑜𝑒1, 𝑡𝑦𝑝𝑒1) and (𝑡2, 𝑟2, 𝑜𝑠2, 𝑜𝑒2, 𝑡𝑦𝑝𝑒2), where 𝑡1 <

𝑡2, are a conflict pair if the following conditions are satisfied:

(1) The pair overlaps: either 𝑜𝑠1 ≤ 𝑜𝑠2 ≤ 𝑜𝑒1 or 𝑜𝑠2 ≤ 𝑜𝑠1 ≤ 𝑜𝑒2.
(2) The first operation is a write: 𝑡𝑦𝑝𝑒1 = 𝑤𝑟𝑖𝑡𝑒 .
(3) For commit semantics: process 𝑟1 does not execute any com-

mit operation after 𝑡1 and before 𝑡2.
(4) For session semantics: there is no close operation on process

𝑟1 with 𝑡𝑐 and open operation on process 𝑟2 with 𝑡𝑜 so that
𝑡1 < 𝑡𝑐 < 𝑡𝑜 < 𝑡2

We expand the overlap detection algorithm presented above
(Section 5.1) to identify those overlaps that correspond to a read-
after-write conflict or a write-after-write conflict, and whether the
two conflicting accesses are on the same process or on distinct
processes. In order to test the third condition, we need to find, for
each write, what is the earliest succeeding commit executed by
the same process. In order to test the fourth condition, for each
I/O operation we need to find the earliest time an ensuing close is
executed and the latest time a preceding open is executed by the
same process. We expand each record (𝑡, 𝑟, 𝑜𝑠, 𝑜𝑒, 𝑡𝑦𝑝𝑒) with two
additional fields: 𝑡𝑜 , the time of the last preceding open and 𝑡𝑐 , the
time of the first succeeding close or commit by process 𝑟 . Then
(𝑡1, 𝑟1, 𝑜𝑠1, 𝑜𝑒1, 𝑡𝑦𝑝𝑒1, 𝑡𝑜1, 𝑡𝑐1) and (𝑡2, 𝑟2, 𝑜𝑠2, 𝑜𝑒2, 𝑡𝑦𝑝𝑒2, 𝑡𝑜2, 𝑡𝑐2), with
𝑡1 < 𝑡2, conflict in commit semantics if they overlap, 𝑡𝑦𝑝𝑒1 = 𝑤𝑟𝑖𝑡𝑒 ,
and 𝑡𝑐1 > 𝑡2; they conflict in session semantics if they overlap,
𝑡𝑦𝑝𝑒1 = 𝑤𝑟𝑖𝑡𝑒 , and it is not the case that 𝑡1 < 𝑡𝑐1 < 𝑡𝑜2 < 𝑡2.

We can mark records with the time of the last preceding open
and next following commit or close by traversing the records of
each process in timestamp order. Alternatively, we can create a table
of successive commit and close operations and a table of successive
open operations for each process. Conditions three and four can

be checked by performing one or two binary searches in the table.
Since the number of open, close, and commit operations usually is
very small the overhead for the binary searches will be negligible.

6 RESULTS
Here, we present the results of our investigation of the I/O pat-
terns of HPC applications and of our algorithm for detecting I/O
access conflicts. First, we explore our findings of the access patterns
from both the application’s level and a PFS’s perspective. Next, we
present the conflicts detected under different consistency seman-
tics. Finally, we show the metadata operations observed from each
application and I/O layer.

6.1 System and Application Configurations
We performed our experiments on the Quartz system at Lawrence
Livermore National Laboratory (LLNL). Each Quartz node consists
of an Intel Xeon E5-2695 with two sockets and 36 cores in total,
with 128GB memory; the nodes are connected via Omni-Path. The
operating system is TOSS 3. Slurm is used to manage user jobs. The
PFS is an LLNL customized version of Lustre, 2.10.6_2.chaos.

We selected 17 HPC applications: 11 real-world scientific appli-
cations, 4 I/O benchmarks (MACSio, pF3D-IO, VPIC-IO and HACC-
IO), and one machine learning application (LBANN). The full list
of these applications and their configurations is given in Table 5.
The applications are representative of the typical workloads at a su-
percomputing center and span a variety of domains. They perform
I/O using the POSIX API and a variety of I/O libraries: MPI-IO [19],
HDF5 [23], Silo [48], NetCDF [41] or ADIOS2 [24].

An application’s I/O patterns depend on its intrinsic I/O opera-
tions but also on configuration parameters of the I/O libraries and
the underlying file systems. Because of this, for applications that
can employ multiple I/O libraries, we run the application using
each of the I/O libraries supported by the application. We expect
the I/O patterns, especially with respect to I/O conflicts, should not
depend on the scale of runs. To confirm this, we ran all applications
at two different scales: (1) 8 nodes with 8 processes per node, for
64 MPI ranks in total; and (2) 32 nodes with 32 processes per node,
for 1024 MPI ranks in total. Our results confirmed our expectation,
as we found no differences due to scale in the I/O patterns for any
application we studied. Thus, for ease of presentation, we focus on
the results collected from 64-process runs in the rest of this paper.

As much as possible, we used the same compiler and library
versions for our runs, but needed to make exceptions in some
cases for dependency and compatibility issues. Overall, we used
three different compiler and I/O library combinations to build 15
applications from source. We only had access to the binaries of the
remaining two (pF3D-IO and VASP). We summarize the build and
link information in Table 2.

6.2 Access Patterns Overview
We first categorize the applications we study according to the high-
level I/O access patterns they exhibit in Table 3 to show our coverage
of the possible behaviors of applications. In our categorization, we
use an 𝑋 −𝑌 notation where 𝑋 represents the number of processes
performing I/O, and 𝑌 represents the number of files accessed.
𝑋 = 𝑁 indicates that all processes perform I/O operations, while
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Table 2: Build and link configurations for the applications in our experiments. We do not have access to the source code of
pF3D-IO and VASP, the information reported here is retrieved from the ldd command. The versions for other I/O libraries
whenever used are: ADIOS 2.5.0, NetCDF 4.3.3.1 and Silo 4.10.2.

Applications Compiler MPI HDF5

ENZO, NWChem, GAMESS, LAMMPS, QMCPACK, Nek5000, GTC, MILC-QCD, HACC-IO,
VPIC-IO

Intel 19.1.0 Intel MPI 2018 HDF5 1.12.0

pF3D-IO, VASP Intel 18.0.1 MVAPICH 2.2
LBANN GCC 7.3.0 MVAPICH 2.3 HDF5 1.10.5
ParaDiS, Chombo, FLASH, MACSio Intel 19.1.0 Intel MPI 2018 HDF5 1.8.20

𝑋 = 𝑀 indicates that I/O is executed by a subset of processes.
An 𝑁 − 𝑁 pattern typically indicates that each process accesses
a distinct file; an 𝑀 − 𝑀 pattern typically indicates that each of
the 𝑀 processes aggregates the I/O requests of a subset of 𝑁 /𝑀
processes, and each aggregator accesses a distinct file.

We categorize the access patterns in the files as: consecutive,
monotonic or random: Let 𝑜𝑖 and 𝑛𝑖 be the offset and the number
of consecutive bytes accessed by the 𝑖-th I/O operation. The con-
secutive pattern requires 𝑜𝑖+1 = 𝑜𝑖 + 𝑛𝑖 . The monotonic pattern
only requires that 𝑜𝑖+1 > 𝑜𝑖 + 𝑛𝑖 . All other accesses are considered
random. Consecutive and monotonic accesses are often strided or
strided cyclic: At each I/O phase, process 𝑖 accesses the file at offset
𝑎𝑖 +𝑏 and all processes access the same number of bytes (except for
a small amount of extra metadata that could be introduced by the
I/O library). We see that the applications we have chosen for our
study provide good coverage of the possible space of I/O patterns
exhibited by HPC applications. Surprisingly, many of the applica-
tions exhibit a 1-1 pattern for accessing files. We anticipated that
nearly all applications would perform parallel I/O of some sort, but
we see that is not the case. We note that most applications show
a 1-1 pattern when reading input files, but for space reasons we
do not include that aspect in our table. Also note that Table 3 only
shows the patterns we observed. Our runs are not exhaustive across
all possible configurations for these applications, which may show
different patterns. For example MILC-QCD, with the 𝑠𝑎𝑣𝑒_𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙
parameter (MILC-QCD Parallel), uses an N-1 pattern for checkpoint-
ing, whereas with the 𝑠𝑎𝑣𝑒_𝑠𝑒𝑟𝑖𝑎𝑙 parameter (MILC-QCD Serial), it
uses only one rank for I/O. FLASH is another example, which will
be discussed in more details in Section 6.2.2.

Now we discuss the low-level access patterns of our applications.
Figure 1(a) shows the global access patterns from the perspective of
the PFS, and Figure 1(b) shows the aggregated local access patterns
from the perspective of individual processes. We compute the per-
centage of each access type by dividing the number of accesses for
that type by the number of total accesses, across all files accessed by
the application. Each bar in the charts represents a single execution
of an application configuration.

From the perspective of a single process, random accesses to a
file are rare. From the global perspective of the PFS, accesses are
sometimes much more random (e.g., FLASH-nofbs and LBANN),
but global random accesses are still rare. The global access pattern
is same as the local pattern when each process accesses a distinct
file. It is also regular when all processes access the same file and
the accesses are closely coordinated, as is the case for collective
I/O. These results clearly indicate that PFS performance can be

improved by read-ahead or by aggregating delayed writes, both at
the client and at the server side.

(a) Global pattern from the perspective of the PFS.

(b) Local pattern from the perspective of individual processes.

Figure 1: Overview of low-level access patterns

In the interest of space, we are not able to inspect the detailed I/O
patterns of each application we studied. Instead, in the remainder of
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Table 3: High-level access patterns of applications studied.

Consecutive Strided Strided Cyclic
N-N ENZO, pF3D-IO, HACC-IO, NWChem
N-M MACSio
N-1 LBANN, VASP Chombo, FLASH-nofbs, ParaDiS-HDF5, ParaDiS-

POSIX, MILC-QCD Parallel
M-M GAMESS, LAMMPS-Adios2
M-1 LAMMPS-MPIIO FLASH-fbs, VPIC-IO
1-1 GTC, Nek5000, NWChem, QMCPACK, VASP,

MILC-QCD Serial, LAMMPS-HDF5, LAMMPS-
NetCDF, LAMMPS-POSIX

this section we focus on four representative applications: LAMMPS,
ParaDiS, FLASH, and LBANN.

6.2.1 LAMMPS and ParaDiS. We highlight LAMMPS and ParaDiS
because both of these applications can employ multiple I/O libraries
and show different I/O patterns for each library. For both LAMMPS
and ParaDiS, we note that when using the POSIX API, all I/O ac-
cesses are consecutive from both the local and global perspectives.
However, when the applications use higher-level I/O libraries, ran-
dom accesses are introduced. This is primarily due to bookkeeping
and optimizations performed by the I/O libraries, e.g., HDF5 stores
and accesses metadata that is interspersed within the user file, lead-
ing to random accesses.

6.2.2 FLASH. We selected the FLASH application because it can be
configured to employ independent or collective I/O. If the parameter
“block size” is set to be dynamic, then independent I/O is used
(FLASH-nofbs), and if the parameter is fixed, collective I/O is used
(FLASH-fbs). As expected, with collective I/O, the global access
pattern is much less random.

Figure 2 shows detailed file access patterns (write-only) for the
two configurations of FLASH (64 ranks run) for accessing check-
point and plot files. The charts in (a) and (d) show the access pat-
terns generated by writing a checkpoint file in the two I/O modes
(collective vs. independent). When independent I/O is used, every
process participates in the I/O activity, whereas when collective
I/O is enabled, the MPI-IO library (via calls from HDF5) aggre-
gates I/O accesses and only six aggregator processes access the PFS.
The small I/O accesses at the beginning of the file are HDF5 meta-
data operations. Because ∼ 30 processes are involved in metadata
writes, it suggests that the MPI-IO aggregators are not employed
for metadata. Figure 2(c) shows the access patterns of a plot file
with collective I/O, where only rank 0 writes data to the plot file,
but around 30 ranks participate in HDF5 metadata operations.

The independent I/O behavior of FLASH-nofbs shown in Fig-
ure 1(a) exhibits ∼50% random accesses. We plot the accesses to a
checkpoint file over time in Figure 2(b) and (e). As Figure 2(e) shows,
there is a large amount of parallelism in those accesses, which is
expected. However, we see a different pattern when we focus on a
single rank as show in Figure 2(f), where for rank 0, the accesses
are mostly monotonic.

6.2.3 LBANN. We chose to highlight LBANN because it is an exam-
ple of a read-intensive application, which differs from the majority
of scientific simulations that are write-intensive. All processes in

LBANN concurrently execute the POSIX API read() call to load
the entire dataset into memory. Similar to FLASH-nofbs, from the
global view of the PFS, there are a large portion of random accesses
because all reads are issued in parallel. However, from the local
view of a single process, all reads are consecutive because every
rank reads all bytes of the file from the beginning to the end.

6.3 Access Conflicts with Different Semantics
Here, we report our findings on the semantics needs of scientific
applications and show support for the assumption that strong con-
sistency semantics are rarely required. We use the algorithm from
Section 5.2 to detect conflicts for the 17 applications under session
semantics and commit semantics 2, and show the results for session
semantics in Table 4. Seven of our applications exhibit conflicting
I/O accesses under session semantics, but in only one application
(FLASH) the conflict involves two distinct processes. Since all but
one of the PFSs we studied can correctly handle RAW and WAW
conflicts on the same process (BurstFS being the exception), all the
applications but FLASH will run correctly with session semantics.

We employed our conflict detection algorithm for commit se-
mantics, and the conflicts in FLASH disappeared, but the conflict
pattern of the other applications was unchanged. The conflicts in
FLASH are caused by the flushes of HDF5 metadata. During the
checkpoint step, FLASH calls H5Fflush() (which flushes both data
and metadata) after having written one dataset. The file is closed
once all datasets have been written. Before the file close, session
semantics do not guarantee the latest updates are seen by other
processes so the conflict is inevitable. In comparison, the commit
operation (fsync() called by H5Fflush()) in commit semantics
makes the updates visible to all processes and avoids the conflict.
No conflicting accesses are generated by LAMMPS when using
POSIX, MPI-IO, and HDF5 for I/O. The conflicts appeared only
when NetCDF or ADIOS are used, where the conflicts are caused
by library metadata operations. For example, in LAMMPS-ADIOS
the conflict is due to the overwriting of a single byte of the ADIOS
metadata file (*/md.idx).

Some conflicts can be avoided with little effort, especially when
they are introduced by I/O libraries. For example, in FLASH the con-
flicts are caused by flushes of metadata, and to avoid the conflicts
we can either enable the HDF5 collective metadata mode (which
would have only rank 0 perform all metadata I/O) or simply remove

2Our test for a commit operation is positive if fsync, fdatasync, fflush, fclose
or close are called by the application or I/O library.
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(a) Collective I/O per rank, checkpoint. (b) Collective I/O over time, checkpoint. (c) Collective I/O per rank, plot file.

(d) Independent I/O per rank, checkpoint. (e) Independent I/O over time, checkpoint. (f) Rank 0 independent I/O over time, checkpoint.

Figure 2: Collective I/O write patterns of FLASH-fbs (a, b, c) and independent I/O write patterns of FLASH-nobfs (d, e, f).

the call to H5Fflush(). In the latter case, correctness is still guar-
anteed in the absence of failures since the H5Fclose() in the end
implies an H5Fflush(). With a single line code change, FLASH can
run correctly on all file systems that support session semantics or
commit semantics.

In summary, all but one of the applications we studied can ex-
ecute correctly with session semantics, provided that conflicts on
the same process are properly handled. The one exception can be
handled with a single line change to an I/O library. Under commit
semantics, the results are similar since applications do not make
much use of fsync or other commit operations.

6.4 Metadata Operations
Because metadata operations can introduce performance bottle-
necks, PFS developers may choose to relax POSIX metadata require-
ments. For example, it is rare for a scientific application to access
the atime attribute of its data files. A PFS developer may choose
to update atime only once at the end of the execution in order to
reduce the number of update messages sent to the metadata server
(or to avoid invalidation messages if client-side caches are used).
Figure 3 shows POSIX I/O metadata and utility I/O operations 3

used in the applications we studied. We indicate where the invo-
cations occur, in the MPI library, in HDF5, or in the application or

3The operations we monitored were: mmap, mmap64, msync, stat, stat64, lstat, lstat64,
fstat, fstat64, getcwd, mkdir, rmdir, chdir, link, linkat, unlink, symlink, symlinkat,
readlink, readlinkat, rename, chmod, chown, lchown, utime, opendir, readdir, closedir,
rewinddir, mknod, mknodat, fcntl, dup, dup2, pipe, mkfifo, umask, fileno, access,
faccessat,tmpfile, remove, truncate, ftruncate

another library. (We cannot further refine the last category Since
Recorder does not trace other libraries.)

Figure 3: Metadata operations used by applications.
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Table 4: Conflicts with session semantics. ‘S’ indicates the
conflicting operations are called by the same process; ‘D’ in-
dicates that the conflict involves multiple processes. Under
commit semantics, the conflicts from FLASH disappeared.

Application I/O Library WAW RAW
S D S D

FLASH HDF5 ! !

ENZO HDF5 !

NWChem POSIX ! !

pF3D-IO POSIX !

MACSio Silo !

GAMESS POSIX !

LAMMPS ADIOS !

LAMMPS NetCDF !
LAMMPS HDF5
LAMMPS MPI-IO
LAMMPS POSIX
MILC-QCD POSIX
ParaDiS HDF5
ParaDiS POSIX
VASP POSIX
LBANN POSIX
QMCPACK HDF5
Nek5000 POSIX
GTC POSIX
Chombo HDF5
HACC-IO MPI-IO
HACC-IO POSIX
VPIC-IO HDF5

We see that each application configuration uses only a small
set of metadata operations, and many operations like rename(),
chown() and utime() are not used by any application. I/O libraries
introduce more metadata operations than direct use of the POSIX
API, and each library introduces a different set of operations. For ex-
ample, compared to ParaDiS-POSIX, ParaDiS-HDF5 uses three more
metadata operations, lstat(), fstat(), and ftruncate(). Simi-
larly in LAMMPS, only two operations are observed for LAMMPS-
POSIX, but LAMMPS using I/O libraries introduces additional oper-
ations such as getcwd() and unlink(). In some cases, we observed
a POSIX call in the source code but did not found it in our traces.
This is the case for unlink() in ENZO. This could be due to the
chosen run configurations, or to dead code in the application.

7 DISCUSSION
The results of our work provide HPC users a methodology for ex-
amining the I/O patterns of their applications to determine whether
using a relaxed-consistency PFS is appropriate. We have made all
the data and code used in this paper public (https://github.com/uiuc-
hpc/Recorder) so that the community can use and build upon it. The
data includes traces files, input/output files, and a detailed report
for each application run, including information such as I/O sizes,
function counters, conflicts detected for each file, etc. The code
implements the algorithms we used for analyzing the I/O traces.

Moving forward, our hope is that our approach can impact the
community by providing a basis for determining the semantics and
operations needed by applications and provided by PFSs. Unfortu-
nately today, it is difficult for HPC users to know what operations
are supported by non-POSIX PFSs as the support is often poorly
documented. Better documentation of the supported operations,
deviations from POSIX semantics, and more uniformity in termi-
nology across PFSs will greatly impact the HPC community.

For future work, we plan to expand our conflicts detection algo-
rithm to support metadata operations and complex HPC workflows
consisting of multiple applications. In addition, we plan to investi-
gate other semantics properties, such as safety and order semantics,
in order to define a more precise semantics model for PFSs.
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Table 5: Application Input and Run Configuration Information

Application Version I/O Library Configuration Description
FLASH [6] 4.4 HDF5 2D 512x512 Sedov explosion problem. 100 time steps; Checkpointing at every

20 steps.
Nek5000 [36] v19.0rc1 POSIX Eddy solutions in doubly-periodic domain with an additional translational

velocity. This case monitors the error for an exact 2D solution to the Navier-
Stokes equations. 1000 timesteps; Checkpointing at ever 100 steps.

QMCPACK [32] 3.9.2 HDF5 A short diffusion Monte Carlo calculation of a water molecule. 100 warmup
steps; 40 computation steps; Checkpointing at every 20 steps.
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