
GlideinWMS framework for resource management

● Uses pilot jobs, aka Glideins, to 
provision reliable elastic virtual 
clusters

● Submits glideins to unreliable 
heterogeneous resources

● Glideins validate and customize 
the worker node for end-user jobs

CernVM File System for software distribution
● HTTP-based, read-only globally distributed file system.
● Optimized to distribute and deploy scientific software/data.
● Distribute experiment software and data such as calibrations.
● Facilitate containerization by hosting container images.
● Provide containerization software such as Singularity.

1. A tool to generate and update different downloadable 
distributions of the cvmfsexec package per resource type

2. A Glidein component to test the computing resource and 
trigger the proper CVMFS installation, including the 
download on-demand of the cvmfsexec package

3. A Glidein component to complete the proper cleanup at the 
end of the Glidein’s lifespan

● High Energy Physics (HEP) experiments require massive 
computing resources (sites) to process data and are heavily 
reliant on data/software releases. 

● Growing experimental needs and trends of heterogeneity in 
resources makes resource handling difficult.

● Scalability, reliability, and maintenance becomes critical w.r.t 
distributing data and software.

● Sites like HPC resources currently lack the capability to support 
data and software distribution, thereby requiring manual effort 
by system administrators to install/maintain.

● Glideins now provide CVMFS to all jobs running via 
GlideinWMS, eliminating the need for a local installation
○ CVMFS is available on sites where it was not 
○ Reduced administration effort for sites supporting 

CVMFS 
● Necessary step towards running user jobs in containers on 

sites where neither CVMFS nor Singularity are available
● Plan to integrate the multi-modality aspect of CVMFS 

installation offered by the cvmfsexec package 
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Data Movement within the Glidein
● Glidein gets submitted by Factories upon requests from Frontends that monitor 

users’ needs
● Glidein downloads:

○ Signed HTTP downloads for validating and customizing the worker node 
(includes utils for CVMFS testing)

use cvmfsumount if 
filesystems are mounted

● Checks the following:
○ OS (platform and kernel info)
○ Support for unprivileged user namespaces
○ FUSE (packages installed, user in fuse 

group)
● Download cvmfsexec† package (both OSG and 

EGI distributions)
● If desired, use cvmfsmount (with the 

configuration selected)
○ mounted on /cvmfs if possible

FULLY AUTOMATED SOLUTION
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The complete automated solution will include:

†cvmfsexec - supports unprivileged 
CVMFS use: CVMFS can be mounted 
by regular users without being installed 
by a system admin

○ HTTP downloads from the job or user server 
○ Credentials (x509 proxies and JWTokens 

forwarded via secure channels)
○ Singularity images and VO software from 

CVMFS


