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ABSTRACT 
We explored diferent ways in which a multi-robot system might 
recover after one robot experiences a failure. We compared four 
recovery conditions: Update (a robot fxes its error and continues 
the task), Re-embody (a robot transfers its intelligence to a diferent 
body), Call (the failed robot summons a second robot to take its 
place), and Sense (a second robot detects the failure and proactively 
takes the place of the frst robot). We found that trust in the sys-
tem and perceived competence of the system were higher when a 
single robot recovered from a failure on its own (by updating or 
re-embodying) than when a second robot took over the task. We 
also found evidence that two robots that used the same socially 
interactive intelligence were perceived more similarly than two 
robots with diferent intelligences. Finally, our study revealed a 
relationship between how people perceive the agency of a robot 
and how they perceive the performance of the system. 
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1 INTRODUCTION 
Robots that work with humans will be prevalent before they are 
perfect. Hopefully, severe failures will be few and far between, 
but some breakdowns are inevitable. The use of social cues to 

communicate states, needs, and processes to humans is especially 
important during cases of failure, which can have lasting efects on 
perceived competence and trustworthiness [13, 14, 42]. Sometimes, 
these cues will be intended to solicit help from human collaborators 
(e.g., [17, 29, 42, 63]) or bystanders (e.g., [64]). In these cases, they 
will be critically important to both robot function and human-robot 
relationships. In other cases, robots may recover autonomously 
without seeking human intervention, but they will still need to 
communicate to humans to repair trust and relationships [34]. 

When multiple robots work together, there may be cases in which 
a single robot experiences a failure from which it cannot recover 
sufciently quickly (e.g., signal loss) or at all (e.g., severe hardware 
damage). One possibility is that the failure ends the task. However, 
it is also possible that the failed robot could fnd a way to resume 
the task (e.g., by downloading an update that improves its vision) 
or even hand the task of to another robot to complete. In these 
situations, will a violation of trust in the robot system as a whole be 
best repaired with a single robot that demonstrates resilience, or 
with a second robot that does not have the stain of a prior failure on 
its record? Could the software intelligence of the frst robot migrate 
to (łre-embodyž [36]) another physical embodiment to achieve the 
best of both worlds? It remains an open question how a multi-robot 
system’s response to failure afects humans’ perceptions of the 
robots, individually and collectively. 

In this paper, we describe a protocol where participants watched 
multiple failures and recovery types as a robot system completed a 
task. We investigated the efects of these recovery types on trust in 

Figure 1: A robot drops a package at the bottom of a ramp. 
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and social attributions to the system. We performed two studies that 
examined four possible recovery interactions. Our fndings suggest 
that people may trust multi-robot systems more and perceive them 
as more competent if a single robot demonstrates resilience and self-
repairs after a failure than if a second robot replaces the robot that 
failed. Additionally, if a robot re-embodies its artifcial intelligence 
(AI) to another robot after failure, the system may be perceived 
more positively than a system with two independent robots. Our 
work advances the understanding of failure, trust, and agency in 
human-multirobot interaction and has implications for design. 

2 RELATED WORK 

2.1 Interactions among robots 
Human-multirobot interaction is a growing area within human-
robot interaction (HRI). Prior work suggests that the way robots 
interact with one another in the presence of humans can impact 
both task outcomes and social perceptions. 

2.1.1 Goal-oriented outcomes. Our work explores a scenario where 
a team of two robots has a shared goal. Work on interdependence for 
human-robot teams (e.g., [25]) and shared mental models (e.g., [21, 
22, 57]) has examined how robots with common goals can work 
efectively with human teammates. In one study [21], robots that 
used a shared mental model to share task- and team-related in-
formation with each other led to faster task completion time and 
higher neglect tolerance (a behavioral measure of trust) from partici-
pants. However, self-report measures of trust did not show an efect 
of the shared mental model. Other previous research examined 
the efciency of cooperative repair on robot teams under various 
circumstances, but did not examine human responses [8]. Our sce-
nario examines how people might react when robots dynamically 
reassign subtasks in response to failures. 

2.1.2 Social outcomes. Numerous HRI papers have discussed how 
robot behavior can infuence human behavior in groups. For exam-
ple, robots that agree with each other can encourage humans to 
conform to their opinion [54], and vulnerable behavior by a robot 
can lead to łripple efectsž in which other team members have more 
trust-related interactions [59]. In group interactions, robots are per-
ceived more positively when they behave prosocially [12, 48] (e.g., 
in ways that beneft the group, even at personal cost). When humans 
merely observe an interaction between robots, the way the robots 
treat each other impacts how humans perceive them. In some cases, 
robots that talk to each other overtly (rather than covertly) are 
perceived as more social, engaging, and easy to understand [61, 65]. 
However, observable communication among robots and agents that 
are not clearly distinguished, individual, social entities may also be 
seen as unnecessary [19] or unnerving [36]. This perceived entita-
tivity of a group of robots also impacts social perceptions. When 
people perceived multiple robots as a single group entity rather 
than as individuals, they viewed the robots as a less-approachable, 
impermeable in-group [20]. Because re-embodying intelligence for 
robots that use social cues is a new paradigm for HRI, it is not clear 
how fndings from prior work on implicit persuasion, overt and 
covert communication, and entitativity will apply. This question 
motivates our research. 

2.2 Migrating software intelligence 
One way to design the human-facing elements of coordinated be-
havior for multiple physical robots is to have the robots be con-
trolled by a single AI. The concept of software intelligence migrating 
across physical platforms was originally proposed by Dufy and 
colleagues [15]. Their Agent Chameleon framework proposed an 
architecture in which software agents could move between virtual 
and physical environments as well as mutate (e.g., by gaining or 
losing a physical feature) within an individual environment. That 
framework also emphasized the importance of equipping agents 
with basic survival instincts: if an agent perceived that an external 
force (such as a dying battery) would soon cause it to be unable 
to function, it could either migrate or łsavež its internal state to 
storage. The LIREC (Living with Robots and intEractive Characters) 
project [1] positioned migrating intelligence as a companion tech-
nology that could provide continual social support while ofsetting 
the power costs of carrying a physically embodied agent from place 
to place [33]. Related work has studied appropriate and legible 
cues for identity migration [31, 37] and how relationships between 
humans and artifacts are mediated by migrating agents [45]. 

This idea has been extended by research testing the psychologi-
cal boundaries of robots [27], determining children’s concepts of 
migrating intelligences [60], and probing potential confgurations 
of embodiments and intelligences [31]. Research in situated labo-
ratory contexts has exhibited prototypes of migrating intelligence 
in robots inhabiting mock smart homes [30] and compared the 
efects of identity (i.e., behavior and personality) migration and 
information (i.e., data) migration [62]. Both [30] and [62] suggested 
that a persistent łidentityž of an AI over time and embodiment is 
a crucial beneft of migrating intelligence. Re-embodiment is also 
a promising design for robots in service settings, where the same 
intelligence (or łpersonalityž or łidentityž) can appear across the 
multiple touchpoints of a service to provide a seamless, comfortable, 
and personalized experience [36, 50]. 

2.3 Robot failures and trust 
Characterizing, measuring, and creating trust in human-robot in-
teraction is a key area of HRI research (e.g., [23, 55, 56]). Prior work 
shows that the timing, risk type, and severity of a failure can impact 
the degree of detrimental efects on trust. Desai and colleagues [13] 
found that early periods of low reliability damage trust more than 
late periods of low reliability. Adubor and colleagues [3] compared 
personal risk to property risk and found that people prioritize per-
sonal safety over fnancial cost. Humans may also łovertrustž robots. 
People continue to trust robots when given subpar information [38] 
and when asked to complete strange requests [9, 53]. Also, they may 
trust a robot that they have already seen malfunction [42], even in 
crisis situations [52]. Robots with social capabilities may also be 
able to use trust- and rapport-building to encourage people to con-
form to their suggestions and disclose information [5]. Some HRI 
work (e.g., [41, 47, 49]) has explored the pratfall efectÐin which 
someone who is perceived as highly competent is more likeable if 
they make a minor mistake [4]Ðwith mixed results. 

The service design and HRI literatures have insight to ofer per-
taining to recovery from failure. In general, customers are more 
satisfed with services when they avoid failure than when they 
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experience failure and then recover [39]. Good communication is 
critically important during service breakdowns [7, 26]. For robots, 
efective strategies for recovery include giving notifcations about 
the error [10] and acknowledging the difculty of a task [13, 35, 43]. 
To our knowledge, HRI research has not yet explored how trust is 
impacted by robot re-embodiment after failure. 

3 STUDY 1 
To examine possible efects of recovery strategies with many partici-
pants, we designed an online study that showed videos of a package 
delivery scenario where robots carried boxes from point A to point 
B. This is similar to a paradigm from [28] in which participants 
cooperated with a delivery robot in an assembly task. 

3.1 Study design 
This study had a between-subjects design with four conditions (one 
video per condition). Each video involved a small robot attempting 
to carry a small, solid, grey cube (a łpackagež) from a starting point 
to an ending point. We used two Vector [2] robots from Anki/Digital 
Dream Labs. These are small robots that have expressive, pixelated 
eyes and a bulldozer-like form. Each robot has a lift that is capable of 
picking up and placing down small objects. The robots used spoken 
natural language to explain what was happening. We also included 
speech bubbles to help participants understand the dialogue. We 
chose to use speech bubbles rather than captions because they could 
be placed next to the correct robot and thus be part of the scene. 

All videos began the same way. First, the robot picked up the 
package and said, łBeginning package delivery.ž Then, it drove the 
package across a fat surface toward a ramp. At the bottom of the 
ramp, the robot swiveled back and forth, reversed, and put the pack-
age on the ground. It said, łPackage dropped.ž After attempting to 
recover the package (by moving toward it and raising and lowering 
the lift), it reversed again, and declared: łCannot recover package. 
Delivery failed. An error has occurred.ž Then, one of four recovery 
conditions was executed to complete delivery of the package. 

• Update: One intelligence, one robot. After a robot experienced a 
failure, it fxed the problem and then completed the task. After 
acknowledging the error, the robot said, łLet me update my 
software,ž and drove back to the starting point. It then turned 
away from the camera and then back toward it, and it said, łThe 
problem is fxed. I will not experience the same error again.ž 

• Call: Two intelligences, two robots. After a robot experienced a 
failure, it called a second robot that replaced the frst one and 
completed the task. After the frst robot acknowledged the error, 
it said, łLet me call another robot,ž and drove back to the starting 
point. A second robot entered the frame, and said, łI will not 
experience the same error as the previous robot.ž 

• Sense: Two intelligences, two robots. After a robot experienced a 
failure, a second robot noticed the problem and replaced the frst 
robot to complete the task. After the frst robot acknowledged 
the error, it drove back to the starting point. A second robot 
entered the frame and said, łI will take over from here. I will not 
experience the same error as the previous robot.ž 

• Re-embody: One intelligence, two robots. After a robot experienced 
a failure, it re-embodied (moved its intelligence to) a diferent phys-
ical robot to complete the task. After acknowledging the error, the 

robot said, łLet me move my brain over to a better robot body,ž 
and drove back to the starting point. Its eyes and face went dark. 
A second robot entered the frame and said, łThe problem is fxed. 
In this robot body, I will not experience the same error again.ž 

At this point, the recovery robot (the same robot in the Update 
and Re-embody conditions; a second robot in the Call and Sense 
conditions) drove to the package, picked it up, and said, łBeginning 
package delivery.ž Then, it drove the package to the top of the 
ramp, placed it down, backed away from it, and said, łDelivery 
complete.ž All four conditions followed the exact same narrative 
up until the failure, and they resumed similar narratives after the 
recovery. Figure 1 shows an example of the failure event. Full videos 
are included in the Supplementary Materials. 

A pilot study with 154 participants on Amazon Mechanical Turk 
confrmed that (1) the package drop was perceived as a failure; (2) 
a successful robot was perceived as more trustworthy (� (1, 152) = 
37.76, � < .0001, Cohen’s � = .97) and competent (� (1, 152) = 
17.78, � < .0001, � = .68) than a failing robot; and (3) they accurately 
understood the speech. 

3.2 Hypotheses 
We predicted that the recovery method used after a failure would 
impact participants’ trust. Prior work suggested that robots can re-
cover from negative associations brought about by mistakes during 
sustained interactions using socially appropriate behaviors [35]. 
Prior work also suggested that re-embodiment is perceived as a 
desirable and efcient design [36, 50] and that identity migration 
positively impacts social perceptions [62]. Thus, we predicted: 

• H1 Participants will have higher trust in a robot system follow-
ing a Re-embody recovery than following an Update recovery. 

• H2 Participants will perceive a robot system that uses a Re-
embody recovery as most competent. 

Research on groups and teams of robots (e.g., [21, 22, 40, 57]) in-
forms our hypotheses regarding two-robot recoveries. 

• H3 Participants will have higher trust in a team of robots when 
the second robot senses the frst’s failure than when the frst 
robot calls the second. 

• H4 Participants will perceive higher competence in a team of 
robots when the second robot senses the frst’s failure than 
when the frst robot calls the second. 

Our fnal hypothesis follows from the suggestions by previous 
work [46] that favorable social perceptions of robots increase will-
ingness to work with them in the future. 

• H5 Participants will report a greater desire to use the system in 
the future when they perceive it to be more warm and likeable. 

3.3 Measures 
Our assessments included a mix of questions from prior work and 
questions written for this study. The response format of the closed-
ended questions was 5-point (attitudes toward robots in general), 
7-point (trust), and 9-point (competence, warmth, likeability) scales. 

3.3.1 Validation questions. To confrm that participants perceived 
the failures and recoveries as intended, we asked open-ended ques-
tions about their interpretations of the robot’s behavior during the 
task. We also included two attention checks that all passed. 
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3.3.2 Trust in the robot system. We evaluated trust through self-
report measures. Participants were asked to answer several ques-
tions modifed from the Jian scale [24] and a few additional ques-
tions that we created specifcally for this study. 

3.3.3 Social atributions to the robot system. We used a subset of 
the 18-item Robotic Social Attributes Scale (RoSAS) [11] to mea-
sure perceptions of competence and warmth. We analyzed both of 
these two factors and their individual items to examine more spe-
cifc traits. To measure likeability, we used three Likert-type items 
inspired by words from the GODSPEED likeability subscale [6]. 

3.3.4 Atitudes toward robots. We included fve Likert-type items 
to obtain judgments of overall trust in robots, perceived helpfulness 
of robots, interest in robots, and perceived personal importance 
and societal importance of robots. Four of these were modifed 
from a scale proposed (but not validated) in prior work [51]. One, 
pertaining to overall trust, was new as of this work. 

3.4 Procedure 
Because some pilot responses from Amazon Mechanical Turk users 
suggested that people had glossed over some questions, we con-
ducted the study on Prolifc.co, which is a survey research platform 
with users who are used to longer-form studies. We described the 
task as gathering impressions of a prototype of a robotic package 
delivery system. Potential participants were redirected to Qualtrics 
for the study. After providing informed consent, participants were 
semi-randomly presented with one of the four videos (Update, Call, 
Sense, or  Re-embody).1 Below the video, participants were asked if 
the system experienced a failure and how it recovered from that 
failure. They then answered the questions about trust (presented in 
a random order), social attributes (in a random order), and attitudes 
toward robots. Then, they answered demographic questions, includ-
ing about their age, gender, languages, employment, experience 
with computers and robots, and an open-ended question meant to 
capture additional demographic information. Finally, participants 
had the option to provide feedback about the study. 

3.5 Participants 
A total of 403 people participated in this study. There were 100 
participants in the Update condition, 100 in Re-embody, 101 in Call, 
and 102 in Sense. To be eligible for the study, Prolifc users had to 
be 18 years of age or older, be located in the U.S. or Canada, be 
profcient in English, and have a previous submission approval rate 
of at least 95%. Participants ranged in age from 18 to 78 years (� = 
31.25, �� = 10.89). 162 were female, 234 male, 5 were other genders, 
and 1 did not specify a gender. They had a variety of professional 
backgrounds, including engineering, medicine, psychology, art, and 
sales. They generally had some experience using computers and 
little experience using AI personal assistants and robots (on a 7-
point scale with 7 being more use, computers: � = 6.70, �� = 0.70; 
AI assistants: � = 2.88, �� = 1.98; robots: � = 1.98, �� = 1.45). 
251 owned a pet, 257 owned an AI assistant, and 57 owned a robot. 

1The video only allowed for pause and play; participants could watch the video 
more than once, but could not fast forward, rewind, or change the playback speed. 
Participants were told that they would only be able to watch the video straight through 
and that they could not proceed to the next questions until an amount of time equal 
to the video duration elapsed. 

Participants took an average of 14 minutes to complete the study 
(min: 5, max: 45, median: 12) and were paid 2.50 USD each. Our 
study was approved by an Institutional Review Board. 

4 STUDY 1 RESULTS 
Explanations of the failure and recovery accurately refected the 
diferences between the robot behavior in the diferent conditions, 
suggesting that the conditions were interpreted as intended. We 
analyzed the data using a linear model ft with REML. 

The trust questions were correlated at Cronbach’s � = .89. The 
RoSAS competence items had � = .88, and the warmth items had 
� = .90. We treated these as factors. We analyzed likeability as 
an individual item because meanness and friendliness only weakly 
correlated with it. The attitudes toward robots questions correlated 
strongly (� = .85) and were treated as a factor. 

We included the attitudes toward robots questions to understand 
whether preexisting associations or biases had an efect on our 
dependent variables. In an exploratory analysis, we found that the 
factor had a signifcant efect on trust, warmth, perceived compe-

tence, and likability, � < .0001 for all variables. We placed these 
items at the end of our study rather than at the beginning in order 
to prevent priming the participants to rate the videos according to 
the immediate availability of their preexisting attitudes rather than 
our manipulation. We were concerned that the attitude questions 
could have been afected by our manipulation, thus invalidating atti-
tude as an independent variable. We ran a nonparametric Wilcoxon 
rank sum/Kruskal-Wallis test to check for this. We did not fnd any 
signifcant efects of condition on attitudes (in fact, all means were 
� = 3.7). After confrming that it was not afected by condition, 
we included attitude in our model as a covariate. We used Tukey’s 
Honest Signifcant Diference (HSD) test for post-hoc comparisons. 

4.1 Trust in the robot system 
We found a main efect of Recovery method on trust, � (3, 395) = 
3.16, � = .025. Post-hoc pairwise tests revealed that trust was higher 
in the Update condition (� = 4.03, �� = 0.10) than in the Sense 
condition (� = 3.67, �� = .10). Because there are diferent dimen-
sions of trust, we also looked at the individual items from the scale. 
We found a main efect of Recovery condition on perceptions that 
the system was reliable, � (3, 395) = 2.71, � = .0345. Post-hoc tests 
showed that the Re-embody recovery (� = 4.19, �� = .14) was 
rated higher than the Sense recovery (� = 3.67, �� = .13). We also 
found a main efect of Recovery condition on desire to use the sys-
tem in the future, � (3, 395) = 2.99, � = .031, which was higher for 
Update (� = 4.39, �� = .15) than Sense (� = 3.83, �� = 1.69). We 
did not fnd trust diferences between Update and Re-embody, so 
H1 was not supported. We also did not fnd any trust diferences 
between the Call and Sense conditions, so H3 was not supported. 

4.2 Perceived competence of the robot system 
For perceived competence, we found a main efect of Recovery 
method, � (3, 395) = 3.25, � = .022. In particular, Update (� = 
5.81, �� = .14) was perceived as more competent than Sense (� = 
5.22, �� = .14). We also found an interaction efect of Recovery 
method and attitudes toward robots, � (3, 395) = 3.31, � = .020. 
Higher scores on the attitudes index combined with a Re-embody 
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recovery led to higher perceptions of competence, � = .046. This 
did not directly support H2, but it did suggest that re-embodiment 
was perceived as a more competent design by participants who 
had positive attitudes toward robots. We analyzed the individual 
items for the competence scale as well, and we found a main efect 
of Recovery condition on perceptions of the system as knowledge-
able, � (3, 395) = 3.56, � = .015. Specifcally, Re-embody (� = 
5.81, �� = .20) was perceived as more knowledgeable than Sense 
(� = 4.97, �� = .20). Re-embody was higher than Sense, but not 
Call, and only on one item of the competence construct; this meant 
that H2 was partially supported. We did not fnd diferences for 
competence between Call and Sense, so H4 was not supported. 

4.3 Social attributions to the robot system 
We did not fnd any efects of our manipulation on warmth or like-
ability. However, we found an interaction efect of Recovery method 
and attitudes toward robots on likeability, � (3, 395) = 3.94, � = .009. 
Higher attitudes scores combined with a Re-embody recovery led 
to higher likeability, � = .023. Desire to use the robot system in the 
future was moderately correlated with perceived warmth, � = .37 
and with likeability, � = .45, both � < .0001, supporting H5. 

5 STUDY 1 DISCUSSION 
In Study 1, we predicted that a Re-embody recovery would result in 
the highest perceived trust and competence, and that Sense would 
be perceived as more trustworthy and competent than Call. Three 
of our hypotheses were not supported, and one received only par-
tial support. In general, Re-embody was not an improvement over 
Update, and Sense was not an improvement over Call. Instead, the 
common thread across our fndings was that Update was perceived 
most favorably, and particularly more favorably than Sense. 

To explore possible explanations, we looked at the qualitative 
data, which consisted of refections on the recovery, explanations 
of the trust and social attribute ratings, and general feedback. We 
noticed that participants anthropomorphized the robots (e.g., łHe 
wants to update his software so he won’t experience the same error 
again,žśP391) and viewed them as cute (e.g., łThe voice was very 
cute and so were its little eyes,žśP51). However, they were not 
willing to associate robots with words meant to measure perceived 
warmth because łrobots do not have emotionsž (many participants). 
In particular, when participants saw two robots, they especially 
anthropomorphized the frst robot and thought it łmade you feel 
bad for the little guy when he failedž (P210). This endearing failure 
caused them to see the frst robot more positively when it recovered. 
For example, P121 said, łIt didn’t get grumpy while experiencing 
an error but instead acted promptly and made an immediate efort 
to fnd a solution.ž P270 said, łI honestly thought the frst robot 
looked very distressed [...] The little fella looked cute as hell and 
I was touched.ž In contrast, participants viewed the second robot 
negatively when it took over. P288 said, łI felt sad for the frst robot.ž 
P258 said, łThe second robot was ‘mean’ by dismissing the frst 
robot, and I was weirdly almost rooting for it to fail.ž 

We reason that participants anthropomorphized the frst robot 
and then favored Update because it was the condition in which the 
frst robot showed the most agency: it failed, was able to repair 
the error on its own, and then continued the task successfully. 

Conversely, in the Sense condition, the frst robot had the least 
agency: it simply stopped and waited for another robot to come 
and take over. Besides forming an attachment to the frst robot, 
participants also felt that the need for a second robot made the 
system as a whole less reliable. For example, P233 said, łIdeally, 
there should be no need to depend on a second robot,ž and P235 
said, łThe frst robot should have made another attempt.ž 

We also noticed a pattern where participants commented that 
they based their ratings of trust entirely on the fact that the frst 
robot failed to deliver the package on the frst try. For example, 
P7 said, łIt looks like it’s in early testing, and it doesn’t seem too 
reliable as the frst one failed the simple task.ž The timing of a trust 
violation infuences changes in trust [13, 14]. In our study, there was 
no łburn-in periodž for building up trust before the error occurred. 
It is possible that the efects of our manipulation were dwarfed by 
the efect of seeing only a single, failed frst attempt at delivery. 

Results may have also been impacted by participants taking the 
perspective of the package recipient, rather than that of someone 
who worked with the robots. Many participants mentioned that 
they would not be willing to trust the system enough to use it until 
it showed major technical improvement (e.g., łI’m not confdent 
that it could be trusted in more complex, real-world settings,žśP317; 
łI would likely not use [it] in case of future errors that could not 
be automatically resolved,žśP365). Several participants mentioned 
concerns that the robot(s) would not be able to handle stairs (e.g., 
P60, P87, P140) or bad weather (e.g., P53, P209), or that packages 
would be subject to theft (e.g., P61, P91, P351). From the vantage 
point of an end-user who would only ever see such a system if 
it succeeded, people were hesitant to view it as trustworthy and 
competent if it could not successfully perform its task even once. 

This study provided evidence that participants did not make 
social attributions to the robots despite anthropomorphizing them, 
that people generally preferred a one-robot recovery over a two-
robot recovery, and that participants formed impressions of the 
robot(s) from the perspective of an end-user or customer rather 
than a collaborator. With these new insights, we conducted another 
study to better understand these fndings. 

6 STUDY 2 METHOD 
We adapted the method from Study 1. We used the same videos, 
recruitment platform (Prolifc), and survey template (in Qualtrics). 

6.1 Methodological adjustments 
In this section, we describe the changes from Study 1. Methods not 
described here (e.g., recruitment, consent) remained the same. 

6.1.1 Scenario framing. We revised the introductory blurb for the 
study to invoke a collaboration with the robots rather than receiving 
a service. It read: łIn this study, you will learn about and watch videos 
of a prototype for a robotic package delivery system. Imagine that you 
work with the robots that are part of this system. You are responsible 
for managing them as they coordinate to deliver packages. Because of 
various obstacles in the environment, they sometimes fail, but they 
have protocols in place to resume the task after a failure.ž 

6.1.2 Within-subjects design. To further examine diferences in 
perceptions and attributions between łone-intelligencež (Update 
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and Re-embody) and łtwo-intelligencež (Call and Sense) conditions, 
we used a within-subjects design. Each participant viewed all four 
conditions  in a random order.2 This also enabled us to ask partici-
pants to rank the four designs in order of preference. 

6.1.3 Timing of the failure. We added a Baseline video in which 
a single robot successfully delivered the package on the frst try. 
Thus, success was shown as a possibility and the frst failure was 
not experienced as early. We expected this addition, along with the 
within-subjects design, to recalibrate participants’ ratings of the 
system’s trustworthiness and competence after recoveries. 

6.1.4 Measures. The Study 1 fndings about non-social treatment 
of the system as a whole, anthropomorphism of the frst robot, and 
attributions of failure informed our measures for Study 2. 

Trust questions. We used the Muir trust scale [43] rather than 
the Jian trust scale [24]. The wording of the questions in the Muir 
trust scale is less evocative of relational aspects of trust, which 
makes more sense for a study in which participants are not inter-
acting with robots or viewing them socially. Prior work on failures 
in HRI has shown that both scales elicit similar ratings of trust [13]. 

Attribution of failure. We added a question about whether 
participants attributed the robot’s failure to get up the ramp to a 
hardware problem, a software problem, both, or another problem. 
We asked this question for each condition. 

Agency of the frst robot. In Study 1, the RoSAS warmth sub-
scale was subject to a foor efect: participants did not attribute 
the descriptions of words like łemotionalž and łorganicž to the 
robots they saw in the video. However, they did anthropomorphize 
the frst robot in their qualitative descriptions, and this seemed to 
infuence their perceptions of the two-robot conditions. Therefore, 
we replaced the RoSAS warmth subscale with measures of agency 
and anthropomorphism. We used analogical statements from Ezer’s 
robot anthropomorphism instrument [16], items from Kozak et al.’s 
Mind Attribution Scale for perceptions of agency [32], and one new 
item (łThe robot is capable of complex thoughtž). These instruments 
have been used in prior HRI work on robots in groups [18]. 

6.2 Hypotheses 
We approached Study 2 with a novel set of hypotheses. Because the 
Study 1 results implied that perceptions of the whole system were 
primarily shaped by perceptions of the frst robot, we predicted: 

• H6a Participants will perceive a robot that experiences a failure 
to have more agency when it recovers on its own than when 
it requires help from another robot. 

• H6b Participants will perceive a robot that experiences a failure 
to be more competent when it recovers on its own than when 
it requires help from another robot. 

• H6c Participants will have higher trust in a robot system in 
which one robot recovers on its own than in a robot system that 
uses a two-robot recovery. 

• H7a Participants will have a greater desire to work with a sys-
tem in which they perceive a failing robot to have more agency. 

2 4Because the order was randomly chosen each time by our survey software, the 24 
�

4 

�

ordering conditions were not balanced. However, the number of times each Recovery 
condition occurred in each position was sufciently distributed. 

• H7b Participants will prefer a robot system that recovers using 
the same hardware and the same software. 

We also tested the suggestion from Study 1 that participants formed 
an attachment to and łrooted forž the frst robot’s AI: 

• H8 A failure that is recovered with a re-embodiment will be 
perceived as a hardware problem (rather than a software prob-
lem) more often than will a failure that is recovered by the same 
robot without a re-embodiment or by a second robot. 

6.3 Participants 
We recruited 130 participants for this study, none of whom par-
ticipated in Study 1. Participants ranged in age from 18 to 64 
(� = 29.81, �� = 9.67). 51 identifed as female, 57 as male, 1 
as nonbinary, and 1 as agender. As in the frst study, many dif-
ferent personal and professional backgrounds were represented 
(e.g., engineering, law, science, retail), experience with computers 
was high (� = 6.75, �� = 0.65), and experience with AI personal 
assistants and robots was relatively low (AI personal assistants: 
� = 2.52, �� = 1.81; robots: � = 1.76, �� = 1.08). 59 owned a 
pet, 73 owned an AI personal assistant, and 15 owned a robot. Par-
ticipants took an average of 38.2 minutes to complete the study 
(excluding one outlier) and were paid 5.00 USD each. 

We excluded data from 20 participants who (a) failed the atten-
tion checks, (b) perceived the Baseline video to have a failure, (c) did 
not perceive one of the failures to be a failure (this would have inter-
fered with the way their impressions changed across conditions), or 
(d) used a mobile device (we could not prevent scrubbing the video 
for mobile viewing). This left us with a total of 110 participants. 

7 STUDY 2 RESULTS 
The residuals were non-normally distributed, so we used Friedman 
tests and Wilcoxon signed-rank tests with a Bonferroni correction 
for post-hoc comparisons unless otherwise noted. Where possible, 
we report efect sizes with Kendall’s � for Friedman tests and with 
� for post-hoc tests. We report sample medians as � . 

The Muir trust scale had a Cronbach’s � = .94. The RoSAS com-

petence items had � = .89. We created a factor out of the analogical 
statements for anthropomorphism, which had � = .77. Four of the 
fve agency items had � = .77. One of them, łThe robot is capable 
of doing things on purposež, was only weakly correlated with the 
other items, so we excluded it from the agency factor. 

7.1 Trust in the robot system 
We found a main efect of Recovery method on trust, 2 � (4) = 
98.8, � < .0001,� = .22. Trust was signifcantly higher in Update 
(� = 5.38) than in Re-embody (� = 4.81), Call (� = 4.75), and 
Sense (� = 4.38), all � < .0001, � > .48. Trust was signifcantly 
higher in Re-embody than in Sense, � < .0001, � = .45, but there was 
no signifcant diference between Re-embody and Call. Also, trust 
for Call was signifcantly higher than for Sense, � = .002, � = .35. 
Finally, trust was lower in Call and Sense than in the Baseline 
(� = 5.38), � < .0001 (� = .47 and .65, respectively), and lower 
in Re-embody than in the Baseline, � = .0007, � = .37. Trust in 
the Update condition was not signifcantly diferent from Baseline. 
These results support H6c. 
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Figure 2: Box plots showing trust, competence, agency, and anthropomorphism for the Baseline video and each of the four 
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at the .01 level, *** shows signifcance at the .001 level, and **** shows signifcance at the .0001 level. 
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Figure 3: Most Study 2 participants rated Update as their frst 
choice. Re-embody and Sense were commonly ranked last. 

7.2 Perceived competence of the robot system 
There was a small but signifcant main efect of Recovery method on 
perceived competence, 2 � (4) = 44.3, � < .0001,� = .10. Specifcally, 
perceived competence was signifcantly higher for Re-embody (� = 
6.00) than for Call (� = 5.83), � = .022, � = .29, and for Sense 
(� = 5.58), � < .0001, � = .46, supporting H6b. Update (� = 6.50) 
had the highest rating and was also perceived as more competent 
than both Call and Sense, � < .0001, (� = .44 and .53, respectively), 
supporting H6b. There was no signifcant diference between 
Update and Re-embody, nor between Call and Sense. 

7.3 Social attributions to the robot system 
There was a small efect of Recovery on perceptions of the frst 
robot’s agency, 2 � (4) = 17.4, � = .0016,� = .04. The robot was 
perceived to have more agency in Re-embody (� = 4.00) than in 
Sense (� = 4.00), � = .002, � = .35, and more agency in Update 
(� = 4.20) than in Sense, � = .0002, � = .41. There was also a 
small efect of Recovery on the anthropomorphism of the frst robot, 
2 � (4) = 22.90, � = .0001,� = .05. The robot in Baseline (� = 4.00) 

was perceived as more anthropomorphic than the frst robot in 
Re-embody (� = 4.00), Sense (� = 3.67), and Update (� = 3.67) 
(� = .29, .36, .35) but there were no signifcant diferences between 
Baseline and Call (� = 4.00) or among the failure conditions. As 
such, H6a was partially supported. Desire to work with the sys-
tem in the future moderately correlated with increased ratings of 
the frst robot’s anthropomorphism, Pearson’s � = .46, � < .0001, 
and its agency, � = .37, � < .0001, supporting H7a. 

7.4 Attributions of failure 
We used Cochran’s Q test to examine efects of Recovery condition 
on attributions of the failure, treating each possible attribution as a 
binary variable (1 if it was the participant’s answer, 0 if it was not). 
There was a signifcant efect of Recovery on ratings of the failure as 
a hardware problem, 2 � (3) = 129.0, 2 � = .39, as a software problem, 
2 � (3) = 178.0, 2 � = .54, as both, 2 � (3) = 60.9, 2 � = .18, and as other, 
2 � (3) = 24.8, 2 � = .08, all � < .0001. We used pairwise McNemar 

tests for post-hoc comparisons. The failure was attributed to a 
hardware problem signifcantly more in the Re-embody condition 
(� = 66) than in the Update condition (� = 1), � < .0001. We 
also found that the failure was attributed to a hardware problem 

signifcantly more in Re-embody than in Call (� = 23), � < .0001 
and Sense (� = 13), � < .001. These results supported H8. 

7.5 Preference 
A majority of participants (� = 73) ranked Update as their most-
preferred recovery (Figure 3), followed by Re-embody (� = 19), Call 
(� = 14), and Sense (� = 2). Most participants (� = 48) ranked Sense 
as their last choice. Interestingly, Re-embody was also frequently 
the least-preferred recovery (� = 37). H7b was supported. 

7.6 Other fndings 
We conducted additional exploratory analyses to look for efects of 
Recovery condition on the individual analogical statement items 
from [16]. We used the Skillings-Mack test to look for efects on on 
perceptions that the frst robot was like a pet and like a teammate 
because some values were missing. We used Friedman’s test for like 
an assistant. There was a main efect of Recovery on perceptions 
of the frst robot as a pet, 2 � = 9.65, � = .047. Post-hoc Wilcoxon 
signed-rank tests revealed that the frst robot was perceived as more 
like a pet in the Baseline than in Call, � = .041, � = .30, Re-embody, 
� = .006, � = .32, and Update, � = .015, � = .29, but not in Sense. 
There was also a small efect of Recovery on perceptions of the 
frst robot as an assistant, 2 � = 43.7, � < .0001,� = .10. Ratings 
were higher for the Baseline than for all four failure conditions, all 
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� < .001, .39 < � < .50. There was no efect of Recovery condition 
on perceptions that the frst robot was like a teammate. 

8 GENERAL DISCUSSION 
The recovery strategies we tested compared a single-robot-single-
AI recovery (Update condition), a multi-robot-single-AI recovery 
(Re-embody), and two forms of multi-robot-multi-AI recoveries 
(Call and Sense). We approached these two studies expecting to 
see a pattern in which the recoveries with more-efcient designs 
would be perceived more favorably. Instead, we found that people 
łrooted forž a robot that had failed: they perceived the system to 
be more trustworthy and competent in the single-AI Update and 
Re-embody conditions than in the Call and Sense conditions. 

It is interesting that attachment to a single robot and perceptions 
of agency played a role in shaping trust and perceived competence 
despite relatively low ratings of warmth (Study 1) and anthropo-
morphism (Study 2). This suggests that people viewed the robots 
through a social lens despite claiming to consider them functionally. 
The feld of HRI has long known that humans can form and beneft 
from bonds with machines despite knowing that they are machines 
that do not themselves have feeling. Nass’ famous Computers Are 
Social Actors theory emphasized that social treatment of machines 
impacts human-machine relationships and occurs independently 
of true mind attribution and even anthropomorphism [44]. It fol-
lows that when robots experience damage or fail, their human 
partners will emotionally invest in their recovery. In fact, this has 
been reported in stories of soldiers whose life-saving robots have 
been damaged [58]. Our results demonstrate a type of preference 
or attachment for the frst robot to attempt recovery even in a non-
interactive scenario. This raises an interesting question about how 
to rebuild trust in robots after failure and the relationships among 
failure recovery and form, agency, and anthropomorphism. 

Taken together, our fndings suggest that the software update 
recovery was perceived most positively overall. However, the re-
embodiment conditionÐin which the same interactive AI continued 
the task by moving into a diferent physical robotÐwas a fairly close 
second on many outcomes (see Figure 2). This has implications 
for specialized, goal-oriented, and high-risk environments: Robots 
that work closely with humans in task-oriented settings might be 
designed to take on a social łsoftware identityž that can persist 
across embodiments to maintain trust after unexpected errors and 
failures. Relatedly, in Study 1, individual diferences infuenced how 
positively participants responded to the re-embodiment recovery. It 
is likely that the impact of re-embodiment recoveries on trust repair 
and human-robot relationships varies according to other individual 
diferences as well. Socially interactive robots can be designed to 
behave diferently when recovering after a failure depending on 
task domain, team dynamics, and personal traits of the current 
user(s). This is an opportunity area for future research. 

8.1 Limitations and future work 
Our study was conducted on one recruitment platform with a rela-
tively small sample from the U.S. and Canada. The perspectives in 
our results may be limited by the sample’s demographics, and our 
fndings may not generalize to other populations. All of our fndings 

were based on self-report measures, which do not always corre-
spond to behavioral metrics meant to assess similar variables (e.g., 
objective and subjective trust measures do not always correlate). 

Additionally, it is possible that aspects of our video stimuli not 
related to the manipulation impacted the results. Making videos 
that varied only by the minimum amount of dialogue and robot 
movement necessary to diferentiate the recovery strategies was 
an intentional choice to minimize possible confounds. However, it 
is possible that the videos were too alike, especially in the Call and 
Sense conditions, for participants to fnd them noticeably diferent. 
The use of the word łsoftwarež in the Update condition and łbrainž 
in the Re-embody condition may have impacted perceptions of 
anthropomorphism, and results more generally. We intended for the 
Sense condition to be interpreted as one robot proactively helping 
another after detecting its failure, but participants may have instead 
interpreted this as the frst robot implicitly summoning the second. 
A stronger signal of a proactive response by the second robot might 
have drawn a starker contrast between Call and Sense, which were 
perceived overall similarly in both of our studies. 

We also used robots that were small and toy-like, and which 
many participants called łcutež. Although the robots had a func-
tional form, their expressive eyes, high-pitched voices, and use of 
natural language likely raised expectations about anthropomor-
phism. The study results might have been markedly diferent had 
we used a diferent robot. Even with the Vector robots, we might 
have seen diferent patterns if the robots’ eyes had been hidden, 
or if the state had been conveyed through diferent signals (e.g., as 
simple messages on a scrolling text log). 

Finally, our study is limited in that it sought insight into human-
multirobot interaction but did not involve in-person human inter-
action with real robots. We found that supplementing our closed-
ended survey questions with open-ended ones was particularly 
useful given this setup. Analyzing short-answer explanations of 
closed-ended questions facilitated the discovery of qualitative in-
sights that might have emerged through interviews or observations 
in an in-person, laboratory setting. These insights helped us de-
velop Study 2, which was instrumental to the conclusions we drew 
from this research. Still, future work is needed to examine how 
people react and respond to multi-robot failures and recoveries dur-
ing real-life interactions. Additionally, future work should further 
explore the relationship among perceived agency, robot resilience, 
and trust that we began to identify in this work. 

9 CONCLUSION 
Real-world human-robot interaction is messy, and failures are 
bound to occur. When these failures happen, a robot’s immediate 
response can have critical and lasting efects on people’s percep-
tions. Multi-robot systems have a number of options for how to 
recover from failures in ways that repair trust and other aspects 
of human-robot relationships. Our fndings have implications for 
human-robot interaction design during instances of failure as well 
as for human-multirobot-interactions more broadly. 
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