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ABSTRACT
To advance knowledge by enabling unprecedented AI speed and
scalability, the Pittsburgh Supercomputing Center (PSC), a joint
research center of Carnegie Mellon University and the University
of Pittsburgh, in partnership with Cerebras Systems and Hewlett
Packard Enterprise (HPE), has deployed Neocortex, an innovative
computing platform that accelerates scientific discovery by vastly
shortening the time required for deep learning training and infer-
ence, fosters greater integration of deep AI models with scientific
workflows, and provides promising hardware for the development
of more efficient algorithms for artificial intelligence and graph
analytics. Neocortex advances knowledge by accelerating scientific
research, enabling development of more accurate models and use of
larger training data, scaling model parallelism to unprecedented lev-
els, and focusing on human productivity by simplifying tuning and
hyperparameter optimization to create a transformative hardware
and software platform for the exploration of new frontiers. Neocor-
tex has been integrated with PSC’s complementary infrastructure.
This papers shares experiences, decisions, and findings made in that
process. The system is serving science and engineering users via an
early user access program. Valuable artifacts developed during the
integration phase have been made available via a public repository
and have been consulted by other AI system deployments that have
seen Neocortex as an inspiration.

CCS CONCEPTS
• Computer systems organization → Neural networks; Neu-
ral networks; • Hardware → Emerging technologies; Analy-
sis and design of emerging devices and systems; • Comput-
ing methodologies → Artificial intelligence; Artificial intel-
ligence.
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1 INTRODUCTION
To advance knowledge by enabling unprecedented AI speed and
scalability, the Pittsburgh Supercomputing Center (PSC), a joint
research center of Carnegie Mellon University and the University
of Pittsburgh, in partnership with Cerebras Systems and Hewlett
Packard Enterprise (HPE), has deployed Neocortex [1], an innova-
tive computing resource that is accelerating scientific discovery
by vastly shortening the time required for deep learning train-
ing/inference, fostering greater integration of deep AI models with
scientific workflows, and providing revolutionary innovative hard-
ware for the development of more efficient algorithms for artificial
intelligence and graph analytics. Neocortex advances knowledge
by accelerating scientific research, enabling development of more
accurate models and use of larger training data, scaling model par-
allelism to unprecedented levels, focusing on human productivity
by simplifying tuning and hyperparameter optimization, and pro-
viding a transformative hardware and software platform for the
exploration of new frontiers.

Neocortex is the first system of its kind. It is by design a testbed
that aims to inform future system acquisitions within PSC and by
the national advanced computing community.

Neocortex is the first architecture that couples Cerebras CS-1
servers with a large-memory front end, specifically, HPE Super-
dome Flex server, to enable scaling and increase ease of use. This
integration advances the frontiers of scaling to multiple CS-1 sys-
tems, high corecount servers driving many PCI Express lanes, and
internode bandwidth. This paper aims to describe integration chal-
lenges, design considerations, and the ways in which the Neocortex
system was architected and configured to respond to them. Results
of the integration in the form of software artifacts have been made
available as a public repository for the enrichment of our wider
HPC community. It includes detailed configuration information
and scripts that can be easily reused for other systems with similar
architectures.

2 SYSTEM COMPONENTS
The novel Neocortex architecture couples two powerful Cerebras
CS-1 AI servers with a large shared memory HPE Superdome Flex
HPC server to achieve unprecedented AI scalability with carefully
designed system balance (Figure 1).
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Figure 1: Neocortex System Architecture.

2.1 Cerebras CS-1: AI Engines
Each Cerebras CS-1 is powered by one Cerebras Wafer Scale Engine
(WSE) processor, an unprecedented high-performance processor
designed specifically to accelerate deep learning training and in-
ferencing. The Cerebras WSE contains 400,000 AI-optimized cores
implemented on a 46,225mm2 wafer with 1.2 trillion transistors.
An on-chip fabric provides 100 Pb/s of bandwidth through a fully
configurable 2D mesh with no software overhead. The Cerebras
WSE includes 18GB of SRAM accessible within a single clock cycle
and at 9 PB/s bandwidth. The Cerebras WSE is uniquely engineered
to enable efficient sparse computation, wasting neither time nor
power multiplying the many zeroes that occur in deep networks.
The Cerebras CS-1 software can be programmed with familiar AI
frameworks such as TensorFlow and PyTorch, which for execu-
tion efficiency are mapped onto an optimized graph representation
and model-specific computation kernels. The CS-1 also supports
native code development. Support for the most popular deep learn-
ing frameworks and automatic, transparent acceleration provide
researchers with exceptional ease of use.

2.2 HPE Superdome Flex: Front End
The HPE Superdome Flex (“SDF”) HPC server of Neocortex is a
compute and memory intensive, user-friendly front end for the
Cerebras CS-1 servers. It enables flexible pre- and post-processing
of data flowing in and out of the attached WSEs, preventing bot-
tlenecks from taking full advantage of the WSE capability, and
implementing advanced deep learning functions such as augmen-
tation, hyper-parameter and model optimization, and ensemble
learning. The Superdome Flex is robustly provisioned with 24 TB
of RAM, 204.8 TB of high-performance NVMe flash storage, 32
Intel Xeon Platinum 8280 CPUs (896 cores in aggregate), and 24
100GbE network interface cards to maximize flexibility for scaling

applications across both CS-1 systems. Internally, the HPE Super-
dome Flex is interconnected by a custom memory fabric ASIC for
cache-coherent hardware shared memory sustaining 850GB/s. Its
large, fast memory and high compute performance enable training
on very large datasets with ease, avoiding the laborious task of
splitting and load-balancing datasets across worker nodes.

2.3 Bridges-2: Data & General Computing
Neocortex is federated via 16 InfiniBand HDR-100 connections (ag-
gregate 1.6 Tbps) with Bridges-2 [1], an NSF-supported capacity
resource into which Bridges-AI [2] is also being integrated. This
yields great benefits to the user community including access to the
Bridges-2 filesystem to manage persistent data; general-purpose
computing for data preprocessing and traditional machine learning;
interoperation with data-intensive projects using Bridges-2; and
high-bandwidth external network connectivity to other XSEDE
Service Providers, campus, labs, and clouds.

Two additional servers were added as management nodes for
logins, editing, and running Slurm services. These provide effective
access to the eight individual SDF chassis that have been configured
as two separate socket partitions for high availability.

3 INTEGRATION GUIDELINES
Users run jobs on the Neocortex system by applying the Cerebras
container (implemented in Singularity) to data that is resident on
Superdome Flex’ internal NVMe SSD-based filesystem. Large data
or data from simulations may originate in Bridges-2. Consequently,
the integration goals for Neocortex were as follows:

• Enable running a single job across both CS-1 systems.
• Enable running multiple jobs concurrently.
• Utilize the full 1.2 Tbps bandwidth to each CS-1.
• Maximize the bandwidth from Bridges-2’s Jet filesystem.
• Maximize ease of running jobs via the Slurm scheduler.

4 INTEGRATION APPROACH
Integration consisted of three aspects: physical integration, consist-
ing of datacenter and cooling; networking and kernel, consisting
of connectivity and kernel-level optimizations; and systems soft-
ware and applications, consisting of scheduling and application
optimizations. Integration test are also presented.

4.1 Physical Integration
All integration and hosting of the CS-1s, Superdome Flex, network-
ing equipment, Coolant Distribution Unit (CDU), power-delivery
hardware, and Bridges-2 takes places in PSC’s datacenter. This sin-
gle facility is critical for integrating the systems. Adaptation was
required to support the power and cooling requirements of the
Cerebras hardware.

4.1.1 Chilled Water Cooling. Each CS-1 consumes up to 20 kW
of power in only 16U (28 inches) of space, requiring specialized
cooling to avoid overheating. The system involves two cooling
loops. A primary loop mixes water with glycol coolant that traverse
the CS-1s using pumps, then transfers heat onto a secondary loop
(i.e., the datacenter’s chilled water supply) via a heat exchanger. A
Coolant Distribution Unit (CDU) between the datacenter’s chilled
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water and the Cerebras CS-1 units supplies water at the required
temperature and pressure; in our case, lowering the pressure and
raising the temperature. After significant analysis, we chose the
Motivair MCDU-25 [3], which has 625 kW of thermal capacity.

4.2 Networking and Kernel Optimizations
4.2.1 Multi-homed system. To reach the target data transfer speeds,
multiple network interfaces were added to the Superdome Flex.
Each of the eight chassis has two HDR-100 InfiniBand network
interfaces, and each socket partition has six 100GbE network in-
terfaces, for a total of 1.6 Tbps over InfiniBand to the Bridges-2
filesystems and 1.2 Tbps over Ethernet to each CS-1. The Super-
dome Flex is a multi-homed system that must actively use all of its
network interfaces optimally to attain the target transfer speeds.

Having multiple interfaces can create issues at the Operating
System (OS) level. Two options to address these issues are: 1) have
each interface use a different subnet, or 2) use the same subnet for
all of the interfaces. The first approach requires more processing
on the network layer (layer 3), requiring routing for all packets. For
the second approach, each interface has a different IP address under
the same network, and no routing is required for transferring data
over Ethernet as both the Superdome Flex and the CS-1 network
interfaces are connected to the same layer 2 (switching) device,
allowing faster data transfer at the cost of additional configuration.

For implementing the single subnet approach, there is a known
behavior in which the OS (Linux) binds IP addresses to the system
itself and not to the network interfaces, requiring modification to
several settings to ensure that communication takes place using
individual network paths:

• Address Resolution Protocol (ARP) flux: Required for the OS
to reply to ARP calls using only the interface that is being
queried and not any of the other interfaces.

• Policy-based routing [5]: Required so the traffic is sent in
parallel over all the SDF 100GbE network interfaces to each
of the CS-1’s network interfaces. The default behavior is for
the OS to use the first NIC based on the network distance to
the target. This is done by defining multiple routing tables
and routes and rules, and specifying that packets originat-
ing from each of the local 100GbE IP addresses should be
transferred only over that specific device. Interface bonding,
an alternative, is not currently supported by the Cerebras
network stack.

4.2.2 Superdome Flex Kernel Optimizations. Several kernel opti-
mizations were performed to optimize data transfer:

• Total number of processes: The default (OS) ulimit value
was increased from 1024 (which was too low) to a value
appropriate to the jobs to be executed, for example, 4096.

• Network window size: Small window sizes perform poorly
when transferring large volumes of data. Increase the default
window by trying different combinations for identifying the
performance sweet-spot.

• Security settings were optimized to allow clean starts of the
Mellanox drivers and unimpeded flow of network traffic to
and from the Superdome Flex.

• Additional processes: To ensure fast transfer rates, only crit-
ical service processes are run on the Superdome Flex. Any-
thing that is deemed non-critical is stopped and disabled.

• Flash NVMe SSDs RAID configuration: To allow datasets of
considerable size (~10 TB) to be read locally (without net-
work transit) at high speed, local flash storage is aggregated
into RAID arrays for capacity and performance. Each chassis
has eight 3.2 TB NVMe SSDs, which were configured into
a performant RAID0 configuration of 25 TB aggregate. The
highest bandwidth can be achieved by the four CPUs con-
nected in the same chassis as the local RAID0 array. To make
it easy to use the NVMe array local to the CPU resources
granted by Slurm, an epilog script sets an environment vari-
able pointing to the disk array in the NUMA domain.

4.3 Systems Software and Applications
4.3.1 Slurm configuration. A base Slurm configuration is used, to
which the CS-1 boxes were added as special resources with the
accounting and configless slurm extensions added for tracking
usage and only managing the configuration files from the central
Slurm host, respectively.

Initially, the CS-1 supports only one training process at a time.
This will be extended to multiple training processes in the future.
Starting an additional training processes terminate any ongoing
training job, so it was crucial to enforce that only one researcher
can use a CS-1 box at a time.

This was achieved by setting the CS-1s as generic resources on
the Slurm configuration [4], requiring any training job to explicitly
request a CS-1 so it is granted exclusive access and making the
CS-1s “special resources” that must be booked before being used.

Since both CS-1 boxes are in the same layer 2 (switching) network
and there are no authorization controls, an additional mechanism
to GRES was required for enforcing exclusive use of the CS-1s. This
involved two steps:

• A script was added to the Slurm epilog, setting the CS-1 IP
address (required for starting training jobs) and passing it
on to the jobs programmatically as an environment variable
to be used by the Cerebras container used for training.

• OS-level firewall policies for the network connectivity be-
tween the Superdome Flex and the CS-1s were set to be re-
stricted by default and only allowed while Slurm has granted
access to each special resource over the lifetime of a job.

4.3.2 Application-Level Optimizations for Improved Throughput.
Transferring data using a single thread will be limited by the CPU
process running the transfer.Multiple threadsmust be started across
the available CPU resources to allow each of the CPUs to use all
of the available network interfaces evenly. The following steps are
required for fast transfers:

• Multiple threads or processes must be started for copying
the data, in which the number of parallel instances should
be determined based on the dataset characterization, such
as the total number of files to use and their average size.

• The input data is expected to be readily accessible to the
processes and threads running on the CPUs, whether it is
being accessed via a very fast shared-filesystem or locally
available on the NVMe high-speed storage.
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• The processes for copying data are expected to be pinned by
users to specific CPU cores and RAMmappings to guarantee
that all of the resources available are used evenly. This can
be done by specifying the NUMA nodes to be used when
starting processes, for example, with numactl.

• Direct I/O: There are different ways to read and write infor-
mation, and even if the training jobs that are started by the
Cerebras container already have a set logic for streaming
data into the CS-1, any other data transfers that have to be
performed should use direct I/O for best performance.

4.4 Integration Tests
The following tests confirmed correct integration of Neocortex:

• Compilation and training using the Cerebras Singularity
container: The latest container is available on the shared
filesystem and/or the SDF local storage. A health test and a
sample training job successfully run on the CS-1 boxes.

• Even CPU cores usage for jobs: The jobs span tasks (pro-
cesses) evenly across all available CPU cores on the SDF to
avoid overloading the network interface cards, NVMe drives,
and memory, which have a set NUMA affinity defined by
the hardware topology of the Superdome Flex internals.

• Connectivity: All the network interfaces (both Ethernet and
InfiniBand) successfully ping the remote IP addresses (CS-
1s, shared filesystem), and the target IP address field from
the response is the same as the origin IP address from the
network interface used for the test. Additionally, all of the
Ethernet IP addresses successfully ping all of the CS-1 IP
addresses, including the “control” IP address.

• Exclusive access to especial resource: Only one user is able
to use a CS-1 at a time. Additional Slurm jobs wait until a
CS-1 becomes available again to satisfy the request.

• Access to shared filesystem: The users have access to the
shared filesystems from both the login node and the Super-
dome Flex socket partitions.

• Data transfer speeds:When copying data from the shared file-
system into the Superdome Flex and following the application-
level optimizations suggested in section 4.2.2, the transfer
rate is at least twice as much as when using a single interface,
with the best case scenario being 8× faster transfer using all
of the available interfaces.

• Data streaming for training: The data streaming rate from
the Superdome Flex into the CS-1s makes use of all of the
available Ethernet interfaces by the worker processes started,
while a process manager takes care of coordinating each of
the data transfer processes.

• Directory permissions: Users have no problems writing into
the locations enabled for Neocortex. Those are: 1) the Bridges-
2 shared filesystem, 2) their local $HOME directories, and
3) the NVMe arrays in the Superdome Flex.

5 EARLY RESULTS
As a result of a successful project integration phase, the Neocor-
tex system has been fully deployed, and science and engineer-
ing early users have gained access early 2021. Fifteen initial re-
search projects across diverse domains including drug discovery,

genomics, molecular dynamics, climate research, computational
fluid dynamics, signal processing and medical imaging analysis
are using the system to speed up their AI training. Science and
performance outcomes from these early users will be published
in the project website (https://www.cmu.edu/psc/aibd/neocortex/)
and in subsequent publications. The experiences and specialized
system configuration required for the successful integration of
the advanced components of Neocortex have been captured, to
the extent possible, in the form of scripts and configurations files
which are publicly available in the Public Neocortex Configura-
tions and Scripts Repository on GitHub, available by request at
https://github.com/pscedu/neocortex-public/. The Neocortex team
is also available to support the deployment of similar systems by
sharing experiences and providing guidance.

6 CONCLUSIONS
TheNeocortex system is an NSF-supported, highly specialized super-
computer designed to enable discovery in science and engineering
research by vastly shortening the time required for deep learning
training and inference, fostering greater integration of deep AI
models with scientific workflows, and enabling the development
of more efficient algorithms for artificial intelligence and graph
analytics. Neocortex is the first system to couple two Cerebras CS-
1 servers and an HPE Superdome Flex. The innovative nature of
the project presented unique challenges that were successfully ad-
dressed through a research collaboration with Cerebras Systems
and HPE Labs. The system integration phase of the project has
been advanced successfully, and valuable artifacts have been made
available for the wider community via a public repository. The
Neocortex project has since supported the deployment of similar
systems across the world and shared the resources and experience
gained during the project integration phase. The Neocortex system
is serving early users from various areas of science and engineering
that involve ambitious AI training.
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