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#### Abstract

Graphs arise naturally in numerous situations, including social graphs, transportation graphs, web graphs, protein graphs, etc. One of the important problems in these settings is to identify which nodes are important in the graph and how they affect the graph structure as a whole. Betweenness centrality and closeness centrality are two commonly used node ranking measures to find out influential nodes in the graphs in terms of information spread and connectivity. Both of these are considered as shortest path based measures as the calculations require the assumption that the information flows between the nodes via the shortest paths. However, exact calculations of these centrality measures are computationally expensive and prohibitive, especially for large graphs. Although researchers have proposed approximation methods, they are either less efficient or suboptimal or both. We propose the first graph neural network (GNN) based model to approximate betweenness and closeness centrality. In GNN, each node aggregates features of the nodes in multihop neighborhood. We use this feature aggregation scheme to model paths and learn how many nodes are reachable to a specific node. We demonstrate that our approach significantly outperforms current techniques while taking less amount of time through extensive experiments on a series of synthetic and real-world datasets. A benefit of our approach is that the model is inductive, which means it can be trained on one set of graphs and evaluated on another set of graphs with varying structures. Thus, the model is useful for both static graphs and dynamic graphs.


Source code is available at https://github.com/sunilkmaurya/GNN_Ranking
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## 1 INTRODUCTION

Graphs provide a simple way to abstract the data into simple structures that are easy to understand and convenient to process. They preserve the flow of information and interaction patterns in real-world data. Thus, graphs can be used to uncover properties of the data and gain meaningful knowledge from it. One of the crucial tasks is to find the ranking of the nodes in graphs in terms of information spread and connectivity [50,54]. Node ranking helps narrow down our focus from a huge population of data points to small and more relevant data points. Based on the situation, it can help us to take appropriate actions. For example, in the case of infectious diseases [13, 70], it can help to find susceptible people who are more prone to spread disease once infected. Targeted immunization can curb the disease spread in its infancy and before it becomes an epidemic while minimizing resource utilization. Similarly, in social networks, spread of misinformation can be prevented [61]. In road and power infrastructures, finding critical points can help to take preemptive actions to make systems more robust to failures. Thus, the study of node ranking is an essential part of graph analysis.

In general, researchers have proposed centrality measures for node ranking and these measures provide us a quantitative view of how nodes play a certain role in the graph and how their presence or absence affects the graph structure as a whole. Some of the proposed measures are betweenness centrality [10, 31, 57], closeness centrality [2, 8, 66], PageRank Centrality [12, 23, 29, 34], and so on. All of these measures rank nodes based on certain criteria. In this article, we will focus on two widely used shortest path based measures: betweenness centrality and closeness centrality.

Betweenness centrality ranks nodes based on how they facilitate the information flow in the graph. Removal of nodes with high betweenness can disrupt the flow of information in graph structure significantly [8]. Betweenness centrality has been used for various purposes such as analysis of knowledge networks [62], contingency analysis in power grid systems [41], the study of biological graphs [42], and traffic monitoring in transportation networks [63].

Closeness centrality is a measure of how close a given node is with respect to all other nodes in the graph. It determines the ease with which a node can propagate information across the graph. Closeness centrality has been used to identify influential nodes in social network community [55], and to determine the expected arrival or hitting time for information or disease spreading through the community $[8,9]$.

Both betweenness centrality and closeness centrality require the calculation of the shortest paths in the graph. As such, calculating the exact centrality value is prohibitive for large graphs in practice, many approximation algorithms based on sampling techniques have been proposed. Geisberger et al. [32] propose a method to approximate betweenness centrality by sampling $k$ starting nodes (pivots) to find the shortest paths and estimate betweenness centrality for all nodes. Riondato et al. [65] take a different approach while providing a theoretical guarantee. $r$ shortest paths are chosen between randomly sampled source-target node pairs, and betweenness is approximated based on these paths. Borassi's algorithm [7] provides an adaptive sampling technique for sampling shortest paths, which provides a faster computation of betweenness within a given absolute error. For approximations of closeness centrality, Eppstein et al. [26] and Okamoto et al. [58] provide algorithms based on single-source shortest path computations on uniformly sampled nodes for a given graph. Cohen et al. [19] propose an improved algorithm based on a hybrid approach.

However, more often, these random sampling-based methods lead to sub-optimal ranking accuracy. There is usually a tradeoff between time and accuracy with higher accuracy requiring more samples, thus higher execution time and vice versa. In this article, ${ }^{1}$ we propose the use of Graph

[^1]Neural Networks (GNNs) to solve the problem of approximation of shortest-path based centrality measures with higher ranking accuracy in a low amount of time. GNN is a type of neural network architecture that leverages graph structure and node/edge feature information to learn node or graph representations that can be used for many different downstream tasks. The general principle behind GNNs is the node feature aggregation scheme along the edges in the graph. In a multilayer GNN model, each node aggregates features of its neighbors, which lie along all the paths starting or ending at the given node. With repetitive aggregation, the resulting node representation captures the structural information of its neighborhood. One prominent example is the use of graph representations to classify input graphs based on their structure [27, 40, 51, 73]. Building on capability of GNN to learn the graph structure, we propose a novel selective feature aggregation scheme based on the shortest paths in the graph. The input graph is preprocessed, and the adjacency matrix is modified such that the node aggregate features over multiple hops along possible shortest paths in the graph. We then use a ranking based loss to learn a scoring function that maps the aggregated information of the node to a score correlated with the centrality measure scores.

We propose two variants of the model GNN-Bet and GNN-Close for approximating betweenness and closeness centrality, respectively. As per our knowledge, we are the first to propose robust GNN based algorithms for this task. One of the significant benefits of our model is that we can use the computational power of GPUs and once trained, the inference time of our model is very small, in order of milliseconds. Another benefit of our approach is that the model training is inductive, which means that it can be trained on one set of graphs and can be evaluated on another set of graphs with varying structures. The trained model can be used to perform ranking approximations for both static graphs as well as dynamic graphs (with multiple snapshot representation). We demonstrate that our approach dramatically outperforms current techniques (while taking less amount of time) through extensive experiments on a series of synthetic and real-world datasets. For betweenness approximation on static graphs, our model is up to 37 times faster than other methods while providing higher ranking performance. We also show that our proposed betweenness variant of the model is suitable for betweenness approximations for dynamic graphs and is up to 14 times faster in providing node ranking approximations. Closeness approximation variant of our model takes a similar time to the comparison method while providing comparable or better approximations. The rest of this article is organized as follows. Section 2 presents the definition of betweenness and closeness centrality and reviews GNN. In Section 3, we propose our approach. Section 4 reports the experiment results. Section 5 surveys related work. Finally, Section 6 gives our conclusion.

## 2 PRELIMINARIES

### 2.1 Betweenness Centrality

One of the ways a node can be ranked is based on its ability to control the spread of information between other nodes. Ranking of nodes based on this criterion is called betweenness centrality [10, 31, 57]. The main idea behind betweenness centrality is that a given node is central if many shortest paths pass through it. A high value of betweenness centrality for a node means this node lies on many shortest paths between other nodes and helps to pass information between other nodes. In other words, these nodes act as "bridges" in the graph. Removing these nodes from the graph will lead to longer paths for information to travel between other nodes. For a given graph $G=(V, E)$, betweenness centrality of a node $v$ is defined as

$$
\begin{equation*}
\mathrm{BC}(v)=\sum_{u \neq v \neq w} \frac{\sigma_{u w}(v)}{\sigma_{u w}} \tag{1}
\end{equation*}
$$

where $\sigma_{u w}$ denotes the total number of shortest paths from node $u$ to $w$ and $\sigma_{u w}(v)$ denotes the number of paths from $u$ to $w$ going through node $v$.

### 2.2 Closeness Centrality

Closeness centrality $[3,4,30]$ gives a measure of how close a given node is to other nodes. Higher closeness centrality means that the node can spread information easier to other nodes. The closeness centrality of a node $v$ can be defined as

$$
\begin{equation*}
\mathrm{CC}(v)=\frac{n-1}{\sum_{u \in V} d(v, u)} \tag{2}
\end{equation*}
$$

where $d(v, u)$ denotes shortest distance from node $v$ to $u$.
In simple terms, closeness centrality is proportional to the average of shortest distances from node $v$ to other nodes. Both betweenness and closeness centrality require calculation of the shortest paths in the graph. Calculating the exact centrality value requires time complexity of $\Theta(|V||E|)$, and thus it is prohibitive for large graphs. To overcome this issue, researchers have proposed approximations algorithms based on sampling techniques. However, these are either less efficient or suboptimal or both. For more details, please refer to Section 5.

### 2.3 Graph Neural Networks

In recent years, many neural network models [17, 24, 45, 68] have been proposed for graphstructured data and generally known as GNNs. In all of these models, the structure of the graph is used to aggregate the feature information of nodes and edges [37]. Based on the feature aggregation pattern, a neural network is trained to predict node labels, edge existence probabilities between two nodes and so on. All of these existing models can be generalized under a single common Message Passing Neural Network (MPNN) framework [33].
2.3.1 Framework Design. Let $G=(V, E)$ denote the graph with given node feature vectors as $X_{v}$ for $v \in V$. A GNN is designed in such a way that it takes the graph $G$ and feature information matrix of nodes/edges as input and is trained against some arbitrary loss function designated for a specific task. Similar to any other neural network architecture, GNN has a predetermined number of layers decided based on the multitude of factors like task in hand, characteristics of input graphs, the diameter of graph, etc.

At any given GNN layer, each node aggregates the features of its neighbors, which can also be considered as a message passing phase. Node feature vector is updated by combining its own feature vector with aggregated features from its neighbors. This aggregation operation is repeated for each layer in GNN. Mathematically, the aggregation operation can be formulated as follows.

$$
\begin{gather*}
a_{v}^{(k)}=\operatorname{AGGREGATE}^{(k)}\left(\left\{h_{u}^{(k-1)}: u \in N_{v}\right\}\right),  \tag{3}\\
h_{v}^{(k)}=\operatorname{COMBINE}^{(k)}\left(h_{v}^{(k-1)}, a_{v}^{(k-1)}\right) . \tag{4}
\end{gather*}
$$

In Equation (3), the feature vectors $h_{u}$ of neighboring nodes are aggregated for $k$ th layer. The AGGREGATE operation can vary based on the model requirement and can represent summing, averaging, or max-pooling of feature vectors. In Equation (4), the aggregate feature vector is then added to the node feature vector. At the end of each layer, the node has cumulative feature information of the node's neighbors in the current layer and all previous layers. Then, the aggregated features are mapped to a learnable weight matrix and a nonlinear transformation like ReLU is used. The output of each layer is then forwarded as the input to the next layer. After K number of iterations, the node embedding vector at the final layer captures the structural as well as node feature information of all neighbors from 1-hop distance to $k$ th hop distance.

Our proposed GNN framework is constructed following a similar design as mentioned above. In [71], the authors propose a simplified GNN model by removing weights and non-linearity from layers. The simplified model has similar performance to the standard GNN model in classification tasks. However, in our proposed framework, we keep the learnable weights and nonlinearity between neural network layers, as we found that the model performed better in this case.
2.3.2 Message Passing in GNN. As discussed earlier, each node aggregates feature information of its neighbors for multiple hop distances. This aggregation scheme resembles breadth first search (BFS) from a node and the feature information flow through all available paths in the graph. Both betweenness centrality and closeness centrality measures, in their calculation, aggregate node contributions by performing BFS (to find shortest paths) from each node. Similarly, in our proposed message passing scheme, we restrict the flow of feature information along certain paths, which are more likely to be the shortest paths in the graph.

Most straightforward formulation to aggregate feature information is multiplying the adjacency matrix to the feature matrix. As rows of adjacency matrix denote indices of node's neighbors, the process of matrix multiplication is similar to the embedding lookup of neighbors from the feature matrix and adding them together. To implement our message passing scheme, we modify the adjacency matrix and perform feature aggregation operation. In-depth details of the construction of our model with the proposed scheme are explored in Section 3.

## 3 PROPOSED FRAMEWORK

In Section 2, we observe the similarity in betweenness/closeness centrality formulation and aggregation scheme of GNNs. Taking advantage of this similarity, we propose two variants of GNNbased models that can be trained to approximate betweenness centrality (GNN-Bet) and closeness centrality (GNN-Close) in the graphs. In message passing scheme of GNNs, we observe that each node accumulates the feature vectors of its multi-hop neighbors with the increase in the number of layers or conversely, each node's feature is spread across the graph with each consecutive layer. We use this feature information flow to model paths in the graph. A node that is connected to many other nodes through paths of varying length is able to accumulate more features across the graph.

As both betweenness centrality and closeness centrality measures are based on paths in the graph, we can use GNNs to model the approximation of their calculation. Some other ranking methods like Eigenvector centrality, PageRank centrality are based on iterative methods on the graph. In this article, we have not explored the approximations of these types of centrality measures.

The general construction of our proposed framework is similar to other GNNs; however, there are two key differences in our framework, which aid to approximate betweenness and closeness centrality:
(i) First major difference is the use of constrained message passing scheme. In calculations of betweenness and closeness centrality, we do not consider all paths between nodes but shortest paths. In order to approximate these centrality measures in our model, we restrict the feature information flow through edges that lie along the shortest paths. Unlike other GNN frameworks, where regular adjacency matrix is used, we use a modified adjacency matrix such that the feature aggregation in each layer is confined along possible shortest paths. The modification procedure for betweenness variant and closeness variant differs slightly based on the feature gathering scheme.
(ii) The second main difference is that we do not add the node's own feature vectors with the current layer neighborhood feature aggregation vector. This avoids cumulative feature


Fig. 1. Figure shows aggregation scheme for betweenness variant on a directed graph. Features of nodes on both incoming and outgoing paths are aggregated at green node. Dashed arrows show direction of feature flow along the edges. Nodes lying on incoming paths are marked red and outgoing paths marked as black. Yellow nodes do not have shortest paths going through and the corresponding rows are set as zero.
aggregation with subsequent layers and at each layer, the node has unique information about its neighborhood at k-th hop.

### 3.1 Zero Shortest Path Nodes

Both betweenness centrality and closeness centrality measures are based on the calculation of the shortest paths. In our proposed model, we identify beforehand the nodes which have no shortest paths going through them. There are two possible ways to identify such nodes:
(1) When a node has no path going through it. This condition arises when the node either does not have incoming neighbors or does not have outgoing neighbors. For example, in Figure 1, nodes $1 \& 5$ have no incoming neighbors and node $12 \& 13$ have no outgoing neighbors. Hence, these nodes have no paths going through them.
(2) When a node's neighbors form cliques such that there is no shortest path going through the node. To identify such nodes, we look at incoming neighbors and outgoing neighbors of a given node. Then, we check of there are edges from each incoming neighbor to all outgoing neighbors. For nodes, where all incoming neighbors are directly connected to outgoing neighbors, there will be no shortest paths going through them. For instance in Figure 1, node 2 has incoming neighbor node 1 and outgoing neighbor node 3. However, node 1 is directly connected to node 3 , therefore, there is no shortest path going through node 2.

With following above-mentioned criteria, we can identify nodes with no shortest paths going through them. We refer to these nodes collectively as $N_{z p}$. In general, GNN aggregation scheme, a node aggregates the feature of neighboring node $N_{k}$ at k-th hop via a path going through sequence of neighboring nodes lying on consecutively decreasing hop distance from source node i.e., ( $N_{k} \rightarrow N_{k-1} \rightarrow N_{k-2} \rightarrow \cdots \rightarrow N_{2} \rightarrow N_{1}$ ). In order to restrict feature information flow along possible shortest paths, we can modify the aggregation scheme such that nodes $N_{z p}$ do not act
as intermediary nodes and no feature information of can flow through the paths that are passing through the nodes $N_{z p}$.

In rest of the section, we provide details about the construction of both betweenness and closeness variant.

### 3.2 Betweenness Variant

In a given graph, a node with high betweenness centrality has a large number of shortest paths going through it, and these paths can be considered as a combination of a set of incoming paths and a set of outgoing paths to the node. In betweenness variant GNN-Bet, we use a selective feature aggregation scheme to estimate the number of shortest paths through the node. Incoming paths and outgoing paths are considered separately, and feature aggregation for both types of paths are performed in parallel. The adjacency matrix of the graph is used for outgoing paths and the transpose of adjacency matrix for incoming paths.
3.2.1 Adjacency Matrix. The first step is to identify the nodes $N_{z p}$, which have no shortest paths passing through them (as discussed previously in Section 3.1). During the feature aggregation step, feature information should not flow through these nodes. To achieve that, we set the rows corresponding to nodes $N_{z p}$ in the adjacency matrix and its transpose to zero (refer Figure 1). With this modification, nodes $N_{z p}$ have no entries for neighbors in their corresponding rows in the adjacency matrix. Hence during the aggregation step, these nodes do not receive any feature information from other nodes and have zero feature information at the output of the layer. This helps to avoid feature flow information through paths that are passing through such nodes as intermediary nodes. Please note in during model initialization all nodes are assigned unique embeddings. In the aggregation step of the first layer, $N_{z p}$ nodes pass their own feature information to neighboring nodes (path length is one). However, in subsequent steps, $N_{z p}$ nodes act as an intermediary (for path length 2 or more) and do not propagate any feature information.

We denote the new modified adjacency matrix as $A_{\text {mod-row }}$. The nodes $N_{z p}$ have zero betweenness as per the definition, so with zero feature information, during training, the model learns to distinguish their ranking with respect to other nodes with aggregated feature information.
3.2.2 Model Layer. Initial features of nodes are embedding lookup from the weight matrix of the first layer. At the k -th layer, node aggregates features of its $k$-hop neighbors. In our model, we define aggregation as the sum of feature vectors. At each layer, when the feature matrix is multiplied with the adjacency matrix, each node sums up the features of all of its neighbors. Then, the aggregated node features from each layer are mapped to a Multilayer Perceptron (MLP) unit to output a vector whose values contain a single score corresponding to the node. This MLP learns to predict a single score based on the input features. Single MLP unit is used to output scores for all layers. The output score of all layers are summed separately for incoming and outgoing paths for a node. In our experiments, we use an MLP unit comprising three fully connected layers with ReLU as non-linearity.

The feature vectors of in-degree neighbors and out-degree neighbors are accumulated for multiple hops using two matrices. This aggregation approximates the information of incoming paths and outgoing paths to a given node. Hence using our proposed framework, we get two scores for all in-degree neighbors and out-degree neighbors. As the number of paths passing through a given node is the combinations of incoming paths and outgoing paths through the node, the in-degree and out-degree scores are multiplied in order to get the final score for each node. Figure 3 shows the schematic diagram of the betweenness variant of the model. Pseudo-code of the forward propagation of the model with feature aggregation scheme is presented in Algorithm 1. At line 1 and 2, adjacency matrix and its transpose is modified (row-wise) to get input matrices $\tilde{A}_{\text {out-degree }}$ and

```
ALGORITHM 1: GNN-Bet (Forward propagation)
    Input: Directed Graph adjacency matrix \(A\); depth \(K\); non-linearity ReLU; weight matrices \(W^{(k)}\)
    Output: Betweenness Centrality value vector, \(S_{(B e t)}\)
    \(\tilde{A}_{\text {out-degree }} \leftarrow\) ModifyAdjacencyRow \((A)\)
    \(\tilde{A}_{\text {in-degree }} \leftarrow \operatorname{ModifyAdjacencyRow}\left(A^{T}\right)\)
    for \(k=1 \ldots K\) do
        \(H_{\text {out-degree }}^{(k)} \leftarrow \operatorname{ReLU}\left(\tilde{A}_{\text {out-degree }} H_{\text {out-degree }}^{(k-1)} W^{(k)}\right)\)
        \(H_{\text {in-degree }}^{(k)} \leftarrow \operatorname{ReLU}\left(\tilde{A}_{\text {in-degree }} H_{\text {in-degree }}^{(k-1)} W^{(k)}\right)\)
        \(S_{\text {out-degree }}^{(k)} \leftarrow \operatorname{MLP}\left(H_{\text {out-degree }}^{(k)}\right)\)
        \(S_{\text {in-degree }}^{(k)} \leftarrow \operatorname{MLP}\left(H_{\text {in-degree }}^{(k)}\right)\)
    end
    \(S_{\text {out-degree }} \leftarrow \sum_{k=1 . . K}\left|S_{\text {out-degree }}^{(k)}\right|\)
    \(S_{\text {in-degree }} \leftarrow \sum_{k=1 . . K}\left|S_{\text {in-degree }}^{(k)}\right|\)
    \(S_{(\text {Bet })} \leftarrow S_{\text {out-degree }} \times S_{\text {in-degree }}\)
```

$\tilde{A}_{\text {in-degree }}$ to GNN layer. For each k-th layer $\{\mathrm{k}=1 \ldots \mathrm{~K}\}, W^{(k)}$ represents the weight matrix and $H^{(k-1)}$ represents the output from the previous layer. MLP is used to map the output node embeddings from each layer to a score vector $S^{(k)}$. Scores are combined from each layer as represented in the line 9-11 to get final centrality scores for all the nodes.

### 3.3 Closeness Variant

Closeness centrality has two variations: incoming closeness centrality and outgoing closeness centrality, based on consideration of incoming paths or outgoing paths for the nodes. We focus on the outgoing closeness centrality and use a simple adjacency matrix as input in our model. In case incoming closeness centrality is to be approximated, transpose of adjacency matrix can be used in the model.

For closeness variant of model GNN-Close, we consider paths that originate from source node and end at other nodes. The paths in the graph, which go through $N_{z p}$ are not considered, so we need to identify $N_{z p}$ in this case as well. Unlike betweenness centrality, nodes $N_{z p}$ can have non-zero closeness centrality values, so we use different adjacency matrix modification scheme.
3.3.1 Adjacency Matrix. Similar to the betweenness variant, we identify the nodes which have no shortest paths going through them. To ensure no features flow through edges of these nodes to other nodes, we modify the adjacency matrix by setting the columns corresponding to these nodes to zero (refer Figure 2). We refer to this matrix as $A_{\text {mod-col }}$. This operation removes the entries of $N_{z p}$ nodes as neighbor of other nodes and avoids any feature aggregation through them when the path length is 2 or more. However, for the first layer, we still aggregate $N_{z p}$ nodes own features. Therefore, we use the normal adjacency matrix for the first layer and modified adjacency matrix for subsequent GNN layers. To summarize, with this scheme, $N_{z p}$ pass their own feature information to other neighbors in first iteration but do not act as intermediary for further feature aggregation in later iterations.
3.3.2 Model Layer. As we use an unchanged adjacency matrix in the first layer, nodes aggregate features of all its neighbors. For further layers, we use a modified adjacency matrix and restrict


Fig. 2. Figure shows aggregation scheme of closeness variant along outgoing paths on a directed graph. Features are being aggregated at green node. Dashed arrows show direction of feature flow along the edges. Yellow node do not have shortest paths going through them and the corresponding columns are set as zero.

```
ALGORITHM 2: GNN-Close (Forward propagation)
    Input: Directed Graph adjacency matrix \(A\); depth \(K\); weight matrices \(W^{(k)}\)
    Output: Closeness Centrality value vector, \(S_{(\text {Close })}\)
    \(A_{\text {mod-col }} \leftarrow\) ModifyAdjacencyCol \((A)\)
    \(H^{(1)} \leftarrow A W^{(1)}\)
    \(S^{(1)} \leftarrow \operatorname{MLP}\left(H^{(1)}\right)\)
    for \(k=2 \ldots K\) do
        \(H^{(k)} \leftarrow \operatorname{ReLU}\left(A_{\text {mod }- \text { col }} H^{(k-1)} W^{(k)}\right)\)
        \(S^{(k)} \leftarrow \operatorname{MLP}\left(H^{(k)}\right)\)
    end
    \(S_{(\text {Close })} \leftarrow \sum_{k=1 . . K}\left|S^{(k)}\right|\)
```

the feature aggregation. Aggregated features of each layer are mapped to an MLP unit to output scores for all layers for each node. Then for each node, output scores from each layer are summed together to get a final score. The output of the model is a score vector. The schematic diagram of GNN-Close is shown in Figure 4 and pseudo-code for the model is described in Algorithm 2. At line 1, input adjacency matrix is modified (column-wise) to output $A_{\text {mod-col }}$. Line 2 and 3 represent feature aggregation in the first layer with the normal adjacency matrix, the output of which is mapped to the MLP layer. For the rest of the layers, the modified adjacency matrix is used for feature aggregation. Layerwise score vectors are then combined to get final closeness centrality score vector $S_{(\text {Close })}$ at line 8 .

### 3.4 Loss Function

We use a ranking loss function to calculate the loss for scores predicted by model with respect to actual betweenness or closeness centrality scores. Ranking loss functions are commonly used in


Fig. 3. Figure above shows the model of betweenness variant. Graph input is represented as an adjacency matrix. There are two parallel aggregation pipelines for incoming and outgoing paths for nodes using adjacency matrix and its transpose, respectively. At each layer, node features are aggregated and the output is mapped to a MLP layer. The output of MLP are added together and then subsequently multiplied to get final output scores of nodes.


Fig. 4. Figure shows the model of closeness variant. Graph input is represented as an adjacency matrix. For first layer simple adjacency matrix is used and for further layers modified representation of adjacency matrix (for closeness variant) is used. Feature aggregation is performed at each layer and layer output is mapped to a MLP layer. Sum of output vectors from MLP give final node ranking vector.
recommender systems [14, 18]. Using this function helps the MLP to learn to predict the score based on the neighborhood of the node at each layer. For the model score, $S_{i}^{(m)}$ and actual betweenness score $S_{i}^{(b)}$, the loss function is defined as follows:

$$
\begin{gather*}
\text { Loss }(x, y)=\max \left(0,-y *\left(S_{i}^{(m)}-S_{i}^{(b)}\right)+\text { Margin }\right)  \tag{5}\\
y=\left\{\begin{aligned}
1 & \text { if } S_{i}^{(m)} \text { should be ranked higher than } S_{i}^{(b)} \\
-1 & \text { if } S_{i}^{(b)} \text { should be ranked higher than } S_{i}^{(m)}
\end{aligned}\right.
\end{gather*}
$$

## 4 EXPERIMENTS

In this section, we present the details of the training and testing of the model. We evaluate our model on synthetic graphs as well as real-world graphs and compare its performance with other betweenness and closeness approximation techniques.

### 4.1 Training Setup

4.1.1 Hardware and Software Setup. All experiments were conducted on Intel Core i7-8700K CPU @ 3.70GHz machine with 12-cores, 64 GB RAM and a single NVIDIA GeForce GTX 1080 Ti GPU with 12 GB graphics memory. Software frameworks used are PyTorch [60] for implementing the proposed model, NetworkX [36] and NetworKit [67] for graph generation and betweenness calculations.
4.1.2 Hyper-parameters. The model size is determined by the largest training/test graph size. For smaller graph inputs, the adjacency matrix of the input graph is placed along diagonal and the rest is padded with zeros. We train the model with Adam as an optimizer with a learning rate parameter set to 0.005 . The number of GNN layers in our model is set to 4 . Calculation of loss value during training requires comparison of node pair rankings, but the total number of combinations of all node pairs can be really large ( $\frac{n(n-1)}{2}$ with $n$ nodes) and computationally prohibitive. In order to avoid this, we randomly sampled node pairs equal to 20 times the number of nodes.

For the betweenness variant, we have used dimension embedding of 12 (limited by GPU memory). For closeness centrality, we set dimension of embedding as 15 .
4.1.3 Training. Given set of graphs are divided into training dataset and test dataset. For graphs in both datasets, exact betweenness centrality and closeness centrality values of nodes are calculated. These values are used in target vectors to train the model and to evaluate the performance of the model during inference time for the test dataset. Self-loops are removed from the input graphs while multi-edges are kept, if present in the graphs. We train the model for 5-10 epochs and training time is approximately $10-15$ minutes. While training the model, it is possible to have different sizes of graphs for training and test datasets. To accommodate all the graphs, the model size is set to be equal to or greater than the number of nodes of the largest graph in training and test datasets combined. The adjacency matrices of smaller input graphs placed along the diagonals and rest dimensions are padded with zeros to make its size compatible to the input layer.

Note that the test graphs are totally unseen during the training stage (inductive settings). As the model is trained, it learns to map aggregated features for each node via MLP to ranking scores. Once trained, the model is able to take new graphs with different sizes or structures as input and provide node ranking approximations. Hence, the model is very robust and can be deployed in various scenarios.
4.1.4 Evaluation Measure. In order to evaluate the ranking quality of model output, we use Kendall's Tau rank correlation coefficient (refer as KT Score) [44] as a ranking measure. For any given pair $\left(x_{i}, y_{i}\right)$ and $\left(x_{j}, y_{j}\right)$, where $i<j$, are said to be concordant if the ranks of both elements in both pairs agree, i.e., both $x_{i}<x_{j}$ and $y_{i}<y_{j}$ or both $x_{i}>x_{j}$ and $y_{i}>y_{j}$. If the ranks don't agree, then they are said to be discordant. For two given lists with $n$ items each, let us $N_{c}$ be the total number of concordant pairs and $N_{d}$ be total number of discordant pairs, then Kendall's ranking coefficient is calculated by:

$$
\begin{equation*}
\tau=\frac{N_{c}-N_{d}}{\frac{n(n-1)}{2}} \tag{6}
\end{equation*}
$$

Table 1. Summary of Real World Datasets Used

| Dataset | \#Nodes | \#Edges |
| :--- | ---: | ---: |
| Wiki-Vote | 7,115 | 103,689 |
| P2p-Gnutella31 | 62,586 | 147,892 |
| Soc-Epinions | 75,879 | 508,837 |
| Soc-Slashdot | 77,350 | 516,575 |
| Ego-Gplus | 107,614 | $13,673,453$ |
| Email-EuAll | 265,214 | 420,045 |
| Web-Google | 875,713 | $5,105,039$ |
| Wiki-Talk | $1,140,149$ | $7,833,140$ |

$\tau$ denotes Kendall's Tau ranking coefficient and its value varies in the range $-1 \leq \tau \leq 1$. Value of 1 means all pairs are concordant (same order) and -1 means all pairs are discordant (opposite order). In our case, we compare the ranking of model output for nodes to the ranking of their real centrality values.

### 4.2 Dataset Preparation

To test the efficacy of our model on various graphs with unique structural properties and show that the model is able to generalize well, we use extensive set of synthetic as well as real-world graphs. We evaluate and compare our proposed model to other betweenness and closeness approximation methods on these graphs.
4.2.1 Synthetic Datasets. For synthetic datasets, we generate three classes of directed graphs namely, Erdos-Renyi random graphs, Scale-free graphs, and Gaussian random partition graphs. Sizes of graphs vary from 50,000 to 100,000 nodes. For each class, 15 graphs are generated with the number of nodes and generation parameters set randomly to incorporate structural variations of the dataset. More details of graph generation parameters and statistics of graphs are provided in Appendix A. For training of the model, five graphs are chosen to create 500 training samples by randomly permuting the node sequence in adjacency matrices and their corresponding target centrality vector. We train the model on the training set and evaluate the performance on 10 graphs in the test set.
4.2.2 Real-World Datasets. For model evaluation on real-world datasets, we have taken eight datasets from Stanford Large Network Dataset (SNAP) website. ${ }^{2}$ Table 1 shows the details for these datasets. Real-world graphs have varying structural properties. Under the weak assumption that real-world graphs have some scale-free graph properties, the model is trained on synthetic scale-free graphs. To create training dataset, five synthetic directed scale-free graphs of 100,000 nodes each are generated using NetworkX. From these five graphs, 250 adjacency matrices are obtained by permuting the node sequences and corresponding betweenness or closeness centrality vectors. Two-hundred of these adjacency matrices are used for training and 50 for validation.

### 4.3 Static Betweenness Approximations

We compare the ranking performance and execution time comparison of our model GNN-Bet to the following betweenness approximation methods for static graphs. Parameters used in these methods are as follows:

[^2]Table 2. KT Ranking Scores Comparison Static Betweenness Approximation on Real World and Synthetic Datasets

| Dataset | KT Score |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | GS | RK | BN | GNN-Bet | Gain |
| Wiki-Vote | 0.866 | 0.844 | $\underline{0.900}$ | $\mathbf{0 . 9 6 7}$ | $+0.067(+7.4 \%)$ |
| P2p-Gnutella31 | 0.849 | $\underline{\mathbf{0 . 9 6 3}}$ | 0.876 | 0.924 | $-0.039(-4.0 \%)$ |
| Soc-Epinions | 0.723 | $\underline{0.826}$ | 0.687 | $\mathbf{0 . 8 9 1}$ | $+0.065(+7.8 \%)$ |
| Soc-Slashdot | 0.766 | $\underline{0.793}$ | 0.639 | $\mathbf{0 . 9 0 9}$ | $+0.116(+14.6 \%)$ |
| Ego-Gplus | $\underline{0.817}$ | 0.673 | 0.515 | $\mathbf{0 . 8 2 1}$ | $+0.004(+0.4 \%)$ |
| Email-EuAll | $\underline{0.889}$ | 0.508 | 0.380 | $\mathbf{0 . 9 9 0}$ | $+0.101(+11.3 \%)$ |
| Web-Google | $\underline{0.755}$ | $0.366^{*}$ | 0.498 | $\mathbf{0 . 7 7 9}$ | $+0.024(+3.1 \%)$ |
| Wiki-Talk | $\underline{0.679}$ | $0.204^{*}$ | 0.271 | $\mathbf{0 . 9 7 9}$ | $+0.300(+44.1 \%)$ |
| Synthetic-ER | $\underline{0.845 \pm 0.05}$ | $0.829 \pm 0.07$ | $0.629 \pm 0.14$ | $\mathbf{0 . 9 0 2 \pm \mathbf { 0 . 0 3 }}$ | $+0.057(+6.7 \%)$ |
| Synthetic-SF | $0.464 \pm 0.02$ | $\underline{0.574 \pm 0.03}$ | $0.411 \pm 0.03$ | $\mathbf{0 . 9 7 6} \pm \mathbf{0 . 0 1}$ | $+0.402(+70.0 \%)$ |
| Synthetic-GRP | $\underline{0.562 \pm 0.06}$ | $0.342 \pm 0.17$ | $0.141 \pm 0.08$ | $\mathbf{0 . 8 9 9} \pm \mathbf{0 . 0 4}$ | $+0.337(+59.9 \%)$ |

Highest KT Score among comparison methods(GS, RK, and BN) is underlined and best ranking performance among all is highlighted with bold font. Performance gain for GNN-Bet is compared with respect to the best KT Score among comparison methods.

- Geisberger [32]: referred as GS. For GS, we need to provide the number of random nodes to be sampled. We set it to 8,192 , which is the maximum number of samples used in the literature even for large graphs.
-Riondato et al. [65]: referred as RK. Two parameters are required, $\delta=0.1$ and $\lambda=0.005$. These values are used by the authors in their article. However, we found that RK was taking too much time for approximation calculations with $\lambda<0.02$, sometimes approaching/exceeding the exact betweenness centrality calculation time. So far large graphs, we show results for $\lambda=0.02$ marked with ' $*$ '.
-Borassi et al. [7]: referred as BN. Parameters are set as $\delta=0.1$ and $\lambda=0.005$ as used in this article.

In Table 2, we compare the ranking performance of our model with other betweenness approximation methods using KT Score. Similarly, Table 3 shows the comparison of execution time in seconds for betweenness approximations. We also show the time taken by exact betweenness centrality computation algorithm provided by Brandes [10] as a reference to compare all approximate algorithms. Execution time of our model is the sum of time taken to identify nodes with zero betweenness and model inference time. For other algorithms, the execution time is shown. For synthetic graphs, the average KT score (in Table 2) and the average time taken (in Table 3) for 10 test graphs are calculated and presented.
4.3.1 KT Score Comparison. Table 2 shows KT score for betweenness approximation values for our model and other comparison methods. For real-world graphs, all methods have good ranking performance but the KT Score drops for larger graphs. However, GS has consistently good performance compared to RK and BN for all graph sizes. For synthetic graphs, all methods show high ranking performance on ER graphs, while lower KT Scores for SF graphs and GRP graphs. Our model GNN-Bet, consistently performs well on real-world as well as synthetic datasets with up to $44 \%$ improvement for real-world graphs and up to $70 \%$ for synthetic graphs with respect to the best KT Score on comparison methods.

Table 3. Time Comparison for Static Betweenness Approximation Methods

| Dataset | Time $_{\text {train }}(\mathbf{s})$ | Time (s) |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Exact | GS | RK | BN | GNN-Bet | Speedup |
| Wiki-Vote |  | 0.8 | 7.1 | 1.6 | $\underline{0.2}$ | $\mathbf{0 . 1}$ | $\approx 2 \mathrm{x}$ |
| P2p-Gnutella31 |  | 57.2 | 18.06 | 163.4 | $\underline{5.4}$ | $\mathbf{0 . 2}$ | $\approx 27 \mathrm{x}$ |
| Soc-Epinions |  | 222.1 | 86.5 | 567.9 | $\underline{6.8}$ | $\mathbf{0 . 5}$ | $\approx 14 \mathrm{x}$ |
| Soc-Slashdot |  | 206.7 | 71.2 | 510.3 | $\underline{5.96}$ | $\mathbf{0 . 9}$ | $\approx 7 \mathrm{x}$ |
| Ego-Gplus |  | 3845.7 | 979.4 | 7787.5 | $\underline{11.8}$ | $\mathbf{7 . 2}$ | $\approx 2 \mathrm{x}$ |
| Email-EuAll |  | 1091.5 | 99.8 | 985.1 | $\underline{8.1}$ | $\mathbf{1 . 1}$ | $\approx 7 \mathrm{x}$ |
| Web-Google |  | 52422 | 2264 | $8548^{*}$ | $\underline{314.4}$ | $\mathbf{8 . 5}$ | $\approx 37 \mathrm{x}$ |
| Wiki-Talk |  | 32385 | 624.2 | $1115.4^{*}$ | $\underline{32.4}$ | $\mathbf{3 . 6}$ | $\approx 9 \mathrm{x}$ |
| Synthetic-ER | 726.8 | $811.6 \pm 560.1$ | $206.3 \pm 142.0$ | $1354.2 \pm 765.7$ | $\underline{20.2 \pm 3.3}$ | $\mathbf{0 . 6} \pm \mathbf{0 . 3}$ | $\approx 33 \mathrm{x}$ |
| Synthetic-SF | 317.0 | $33.81 \pm 4.4$ | $5.2 \pm 1.7$ | $114.0 \pm 30.7$ | $\underline{1.8 \pm 0.3}$ | $\mathbf{0 . 3} \pm \mathbf{0 . 2}$ | $\approx 6 \mathrm{x}$ |
| Synthetic-GRP | 757.8 | $27.8 \pm 12.5$ | $2.9 \pm 1.4$ | $98.0 \pm 30.7$ | $\underline{1.5 \pm 0.4}$ | $\mathbf{0 . 6} \pm \mathbf{0 . 2}$ | $\approx 2 \mathrm{x}$ |

Lowest execution time among all comparison methods is underlined and bold fonts denotes the fastest method. Speedup gains for GNN-Bet are calculated with respect to fastest among comparison methods.
4.3.2 Execution Time Comparison. Execution time comparison is presented in Table 3. We observe that GS provides good approximations with reasonable execution time, which is lower than exact betweenness values calculations. For RK, the execution frequently approaches/exceeds exact betweenness calculation time if we set parameters for better approximations. The method is therefore good if higher error tolerance is allowed. BN is the fastest among all the comparison methods, taking very little time to output approximation values. However, as evident from Table 2, the ranking accuracy drops at the expense of speed. Our proposed model is up to 37 times faster than $\mathbf{B N}$ for real-world datasets and up to 33 times faster for synthetic graph datasets.

### 4.4 Dynamic Betweenness Approximations

Our model can readily be applied to dynamic graphs, where nodes and edges changes with time. With these changes, we get multiple slices of graphs. Traditionally, we have to re-calculate betweenness centrality on each slice from scratch, which is computationally expensive. More recent methods overcome this limitation by first calculating betweenness for all nodes and then updating the values as the graph changes. However, in practice, this approach is still slower and may not provide good approximations with larger changes in graph. Since our model training is inductive, we can use the trained model for betweenness approximations to get approximations of all slices of dynamic graphs. In this way, our model can provide more accurate and faster approximations.
We compare our model with the algorithm proposed by [38] referred to as HA. In the experiments, for each graph, we initially removed 1000 edges. Then from those 1000 edges, we randomly take 200 edges and add them back to the graph structure while removing 200 different edges from the graph. We repeat this step five times. So at each step, there is a change of 400 edges. We then compare the resulting KT Score and time taken by our model and the comparison method.

Tables 4 and 5 show KT Score and time performance results. Results show significant gains in KT Score (up to $300 \%$ improvement), while still being faster (up to 14 times faster). This shows the versatility of the model to be used for both static and dynamic graphs. We note that if the number of edge changes is smaller (number of edge changes in tens or less), HA may have execution time comparable to our model. However, with smaller changes in graphs, changes in centrality values are not significant and may not be very useful in real-world applications.

Table 4. KT Ranking Scores Comparison for Dynamic Betweenness Approximation Method on Real World Dataset

| Dataset |  | KT Score |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HA | Update- | Update-2 | Update-3 | Update-4 | Update-5 | Gain(avg) |
| Wiki-Vote | HA | 0.8909 | 0.8964 | 0.9013 | 0.9016 | 0.9031 | $+0.0647(+7.2 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 9 6 3 3}$ | $\mathbf{0 . 9 6 3 6}$ | $\mathbf{0 . 9 6 2 3}$ | $\mathbf{0 . 9 6 2 2}$ | $\mathbf{0 . 9 6 5 5}$ |  |
| P2p-Gnutella31 | HA | 0.7233 | 0.7242 | 0.7282 | 0.7269 | 0.7256 | $+0.2023(+27.8 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 9 2 7}$ | $\mathbf{0 . 9 2 8}$ | $\mathbf{0 . 9 2 8}$ | $\mathbf{0 . 9 2 8}$ | $\mathbf{0 . 9 2 9}$ |  |
| Soc-Epinions | HA | 0.5742 | 0.5719 | 0.5746 | 0.5698 | 0.5706 | $+0.3117(+54.4 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 8 8 3 2}$ | $\mathbf{0 . 8 8 3 7}$ | $\mathbf{0 . 8 8 4 7}$ | $\mathbf{0 . 8 8 3 4}$ | $\mathbf{0 . 8 8 4 6}$ |  |
| Soc-Slashdot | HA | 0.5358 | 0.5309 | 0.5368 | 0.5353 | 0.5360 | $+0.3705(+69.2 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 9 0 4 8}$ | $\mathbf{0 . 9 0 5 3}$ | $\mathbf{0 . 9 0 5 3}$ | $\mathbf{0 . 9 0 5 7}$ | $\mathbf{0 . 9 0 6 0}$ |  |
| Ego-Gplus | HA | 0.6073 | 0.6097 | 0.6126 | 0.6144 | 0.6123 | $+0.2001(+32.7 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 8 1 1 1}$ | $\mathbf{0 . 8 1 1 9}$ | $\mathbf{0 . 8 1 1 8}$ | $\mathbf{0 . 8 1 1}$ | $\mathbf{0 . 8 1 1 1}$ |  |
| Email-EuAll | HA | 0.4312 | 0.4292 | 0.4263 | 0.4273 | 0.4316 | $+0.5581(+130.0 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 9 8 7 7}$ | $\mathbf{0 . 9 8 0 8}$ | $\mathbf{0 . 9 8 8 9}$ | $\mathbf{0 . 9 8 9 1}$ | $\mathbf{0 . 9 8 9 9}$ |  |
| Web-Google | HA | 0.3001 | 0.2997 | 0.2988 | 0.2998 | 0.3019 | $+0.4874(+162.4 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 7 6 6 4}$ | $\mathbf{0 . 7 6 6 8}$ | $\mathbf{0 . 7 6 7 3}$ | $\mathbf{0 . 7 6 8 2}$ | $\mathbf{0 . 7 6 8 4}$ |  |
| Wiki-Talk | HA | 0.2389 | 0.2366 | 0.2438 | 0.2402 | 0.2420 | $+0.7369(+306.6 \%)$ |
|  | GNN-Bet | $\mathbf{0 . 9 7 7 0}$ | $\mathbf{0 . 9 7 7 4}$ | $\mathbf{0 . 9 7 7 3}$ | $\mathbf{0 . 9 7 7 2}$ | $\mathbf{0 . 9 7 7 2}$ |  |

Best KT Score are highlighted in bold.

Table 5. Time Comparison for Dynamic Betweenness Approximation Methods

| Dataset |  | Time(s) |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Update-1 | Update-2 | Update-3 | Update-4 | Update-5 | Speedup |
| Wiki-Vote | HA | 3.42 | 2.81 | 3.67 | 3.87 | 3.14 | $\approx 7 \mathrm{x}$ |
|  | GNN-Bet | $\mathbf{0 . 5 3}$ | $\mathbf{0 . 5 2}$ | $\mathbf{0 . 5 1}$ | $\mathbf{0 . 5 4}$ | $\mathbf{0 . 4 4}$ |  |
| P2p-Gnutella31 | HA | 2.07 | 2.17 | 2.10 | 2.07 | 2.04 | $\approx 13 \mathrm{x}$ |
|  | GNN-Bet | $\mathbf{0 . 1 7}$ | $\mathbf{0 . 1 6}$ | $\mathbf{0 . 1 7}$ | $\mathbf{0 . 1 6}$ | $\mathbf{0 . 1 6}$ |  |
| Soc-Epinions | HA | 10.69 | 12.74 | 11.51 | 13.16 | 10.77 | $\approx 14 \mathrm{x}$ |
|  | GNN-Bet | $\mathbf{0 . 9 7}$ | $\mathbf{0 . 8 0}$ | $\mathbf{0 . 8 3}$ | $\mathbf{0 . 8 0}$ | $\mathbf{0 . 8 0}$ |  |
| Soc-Slashdot | HA | 5.79 | 3.82 | 4.56 | 4.20 | 4.20 | $\approx 6 \mathrm{x}$ |
|  | GNN-Bet | $\mathbf{0 . 7 7}$ | $\mathbf{0 . 7 7}$ | $\mathbf{0 . 7 6}$ | $\mathbf{0 . 7 6}$ | $\mathbf{0 . 7 7}$ |  |
| Ego-Gplus | HA | 99.06 | 74.25 | 77.25 | 72.34 | 77.47 | $\approx 12 \mathrm{x}$ |
|  | GNN-Bet | $\mathbf{6 . 9 4}$ | $\mathbf{6 . 8 2}$ | $\mathbf{6 . 9 1}$ | $\mathbf{6 . 8 6}$ | $\mathbf{6 . 2 5}$ |  |
| Email-EuAll | HA | 7.21 | 8.25 | 8.22 | 3.21 | 7.59 | $\approx 7 \mathrm{x}$ |
|  | GNN-Bet | $\mathbf{0 . 8 9}$ | $\mathbf{0 . 9 0}$ | $\mathbf{0 . 8 9}$ | $\mathbf{0 . 9 0}$ | $\mathbf{1 . 1 0}$ |  |
| Web-Google | HA | $\mathbf{4 . 5 6}$ | $\mathbf{4 . 5 3}$ | $\mathbf{4 . 5 7}$ | $\mathbf{4 . 5 1}$ | $\mathbf{4 . 6 1}$ | $\approx 0.8 \mathrm{x}$ |
|  | GNN-Bet | 5.45 | 5.48 | 5.52 | 5.52 | 5.56 |  |
| Wiki-Talk | HA | 3.48 | $\mathbf{3 . 4 8}$ | 4.04 | 3.77 | 3.67 | $\approx 1 \mathrm{x}$ |
|  | GNN-Bet | $\mathbf{3 . 4 5}$ | 3.50 | $\mathbf{3 . 6 1}$ | 3.66 | 3.72 |  |

[^3]Table 6. KT Ranking Scores Comparison for Closeness Approximations on Real-world and Synthetic Datasets

| Dataset | KT Score |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\mathbf{O C}$ | $\mathbf{C D}$ | GNN-Close | Gain |
| Wiki-Vote | $\underline{0.916}$ | 0.567 | $\mathbf{0 . 9 3 7}$ | $+0.021(+2.2 \%)$ |
| P2p-Gnutella31 | $\underline{0.930}$ | 0.926 | $\mathbf{0 . 9 7 8}$ | $+0.052(+5.1 \%)$ |
| Soc-Epinions | $\underline{\mathbf{0 . 9 4 5}}$ | 0.810 | 0.917 | $-0.028(-3.0 \%)$ |
| Soc-Slashdot | $\underline{0.928}$ | 0.778 | $\mathbf{0 . 9 5 5}$ | $+0.027(+2.9 \%)$ |
| Ego-Gplus | $\underline{\mathbf{0 . 9 6 4}}$ | 0.909 | 0.923 | $+0.041(-4.4 \%)$ |
| Email-EuAll | $\underline{\underline{0.847}}$ | 0.494 | $\mathbf{0 . 9 2 7}$ | $+0.080(+9.4 \%)$ |
| Web-Google | $\underline{\mathbf{0 . 9 2 0}}$ | 0.533 | 0.699 | $-0.221(-31.6 \%)$ |
| Wiki-Talk | 0.963 | $\mathbf{0 . 9 7 9}$ | 0.978 | $-0.001(-0.1 \%)$ |
| Synthetic-ER | $\underline{0.812 \pm 0.04}$ | $0.651 \pm 0.26$ | $\mathbf{0 . 9 0 7} \pm \mathbf{0 . 0 3}$ | $+0.095(+11.6 \%)$ |
| Synthetic-SF | $\underline{0.861 \pm 0.04}$ | $0.287 \pm 0.10$ | $\mathbf{0 . 9 0 3} \pm \mathbf{0 . 0 1}$ | $+0.042(+4.8 \%)$ |
| Synthetic-GRP | $\underline{0.527 \pm 0.18}$ | $-0.403 \pm 0.11$ | $\mathbf{0 . 9 7 9} \pm \mathbf{0 . 0 1}$ | $+0.452(+85.7 \%)$ |

Higher KT Score between comparison methods ( OC and CD ) is underlined and best ranking performance among all is highlighted with bold font. Performance gain for GNN-Close is compared with respect to the best KT Score of comparison methods.

Table 7. Time Comparison for Closeness Approximation Methods

| Dataset | Time $_{\text {train }}(\mathbf{s})$ | Time(s) |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | GNN-Close | Exact | $\mathbf{O C}$ | $\mathbf{C D}$ | GNN-Close | Speedup |  |
| Wiki-Vote |  | 0.6 | 0.03 | $\mathbf{0 . 0 2}$ | 0.1 | $\approx 0.2 \mathrm{x}$ |  |
| P2p-Gnutella31 |  | 42.9 | 1.3 | $\underline{\mathbf{0 . 1}}$ | 0.2 | $\approx 0.5 \mathrm{x}$ |  |
| Soc-Epinions |  | 160.7 | 2.1 | $\underline{\mathbf{0 . 3}}$ | 0.4 | $\approx 0.7 \mathrm{x}$ |  |
| Soc-Slashdot |  | 349.0 | 152.7 | 2.0 | $\underline{\mathbf{0 . 3}}$ | 0.5 |  |
| Ego-Gplus |  | 3458.1 | 4.5 | $\underline{\mathbf{2 . 7}}$ | 6.2 | $\approx 0.6 \mathrm{x}$ |  |
| Email-EuAll |  | 807.6 | 3.7 | $\underline{\mathbf{0 . 8}}$ | $\mathbf{0 . 5}$ | $\approx 1.6 \mathrm{x}$ |  |
| Web-Google |  | 38176.7 | 18.6 | $\underline{10.3}$ | $\mathbf{5 . 3}$ | $\approx 1.9 \mathrm{x}$ |  |
| Wiki-Talk |  | 28792.0 | 9.7 | $\underline{\mathbf{2 . 6}}$ | 3.1 | $\approx 0.8 \mathrm{x}$ |  |
| Synthetic-ER | 371.4 | $484.1 \pm 452.0$ | $3.0 \pm 1.1$ | $\underline{\mathbf{0 . 5 3} \pm \mathbf{0 . 3 6}}$ | $0.8 \pm 0.6$ | $\approx 0.6 \mathrm{x}$ |  |
| Synthetic-SF | 235.2 | $26.4 \pm 11.4$ | $0.9 \pm 0.2$ | $\underline{\mathbf{0 . 1 6} \pm \mathbf{0 . 0 2}}$ | $0.3 \pm 0.4$ | $\approx 0.5 \mathrm{x}$ |  |
| Synthetic-GRP | 383.3 | $28.8 \pm 21.1$ | $1.0 \pm 0.2$ | $\underline{\mathbf{0 . 2 4} \pm \mathbf{0 . 1}}$ | $0.4 \pm 0.56$ | $\approx 0.6 \mathrm{x}$ |  |

Lowest execution time among all comparison methods is underlined and bold fonts denotes the fastest method. Speedup gains for GNN-Close are calculated with respect to fastest among comparison methods.

### 4.5 Static Closeness Approximations

In this section, we evaluate our closeness variant of our model with respect to other closeness centrality approximation methods. For this, we compare to the methods proposed by Okamoto et al. [58] and Cohen et al. [19] and refer to the methods as OC and CD respectively. KT-Score and execution time for algorithms are used as comparison metrics. For CD, the parameter for the number of nodes to be randomly sampled is chosen as 100 , as used in this article [19] and we set parameter $\epsilon=0.001$. The number of nodes to be sampled for OC is also set as 100 .

For closeness centrality approximations, Table 7 shows the results for real-world and synthetic datasets. Our model outperforms OC and CD for synthetic datasets with performance improvements up to $85 \%$ and $214 \%$, respectively. For the real-world datasets, approximation performance is higher in five out of eight datasets when compared with OC and seven out of eight datasets when
compared with CD. However, our model's execution time is slightly higher than CD, though the absolute differences between values are not significant. Compared to OC, our model has significantly faster execution time in most of the comparison datasets. In our model implementation, most of the time is taken by the function to find nodes with no shortest path passing through them. As the code is implemented in Python, it is relatively slower. The time taken during GNN model inference is only a few milliseconds. Hence, there is a scope to reduce the approximation time even further. Interestingly, we found that the output of $\mathbf{C D}$ had a negative KT score for synthetic Gaussian Random Partition graphs.

### 4.6 Scalability Tests

In previous sections, we have demonstrated the ranking performance of GNN-Bet \& GNN-Close and their robustness with different types of graphs. In this section, we study the effect on time to find zero shortest path nodes and the execution time of the model in forward propagation with respect to the increase in the size of the input graph.

As discussed in Section 3.1, there are two possible ways to identify $N_{z p}$ nodes. First, if either in-degree or out-degree of the node is zero, there is no path passing through the node. Time complexity of finding such nodes is $O(V)$. We identify such nodes in first step. Second, if the node's neighbors form cliques such that there is no shortest path going through the node. We identify such nodes by iterating through the remaining nodes $v \in V_{\text {remain }}$ from the first step and check if any of the in-degree neighbors $N_{i n_{-} v}$ of the node $v$ is not connected directly to all out-degree neighbors $N_{\text {out_v }}$. If such a node in $N_{i n_{-} v}$ is found, it means that there is a path going through node $v$, and the node is not considered to be in $N_{z p}$. Then, iteration over other in-degree nodes is skipped, and the process is repeated for the next node in $V_{\text {remain }}$. Considering the average number of in-degree or out-degree as $N_{\text {in_avg }}=N_{\text {out_avg }}=N_{a v g}$, the time complexity of the operation is $O\left(V N_{a v g}{ }^{2}\right)$. In case of low density graphs, $N_{a v g} \ll V$ and we do not have to iterate over all $N_{\text {in_v }}$, hence the complexity is almost linear (in number of nodes), approaching $O\left(V N_{a v g}\right)$. However, if the graph is dense and approaching a fully connected graph, then $N_{\text {avg }} \simeq V$ and the time complexity of the operation becomes $O\left(V^{3}\right)$. To experimentally verify the time scalability of the method to find zero shortest paths nodes, we generate three sets of Erdos-Renyi random graphs with number of edges to number of nodes ratio set to 2,4 , and 6 , respectively. This provides a variation in density of the graphs. We chose ER graphs for this experiment for the convenience of setting the desired number of nodes and edges in the generated graphs easily. The number of nodes are varies from a hundred thousand nodes to a million nodes for each set. Figure 5 shows the plot of execution time to find zero shortest path nodes with respect to change in the graph size. We observe that execution time grows proportional to the number of nodes, and time increments are rather small.

Now, we study the scalability of the inference time of model with an increase in size of the input graphs. Here, we use the betweenness centrality variant of the model, as calculation of betweenness centrality takes a longer time compared to that of closeness centrality. For static betweenness centrality approximation, $\mathbf{B N}$ is the fastest betweenness approximation method. In order to compare the speed of approximation of our model (GNN-Bet) with BN, we test them on 10 synthetic scale-free graphs with the number of nodes ranging from 100,000 to $1,000,000$. We set the size of the model to accommodate for all input graphs (i.e., maximum 1 million nodes). Input adjacency matrices of smaller graphs are padded with zeros to match with model size. Hence, the density of all input matrices is proportional to the number of edges in each graph. Therefore, the time taken is approximately proportional to the number of edges and time complexity is $O(|E|)$ (similar to Graph Convolutional Network (GCN) [72]). Figure 6 shows the execution time taken


Fig. 5. Depicts the execution time with respect to increase in number of nodes in the input graph. The ratio of number of nodes to number of edges is fixed as 2,4 , and 6 , respectively.


Fig. 6. Time taken by model as number of nodes increases for synthetic scale-free graphs.
by BN and betweenness variant of model for all graphs. We observe that in both cases, execution time grows proportional to the size of the graph. Nevertheless, our proposed model GNNBet has a lower rate of increment, thus scaling well with the size of graphs and providing faster approximations.

### 4.7 Ablation Tests

In this section, we conduct a series of experiments to study the effect of hyper-parameters on the model's performance for both variants of our proposed model. As the main parameters of the model are the number of layers and the number of dimensions of the embeddings, we vary both of them and evaluate the performance of the model. We choose to use synthetic datasets for these
experiments, as it provides a better understanding of the model's performance on different types of graph structures. The experiments follow the same methodology as discussed earlier.

- Varying Number of Layers: The number of layers in the model affects how much information any given node can accumulate about its neighborhood. With the increase in the number of layers, nodes have access to features of their neighbors located at multi-hop distances away. In this experiment, we vary the number of layers from 1 to 7 for both betweenness and closeness centrality variants. Figures 7 and 9 show Kendall's Tau score for betweenness and closeness variant, respectively for all three types of synthetic graphs. We observe that for a lower number of layers model performs poorly, which is within expectation as the nodes aggregation reach is limited. For both variants GNN-Bet and GNN-Close, we observe that an increase in the number of layers leads to better approximations accuracy.
- Varying Embedding Dimensions: While training any neural network, the embedding dimension determines the number of learnable model parameters. An under-parameterized neural network model may not learn very well while the over-parameterized model can overfit the data and have poor generalization ability. In this experiment, we look into the effect of changing embedding dimensions on the performance of our proposed model. We vary the model's embedding dimensions as $[2,4,8,12,16,20]$ and evaluate the ranking performance on synthetic graph datasets. Results are plotted in Figures 8 and 10 for betweenness and closeness variant, respectively. With lower dimensions of embedding ( $2 \& 4$ ), we observe lower performance, which is natural due to the limited number of parameters for optimal learning.


### 4.8 Discussion

The experimental results in Sections 4.3, 4.4, and 4.5 show our GNN-based approach to node ranking in graphs is highly performant and robust. However, like all other neural network based methods, they do require some hyper-parameters that need to be set to get the best out of the model. With ablation experiments, we see that the model's performance is relatively stable with various combinations of parameters. Thus, it does not require extensive hyper-parameter tuning. In Appendix B, we briefly discuss about oversmoothing in GNNs and our observations with respect to the proposed model. For betweenness and closeness approximations, we have set the number of layers in our model to four and seven, respectively for all graph datasets to compare results on a single model. Nevertheless, the number of layers can be chosen based on the structure and diameter of the target graph.

Even though the models are trained on synthetic scale-free graphs, tests on real-world graph datasets show good approximation accuracy. This implies that the proposed model is inductive in nature and has the ability to learn on one set of graphs and predict node ranking scores on others. Furthermore, the model is invariant to the node sequence in the adjacency matrix, providing the additional benefit of having no constraint of ordering the nodes to any specific sequence in graphs.

With almost all deep learning models, even though training time may vary, usually their inference time is really small. Another advantage of neural network models is to take advantage of high-performance GPUs for faster calculations. Our proposed model has the advantage of small training time as well as inference time.

As shown in results, our proposed frameworks are able to perform really well on different types of graphs. However, since the model training is based on ranking loss function where gradients rely on differences in score values. Therefore, it is possible that if the given graph has lots of nodes with similar (or same) centrality values, the model may not be able to distinguish the ranking of nodes and may not perform very well.


Fig. 7. Change in KT score with respect to number of layers for betweenness variant.


Fig. 8. Change in KT Score with respect to embedding dimensions for betweenness variant.


Fig. 9. Change in KT score with respect to number of layers for closeness variant.


Fig. 10. Change in KT score with respect to embedding dimensions for closeness variant.
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## 5 RELATED WORK

In previous sections, we have shown the viability of neural network based approach for approximating betweenness and closeness centrality of nodes in the graphs. Our proposed model provides a new way to approach the problem and adds to the tool-set in addition to algorithmic-based approaches. In this section, we provide a brief summary of current related works on betweenness and closeness centrality approximation methods and various applications of neural networks on graph-structured data.

### 5.1 Betweenness Centrality

Intuitively, we have to find all the shortest paths between all pairs of nodes to calculate betweenness. Brandes [10] improves upon the naive algorithm by proposing to generate directed acyclic graph (DAG) starting from each node $v \in V$ using BFS and aggregating the contributions of nodes on paths in DAG for all nodes. Calculating exact betweenness centrality value for nodes is computationally expensive and has a time complexity of $\Theta(|V||E|)$. Hence, it is prohibitive for large graphs. Two different approaches have been taken to tackle the problem of high computation time. The first approach is to adapt the betweenness centrality algorithm for distributed computation. Recently, many algorithms [21, 25,39] have been proposed, which extend the computation from a single machine to a cluster of high performance machines. This approach reduces the computation time significantly for large graphs. However, access to such computation resources is rather limited. The second approach is to rely on approximation methods.

In most of the cases, we do not require an exact calculation of rankings of nodes, so an approximation is sufficient for tasks in hand. Many algorithms have been proposed. Brandes and Pich [11] proposed an algorithm by taking a subset of $k$ starting nodes (pivots) rather than all the nodes. Selecting these pivots uniformly at random and with $k \ll N$, where $N$ is the number of nodes and betweenness centrality values are extrapolated in the graph. Unfortunately, this method produces large overestimates for unimportant nodes that happen to be near the pivot. Geisberger et al. [32] solve the problem of overestimation by changing the scheme of aggregation of betweenness contributions so that the nodes near pivot do not get extra contributions. To limit the bias, they introduce a scaling function, which gives less importance to contributions from the pivots that are close to the node. Since this algorithm works with random sampling of nodes (pivots), as the number of samples increases, approximation accuracy also increases. Although a higher number of samples also cause higher computation overhead of calculating more shortest paths in the graph.
Riondato et al. [65] take a different approach while providing a theoretical guarantee. The idea is to sample a set of $r$ shortest paths between randomly sampled source-target pairs ( $\mathrm{s}, \mathrm{t}$ ). Then, the algorithm computes the approximated betweenness centrality of a given node $v$ as the fraction of sampled paths that $v$ is internal to, by adding $\frac{1}{r}$ to the node's score for each of these paths. Borassi et al. [7] provide a new adaptive sampling technique for sampling shortest paths, which provides a faster computation of betweenness within a given absolute error.

While finalizing this manuscript, we became aware that Fan et al. [28] have also concurrently proposed a GNN-based method for approximation of betweenness centrality. There are several significant differences from our work. First, their method is limited to undirected graphs, while ours is proposed for the more general case of directed graphs. Second, their method is limited to betweenness centrality in static graphs while our model is more flexible and is able to handle both betweenness and closeness centrality in both static and dynamic graphs. Third, their method is proposed for identifying top- $N$ high betweenness nodes while our model is able to make a complete ranking of all the nodes in a graph. Due to these constraints, we do not compare to this work [28] in this article.

In addition to the regular graphs, the concept of betweenness centrality has been applied to directed hypergraphs [1], where relations (also called hyper-edges) are defined from a set of source nodes to a single target node. [47] proposes a new measure called Participation-based Betweenness Centrality (PBC) for a special case of directed hypergraphs called B-hypergraphs and provides an exact and approximate method for calculation of PBC.

### 5.2 Closeness Centrality

To approximate the closeness centrality Eppstein et al. [26] and Okamoto et al. [58] proposed algorithm based on sampling $k$ nodes from the graph. However, these algorithms are not optimal when distance distribution of sampled nodes with other nodes is heavy-tailed. Cohen et al. [19] provided an improved algorithm with a hybrid approach of sampling and pivoting. For directed graphs, there are two variations of closeness centrality based on the direction of paths. One is incoming closeness centrality for paths incoming to the node and outgoing closeness centrality for paths going away from the given node to other nodes. In this article, we have focused on outgoing closeness centrality as it is more meaningful in terms of node importance to spread information.

### 5.3 Centrality for Dynamic Graphs

In the real world, node interactions and the level of activity of nodes change all the time. Some nodes and edges can disappear and new nodes and edges can appear with time. There is some research on updating betweenness centrality of nodes in dynamic graphs. A naive way is to recompute from scratch, which is however computationally expensive. Many dynamic algorithms [ $35,43,46,48$ ] have been proposed, which avoid recomputation by maintaining data structure based on original graph structure and update it as the structure changes. These algorithms have faster updates compared to Brandes's exact algorithm. However, they are not scalable as they require a huge amount of memory $\sigma\left(n^{2}\right)$ to store the data structures.

Bergamini et al. [6] proposed a method to approximate the dynamic centrality of nodes with the insertion of edges. This method is based on Riondato et al. [65], although the proposed method does not support the removal of edges. Hayashi et al. [38] propose a new method based on the data structure named hypergraph sketch, which is used to represent the shortest paths between nodes sampled randomly. Their proposed method supports both nodes and edges addition/removal operations.

### 5.4 Graph Neural Networks

Due to an abundance of graph-structured data, many graph-centric neural network models have been proposed. These GNNs have been designed to solve multitude of problems like node classification [45, 68, 69], graph classification [75, 76], link prediction [5, 74], prediction of molecular properties [33], functional analysis of brain [59, 64], synthesize chemical compounds [15, 49], and so on.

All of these GNN frameworks utilize node or edge feature aggregation scheme guided by the structure of the graph [72, 77]. In addition to the simple summation for node features as described in this article, Hamilton et al. [37] have proposed aggregation based on LSTM and max-pooling operation of randomly sampled neighbors. Earlier proposed GNN models were transductive in nature, in other words the models can only be trained and tested on the same graph [22, 22, 45]. However, there have been many emerging works, which are inductive by construction [17, 37, 69]. The models can be trained on one set of graphs and tested on another set of graphs. Recent works are now delving deeper into the working of GNNs from a theoretical perspective, exploring their learning capacity, [20] and expressiveness with respect to graph isomorphism heuristic algorithms [52, 56, 73].

## 6 CONCLUSION

In this article, we propose a novel approach to solve the betweenness and closeness approximation problem in graphs using GNN. Using the constrained message passing scheme, we train GNN model to output ranking scores for nodes in correlation with betweenness and closeness centrality values. We compare the performance of the model with other state of the art approximation techniques and the experimental results show better performance of our model while taking significantly less time.

For future works, possibilities can be explored to extend the neural network framework to other centrality measures. Graphs based on real-world data often accompany explicit node/edge feature information. Current graph centrality measures lack in utilizing this additional information in ranking nodes as they are solely based on the structure of the graph. However, GNN-based models can easily incorporate any additional data for learning. There is a potential to find new ways to rank nodes based on the graph structure of data and node/edge external features, which explains real-world interactions more consistently.

## APPENDICES

## A DETAILS OF SYNTHETIC GRAPHS

In this section, we provide generation parameters and other relevant statistics of synthetic graphs used for evaluation of proposed models.

## A. 1 Synthetic Graph Generation Parameters

We have generated all graphs using a Python based graph library NetworkX. ${ }^{3}$ Three different graph types: Erdos-Renyi (ER), Scale-Free (SF) and Gaussian Random Partition (GRP) are generated using graph generators provided in NetworkX. Table A1 provides the summary of NetworkX functions and generation parameters used.

Table A1. NetworkX Functions and Parameters used to Generate Synthetic ER, SF, and GRP Graphs

| Graph type | NetworkX function | Generation parameters |  |
| :--- | :--- | :---: | :---: |
| ER | fast_gnp_random_graph | Number of nodes | sample(50000,100000) |
|  |  | p | sample $(1,99) \times 10^{-6}$ |
| SF | scale_free_graph | Number of nodes | sample $(50000,100000)$ |
|  |  | alpha | sample $(40,60) \times 10^{-2}$ |
|  |  | beta | 0.5 |
|  |  | gamma | 1 - alpha- gamma |
| GRP | gaussian_random_partition_graph | Number of nodes | sample $(50000,100000)$ |
|  |  | s | sample $(2000,10000)$ |
|  |  | v | sample $(2000,10000)$ |
|  |  | p_in | sample $(2,25) \times 10^{-5}$ |
|  |  |  | pample $(2,25) \times 10^{-5}$ |

The notation sample(start, end) represents uniform sampling function, which randomly samples an integer between start and end. Parameter names used are the same as provided in NetworkX documentation. In the case of ER graphs, when the probability value "p" is low, it is possible for the generated graph to have isolated nodes. We filter out these nodes in the pre-processing step.

[^4]Table A2. Statistics of three Types Synthetic Graphs ER, SF and GRP used for Test Datasets is Provided

| Graph Type | \#Nodes | \#Edges | Shortest Paths |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | Avg | Max |
| ER | 88203 | 126162 | $19.8 \pm 15.5$ | 91 |
|  | 69357 | 175354 | $11.5 \pm 2.6$ | 30 |
|  | 52369 | 71773 | $19.6 \pm 17.2$ | 96 |
|  | 91279 | 491778 | $6.9 \pm 0.9$ | 14 |
|  | 73981 | 173110 | $12.5 \pm 3.1$ | 35 |
|  | 96390 | 649893 | $6.2 \pm 0.8$ | 11 |
|  | 73311 | 268817 | $8.6 \pm 1.3$ | 19 |
|  | 92495 | 652114 | $6.0 \pm 0.7$ | 11 |
|  | 92937 | 612060 | $6.2 \pm 0.8$ | 12 |
|  | 37789 | 28605 | $1.3 \pm 0.7$ | 11 |
| SF | 85683 | 144937 | $4.6 \pm 2.5$ | 17 |
|  | 81626 | 150397 | $4.4 \pm 2.3$ | 17 |
|  | 99689 | 207035 | $3.5 \pm 2.1$ | 18 |
|  | 54547 | 88096 | $4.8 \pm 2.6$ | 20 |
|  | 70828 | 154573 | $4.0 \pm 1.8$ | 13 |
|  | 67673 | 137958 | $3.7 \pm 1.9$ | 17 |
|  | 60137 | 98727 | $4.3 \pm 2.8$ | 17 |
|  | 64155 | 126305 | $3.8 \pm 2.2$ | 16 |
|  | 83106 | 136311 | $4.5 \pm 2.7$ | 18 |
|  | 63653 | 111007 | $4.4 \pm 2.3$ | 18 |
| GRP | 95447 | 571347 | $4.3 \pm 2.7$ | 24 |
|  | 64922 | 391928 | $4.4 \pm 2.7$ | 23 |
|  | 50096 | 188980 | $2.9 \pm 1.8$ | 17 |
|  | 71002 | 295411 | $3.4 \pm 2.2$ | 20 |
|  | 78081 | 235093 | $2.5 \pm 1.6$ | 16 |
|  | 55048 | 294552 | $3.9 \pm 2.5$ | 20 |
|  | 86739 | 371866 | $3.7 \pm 2.5$ | 21 |
|  | 89998 | 400220 | $5.5 \pm 3.6$ | 34 |
|  | 68483 | 365743 | $4.2 \pm 2.7$ | 26 |
|  | 71422 | 218240 | $2.5 \pm 1.6$ | 16 |

## A. 2 Statistics of Synthetic Graphs

For evaluation of the model, 10 synthetic graphs were generated for each graph type ER, SF, and GRP. Table A2 provides the information of synthetic datasets used as test datasets for the evaluation of our proposed model. All shortest path lengths were measured using Dijkstra's algorithm and for each graph, average and maximum of all shortest path lengths are shown in the table.

## A. 3 Nodes with Zero Centrality Values

In our proposed model, one of the important steps is to identify the nodes in the graph with no shortest paths going through them and use this information to modify the aggregation scheme in GNN-Bet and GNN-Close. Please note that such nodes in the graph will have zero betweenness


Fig. A1. Figure shows the number of nodes with zero betweenness and closeness centrality for different types of graphs in synthetic evaluation datasets.


1 - Wiki-Vote, 2 - P2p-Gnutella31, 3 - Soc-Epinions, 4 - Soc_Slashdot
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Fig. A2. Figure shows the number of nodes with zero betweenness and closeness centrality for different types of graphs in real-world datasets.
centrality but not necessarily zero closeness centrality. Here, we show the percentage of the nodes with both zero betweenness and closeness to provide the overview of statistics of the test graphs.

Figures A1 and A2 depict the percentage of nodes that have zero betweenness and closeness centrality for synthetic and real-world evaluation datasets. It is interesting to find that the percentage of the nodes for synthetic scale-free graphs is very $\operatorname{similar}(86 \%-88 \%)$. To investigate further, we generated more synthetic graphs with a wider range of generation parameters than presented in this article. We find that for betweenness centrality, the percentage of such nodes always varied between $86 \%-89 \%$. With our experimental observations, we conclude that this is an inherent property of graphs generated with NetworkX scale-free graph generation function.

## B OVERSMOOTHING MEASUREMENT IN GNN-BET \& GNN-CLOSE

In the current literature of GNNs, most common tasks are classification or link-prediction-based tasks. In general, the performance of these types of tasks is dependent on the node having similar features to its neighbors. In conventional GNN models, a cumulative aggregation scheme is used by adding self-loops to gain and retain features of the node's neighbors at multiple hops. However, with a higher number of layers in GNN, due to this scheme, nodes tend to have similar features at the final layer, and hence it becomes difficult to learn to classify them with respect to the labels. This problem in general is known as over-smoothing in GNNs.

In our proposed scheme, we aggregate the node features at each layer separately (no self-loops) and map them to an MLP to get layer-specific scores of nodes. The scores are dependent on each node's unique neighborhood at multiple hops. Ranking loss is then calculated based on the combination of the output of the multiple layers. The shortest path lengths can go higher than seven and thus adding more information with a higher number of layers. Nevertheless, the effect diminishes due to fewer number of longer paths.

In order to empirically study the over-smoothing effect in our model, we use a metric similar to one proposed by Chen et al. [16]. In [16], the authors calculate pairwise cosine distance between node embeddings after each layer. They observe that after each successive layer, the average cosine distance reduces thus implying presence of over-smoothing effect. To measure the effect of

Table A3. Table Shows the Average of Pairwise Score Difference of Nodes for Each Layer in Seven-layered GNN-Bet Model

| GNN Layers |  | Average Score Difference (GNN-Bet) |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | ER | SF | GRP |
|  | Layer-1 | $0.0025 \pm 0.003$ | $0.0274 \pm 0.028$ | $0.0042 \pm 0.005$ |
|  | Layer-2 | $0.0959 \pm 0.083$ | $0.0520 \pm 0.043$ | $0.0717 \pm 0.052$ |
|  | Layer-3 | $0.0694 \pm 0.091$ | $0.0771 \pm 0.060$ | $0.0456 \pm 0.046$ |
|  | Layer-4 | $0.1124 \pm 0.108$ | $0.0916 \pm 0.072$ | $0.1605 \pm 0.119$ |
|  | Layer-5 | $0.0771 \pm 0.062$ | $0.0312 \pm 0.028$ | $0.0931 \pm 0.090$ |
|  | Layer-6 | $0.1223 \pm 0.120$ | $0.0282 \pm 0.025$ | $0.1355 \pm 0.101$ |
|  | Layer-7 | $0.0959 \pm 0.101$ | $0.0993 \pm 0.109$ | $0.0605 \pm 0.050$ |
|  | Layer-1 | $0.0025 \pm 0.004$ | $0.0265 \pm 0.026$ | $0.0040 \pm 0.004$ |
|  | Layer-2 | $0.0956 \pm 0.083$ | $0.0647 \pm 0.050$ | $0.0719 \pm 0.052$ |
|  | Layer-3 | $0.0688 \pm 0.090$ | $0.0557 \pm 0.056$ | $0.0451 \pm 0.046$ |
|  | Layer-4 | $0.1120 \pm 0.108$ | $0.0532 \pm 0.059$ | $0.1609 \pm 0.119$ |
|  | Layer-5 | $0.0768 \pm 0.063$ | $0.0297 \pm 0.035$ | $0.0927 \pm 0.089$ |
|  | Layer-6 | $0.1232 \pm 0.122$ | $0.02584 \pm 0.022$ | $0.1344 \pm 0.100$ |
|  | Layer-7 | $0.0970 \pm 0.103$ | $0.1491 \pm 0.192$ | $0.0599 \pm 0.049$ |

Table A4. Table Shows the Average of Pairwise Score Difference of Nodes for Each Layer in Seven-layered GNN-Close Model

| \#Layer | Average Score Difference (GNN-Close) |  |  |
| :---: | :---: | :---: | :---: |
|  | ER | SF | GRP |
| Layer-1 | $0.5202 \pm 0.508$ | $1.0771 \pm 0.892$ | $1.9355 \pm 1.574$ |
| Layer-2 | $1.2834 \pm 1.052$ | $1.5232 \pm 1.611$ | $2.5324 \pm 2.130$ |
| Layer-3 | $3.1149 \pm 2.643$ | $1.3551 \pm 1.458$ | $3.9440 \pm 3.024$ |
| Layer-4 | $2.7950 \pm 2.216$ | $1.5866 \pm 1.387$ | $4.5423 \pm 3.724$ |
| Layer-5 | $0.7851 \pm 0.651$ | $1.1937 \pm 1.133$ | $0.9860 \pm 0.839$ |
| Layer-6 | $0.7561 \pm 0.886$ | $1.2197 \pm 1.192$ | $0.8559 \pm 0.681$ |
| Layer-7 | $0.8555 \pm 0.716$ | $0.8492 \pm 0.921$ | $1.4291 \pm 1.481$ |

over-smoothing on our model's performance, we take similar approach and perform experiments on a seven-layered model. In our proposed model, the output from each layer is a score vector corresponding to the nodes in the graph. Therefore, we replace cosine distance measure with the difference of two score values. As the total number of pairs of nodes can become very large ( $\approx N^{2}$ pairs), we randomly sample 1000 non-zero centrality nodes and calculate pairwise score difference ( $5 \times 10^{5}$ node pairs) for each layer. In Tables A3 and A4, we show the average score difference values of each layer for betweenness variant and closeness variant, respectively. We observe that there is no obvious consecutive decrease in difference values with respect to the layers. Thus, the model is still able to provide stable performance with seven-layers.
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