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ABSTRACT

The operation of adding edges has been frequently used to the

study of opinion dynamics in social networks for various purposes.

In this paper, we consider the edge addition problem for the DeG-

root model of opinion dynamics in a social network with = nodes

and< edges, in the presence of a small number B ≪ = of competing

leaders with binary opposing opinions 0 or 1. Concretely, we pose

and investigate the problem of maximizing the equilibrium overall

opinion by creating : new edges in a candidate edge set, where

each edge is incident to a 1-valued leader and a follower node. We

show that the objective function is monotone and submodular.We

then propose a simple greedy algorithmwith an approximation fac-

tor (1 − 1
4 ) that approximately solves the problem in $ (=3) time.

Moreover, we provide a fast algorithm with a (1 − 1
4 − n) approxi-

mation ratio and $̃ (<:n−2) time complexity for any n > 0, where

$̃ (·) notation suppresses the poly(log=) factors. Extensive experi-
ments demonstrate that our second approximate algorithm is effi-

cient and effective, which scales to large networks with more than

a million nodes.
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• Theory of computation→ Graph algorithms analysis; So-

cial networks;Discrete optimization; • Information systems

→ Data mining.
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1 INTRODUCTION

It has been heavily studied in the community of social sciences

how opinions evolve and shape through social interactions among

individuals with potentially different opinions [15, 18]. In the cur-

rent digital age, social media and online social networks provide

unprecedented access to social interactions and individuals’ opin-

ions, leading to a fundamental change of the way people propagate,

share, and shape opinions [25]. As such, in the past years the prob-

lem of opinion dynamics has received considerable attention from

scientists in various disciplines [5, 16, 21], including theAI commu-

nity [6, 14, 17]. In order to understand the evolution and shaping

of opinions, numerous models have been introduced [36], among

which the DeGroot model [15] is a popular one. In the DeGroot

model, the final opinions of individuals reach consensus. Since its
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establishment, the DeGroot model has been extended or general-

ized by incorporating different factors affecting opinion formation

or agreement [16, 21].

Within the area of opinion dynamics, in addition to the develop-

ment of models explaining the spread and formation of opinions,

the problem of effectively shifting opinions in a social network has

also become an active direction of study in recent years [1, 20, 29,

39, 42], since it is closely related to various practical application

settings, such as public health campaigns, political candidates, and

product marketing. Most of previous work focus on the operations

on individuals in a social network so as to optimize different opin-

ions, for example, to maximize or minimize the overall opinion of

the network. However, link operations for optimizing the overall

opinion has not beenwell studied and understood. In this paper we

consider the problem of maximizing the overall opinion by adding

edges, namely, making friends in a social network.

We consider a variant of the DeGroot model [29, 30, 42] for opin-

ion dynamics on a social network with= nodes and< edges, where

nodes represent individuals, and edges denote interactions among

individuals. In this extended DeGroot model, the = individuals are

classified two classes ( and � : ( includes a small number B ≪ = of

leader nodes, while the remaining =−B nodes in � are followers. In

a real social network, a leader could be a paid promoter of a certain

product or political position. The leader set ( is further categorized

into to two subsets (0 and (1, which represent firm supporters of

the opposing parties, containing nodes with opposing opinions 0

and 1, respectively. In the model, each 8 node at time C has a non-

negative scalar-value opinion x8 (C) in the interval [0, 1]. When 8

is a follower, x8 (C) evolves as a weighted average of the opinions

x 9 (C −1) of 8’s neighbors 9 . When 8 is a leader, x8 (C) never changes
over time. Finally, the opinion of each follower converges to a value

between 0 and 1.

We address the following problem based on the aforementioned

DeGroot model: Given a social network and a positive integer : ,

how to create : edges, each connecting a 1-valued leader and a

follower, so that the overall stead-state opinion is maximized. This

problem is at variance with existing work in terms of both formu-

lation and solution. The main contributions of our work are as fol-

lows. First, we show that the objective function is monotone and

submodular, which are established using a technique completely

different from existing ones. Then, we propose two approximation

algorithms solving the combinatorial optimization problem based

on a greedy strategy of adding edges. The two greedy algorithms

are guaranteed to have, respectively, approximation ratios
(
1 − 1

4

)

and
(
1 − 1

4 − n
)
, where n > 0 is the error parameter. The first algo-

rithm has time complexity $ (=3), while the second algorithm has

complexity $̃ (<:n−2), where the notation $̃ (·) hides poly(log=)
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factors. Finally, comprehensive experiments on various real net-

works are performed to demonstrate the efficiency and effective-

ness of our algorithms, as well as their performance advantages,

compared with several baseline strategies of edge addition.

2 RELATED WORK

In this section, we briefly review the literature related to our work.

The model under consideration is based on a variant of the pop-

ular DeGroot model for opinion dynamics [15]. Since the time the

DeGroot model was established, numerous extensions or variants

have been proposed by considering different aspects or processes

affecting the limiting opinions. For example, the Friedkin-Johnson

(FJ) model [18] is a generalization of the DeGroot model, where

each individual has two opinions, internal opinion and expressed

opinion. After a long time evolution, the expressed opinions of indi-

viduals in the FJ model converge but often do not reach agreement.

Another extension of the DeGroot model is the Altafini model [3],

where it is supposed that the interactions between individuals are

not always cooperative, but sometimes antagonistic.

Many existing studies also pay attention to variants of the De-

Groot model by selecting 1-leaders in the presence of competing

0-leaders, which are formulated for optimizing different objectives

such as minimizing disagreement and polarization [41], maximiz-

ing the diversity [30] and the total opinion [29, 31, 42]. Similar

opinion maximization problem was also studied for the FJ model

by using different strategies, including identifying a given number

of 1-leaders [20], as well as modifying individual’s internal opin-

ions [39] or susceptibility to persuasion [1, 9]. Although the prob-

lem we address is also the maximization of the overall opinion, our

strategy is optimally selecting edges to add, instead of leader selec-

tion.

Admittedly, as a practical approach of graph edit, edge addition

operation has been extensively used for different application pur-

poses, such as improving the centrality of a node [12, 13, 37] and

maximizing the number of spanning trees [26]. For a social net-

work, creating edges corresponds to making friends. In the field

of opinion dynamics, the problem of adding edges has also been

studied in order to optimize different objectives. For example, the

edge addition strategywas exploited in [7, 8], aiming atminimizing

the social cost at equilibrium in the FJ model. Again for instance,

in [19] and [10], creating edges was adopted to reduce, respectively,

controversy and risk of conflict. Finally, edge recommendationwas

used in [4] with an aim to strategically fight opinion control in a

social network. Motivated in part by these work, we exploit the

manner of adding edges to maximize the overall opinion. Depart-

ing from the literature in the area of opinion dynamics, we present

a nearly linear algorithm for evaluating the overall opinion, which

is proved to have a guaranteed approximation ratio.

3 PRELIMINARY

This section is devoted to a brief introduction to some useful no-

tations and tools, in order to facilitate the description of problem

formulation and algorithms.

3.1 Notations

We denote scalars in R by normal lowercase letters like 0,1, 2 , sets

by normal uppercase letters like �, �,� , vectors by bold lower-

case letters like a, b, c, and matrices by bold uppercase letters like

A, B,C. We use 1 to denote the vector of appropriate dimensions

with all entries being ones, and use e8 to denote the 8th standard

basis vector of appropriate dimension. Let a⊤ and A⊤ denote, re-

spectively, transpose of vector a and matrix A. Let Tr (A) denote
the trace of matrix A. We use A[8,:] and A[:, 9 ] to denote, respec-

tively, the 8th row and the 9 th column of matrixA. We writeA8, 9 to

denote the entry at row 8 and column 9 of A and we use a8 to de-

note the 8th element of vector a. We write sets in matrix subscripts

to denote submatrices. For example, A�,( represents the submatrix

ofA with row and column indices in � and ( , respectively. In addi-

tion, we use A� denotes the submatrix of A obtained from A with

both the row and column indices in � .

For a matrix X ∈ R<×= with entries X8, 9 , 8 = 1, 2, · · · ,< and

9 = 1, 2, · · · , =, its Frobenius norm ‖X ‖� is

‖X ‖�
def
=

√√√ <∑

8=1

=∑

9=1

X2
8, 9 =

√
Tr

(
X⊤X

)
.

Definition 3.1. Let 0,1 > 0 be positive scalars. 0 is called an n-

approximation (0 < n < 1/2) of 1 if the following relation holds:

(1 − n)1 ≤ 0 ≤ (1 + n)1, which is denoted 0
n≈1 for simplicity.

For a finite set - , let 2- be the set of all subsets of - . Let 5 :

2- → R be a set function on 2- . For any subset ) ⊆ , ⊆ -

and any element 0 ∈ - \, , the function 5 is called submodular if

5 () ∪ {0}) − 5 () ) ≥ 5 (, ∪ {0}) − 5 (, ). 5 : 2- → R is called

monotone increasing if for any subset ) ⊆ , ⊆ - , 5 () ) ≤ 5 (, )
holds true.

3.2 Graphs and Related Matrices

Let G = (+ , �) be a connected undirected network with = = |+ |
nodes and< = |� | edges, where+ is the set of nodes and � ⊆ + ×+
is the set of edges. The adjacency relation of all nodes in G is en-

coded in the adjacency matrixA, whose entryA8, 9 = 1 if 8 and 8 are

adjacent, and A8, 9 = 0 otherwise. LetN8 be the set of neighbouring
nodes of 8 . Then degree 38 of node 8 is

∑=
9=1 A8, 9 =

∑
9 ∈N8

A8, 9 . The

degree diagonal matrix of G is D = diag(31, 32, · · · , 3=), and the

Laplacian matrix L of G is L = D − A. If we fix an arbitrary orien-

tation for all edges in G, then we can define the signed edge-node

incidence matrix B<×= of graph G, whose entries are defined as

follows: B4,D = 1 if node D is the head of edge 4 , B4,D = −1 if D is

the tail of 4 , and B4,D = 0 otherwise. For an oriented edge 4 ∈ �

with end nodes D and E , we define b4 = bD,E = eD − eE if D and

E are, respectively, the head and tail of 4 . Then L can be written

as L = B⊤B or L =
∑
4∈� b4b

⊤
4 , meaning that L is positive semi-

definite. Moreover, for a nonnegative diagonal matrix X with at

least one nonzero diagonal entry, we have the fact that every ele-

ment of (L + X)−1 is positive [27, 31, 32].

4 PROBLEM FORMULATION

In this section, we formulate the problem for optimizing the opin-

ion influence of leaders in a social network described by a graph



G(+ , �), where nodes represent individuals or agents, and edges

represent interactions among agents. We adopt the discrete-time

leader-follower DeGroot model [29, 30, 42] for opinion dynamics

to achieve our goal.

4.1 Leader-Follower DeGroot Model

In the leader-follower DeGroot model on graph G, node set is di-
vided into two disjoint parts, a set ( of a small number B ≪ = leader

nodes and a follower set � containing the remaining = − B nodes,
where ( is the union of two disjoint subsets (0 and (1 presenting

two competing parties and satisfying ( = (0 ∪ (1. Each node has

a nonnegative scalar-value opinion belongs to interval [0, 1]. Let
x8 (C) be the opinion of node 8 at time C . If 8 ∈ (0, x8 (C) keeps un-
changed, meaning x8 (C) = 0 for all C ; if 8 ∈ (1, x8 (C) = 1 for all

C . For a follower node 8 ∈ � with an initial opinion x8 (0), it will
update its opinion by averaging all its neighbours’ opinions as

x8 (C + 1) =
∑

9 ∈N8
A8, 9x 9 (C)∑

9 ∈N8
A8, 9

. (1)

Let x� (C) and x( (C) be, respectively, opinion vectors of followers

and leaders at time C . For large C , x� (C) and x( (C) converge. Let
x( (∞) = limC→∞ x( (C) and x� (∞) = limC→∞ x� (C). We write

matrices A and L in block form as

A =

(
A(,( A(,�

A�,( A�,�

)
, L =

(
L(,( L(,�
L�,( L�,�

)
.

Then, the stationary opinions can be determined as follows [40]:

x( (∞) =x( (0), (2)

x� (∞) =L−1�,�A�,(x( (0) = L−1� A�,(x( (0). (3)

4.2 Problem Statement

Equation (3) shows that for any follower node, its equilibrium opin-

ion is determined by the opinions of leaders, independent of its

own initial opinion. Thus, the leaders affect the opinions of follow-

ers. Let � (G) denote the sum of stable opinions over all followers

in graph G, given by � (G) =
∑
8 ∈� x8 (∞) = 1

⊤L−1
�
A�,(x( (0),

which encodes the influence of leaders on the opinions of follow-

ers. In the sequel, by using the quantity � (G), we formulate the

problem for maximizing the influence of the 1-leader by adding a

fixed number of edges from a candidate set of edges. For simplic-

ity, we define a vector b = A�,(x( (0). By definition, for each node

8 ∈ � , b8 is in fact equal to the number of edges connecting node

8 and nodes in set (1. Then, the vector for equilibrium opinions of

followers can be simplified as x� (∞) = L−1
�
b and � (G) can be

rewritten as � (G) = 1
⊤L−1

�
b.

For a connected undirected graph G(+ , �), if we add a set ) of

nonexistent edges froma candidate set& toG forming a new graph

G() ) = (+ , � ∪) ), where each new edge connects a 1-leader node

in (1 and a follower node in � , the overall equilibrium opinion of

follower nodes in G() ) = (+ , � ∪) ) will increase. We next prove

this property. For simplicity, we simplify � (G() )) as � () ), which
means � (G) = � (∅). Then, we have the following result.

Lemma 4.1. Let G = (+ , �) be a connected graph with nonempty

follower set � , 0-leader set (0, and 1-leader set (1. Let 4 ∉ � be a

potential edge incident to node 8 ∈ � and a 1-leader in (1. Define

Δ(4) def= � ({4}) − � (∅). Then,

Δ(4) =
1
⊤L−1

�
e8 (1 − e⊤8 L

−1
�
b)

1 + e⊤8 L
−1
�
e8

(4)

and Δ(4) ≥ 0.

Proof. By definition, one obtains� ({4}) = � (G({4})) = 1
⊤ (L�+

e8e
⊤
8 )
−1 (b + e8 ). Exploiting Sherman-Morrison formula [33], it fol-

lows that
(
L� + e8e⊤8

)−1
= L−1� −

L−1
�
e8e
⊤
8 L
−1
�

1 + e⊤8 L
−1
�
e8
.

Then, Δ(4) is evaluated as

Δ(4) = 1
⊤

(
L−1� −

L−1
�
e8e
⊤
8 L
−1
�

1 + e⊤8 L
−1
�
e8

)
(b + e8) − 1⊤L−1� b

=
1
⊤L−1

�
e8 (1 − e⊤8 L

−1
�
b)

1 + e⊤8 L
−1
�
e8

.

Notice that e⊤8 L
−1
�
b is the equilibrium opinion of follower node 8

in graph G, which is no more than 1. On the other hand, any entry

of matrix L−1
�

is nonnegative. Hence, Δ(4) ≥ 0. �

Lemma 4.1 indicates that the addition of any nonexisting edge

connecting a 1-leader and a follower will lead to an increase of the

overall equilibrium opinion of followers. Then we naturally raise

the following problem called OpinionMaximization: How to op-

timally select a set) with : edge in a candidate edge set& , so that

the influence of 1-leaders quantified by the overall opinion of lead-

ers in the new graph is maximized. Mathematically, the influence

maximization problem can be formally stated as follows.

Problem 1 (Opinion Maximization). Given a connected undi-

rected graph G = (+ , �), a nonempty set (0 of 0-valued leaders, a set

(1 ≠ ∅ of 1-leaders, a nonempty set � = + \ ((0 ∪ (1) of followers,
the candidate edge set & ⊆ � × (1 consisting of nonexistent edges

connecting 1-leaders and follower nodes, and an integer : , we aim to

find the edge set) ⊆ & with |) | = : , and add these chosen : edges to

graph G forming a new graph G() ) = (+, � ∪) ), so that the overall
opinion � () ) is maximized. This set optimization problem can be

formulated as:

) = arg max
%⊆&, |% |=:

� (%). (5)

Similarly, we can maximize the influence of 0-valued leaders by

adding edges to graph G to minimize the overall opinion of follow-

ers, which is calledOpinionMinimization problem. Since for both

problems, the proof and algorithms are similar, in what follows, we

only consider the OpinionMaximization problem.

Note that given set (1 of 1-leaders, the number of absent edges

connecting 1-leaders and followers in a sparse network is large

with order$ ( |(1 |=). However, if the stationary opinion of follower
node 8 is close to 1, the benefit of adding a new edge between 8

and a node in set (1 is relatively low. Thus, we will not inspect

all of $ ( |(1 |=) nonexistent edges, but focus on a small number of

candidate edges with |& | ≪ |(1 |=. Specifically, we set a threshold
[ (1/2 < [ < 1) and determine the candidate set & according to

the following rule. For each follower node 8 not adjacent to any 1-

leader in graph G, if x8 (∞) < [ , & includes the nonexistent edges

connecting 8 and 1-leaders. Similar restriction to the candidate set



& of edges is previously used in [4], where the edges in& are called

“good” candidate edges.

4.3 Properties of Objective Function

Here we prove that as the objective function of Problem 1, the set

function � (·) has two desirable properties: monotonicity and sub-

modularity. First, by Lemma 4.1, it is immediate that function � (·)
is monotonically increasing.

Theorem 4.2. (Monotonicity) For two subsets � and ) of edges

satisfying � ⊂ ) ⊂ & , � (�) ≤ � () ) holds.

Next, we show that function � (·) is submodular.

Theorem 4.3. (Submodularity) For two subsets � and ) obeying

� ⊂ ) ⊆ & and any edge 4 ∈ & \) ,

� () ∪ {4}) − � () ) ≤ � (� ∪ {4}) − � (�). (6)

Proof. Let 41 = (0, 8) and 42 = (1, 9) be two edges in & with

0,1 ∈ (1 and 8, 9 ∈ � . We now prove that for this simple case, one

has

� ({41 ∪ 42}) − � ({41}) ≤ � ({42}) − � (∅). (7)

To this end, we define matrix Ω(G, ~) = (L� + GE88 + ~E 9 9 )−1 and
vector b̄(G,~) = b + Ge8 + ~e9 , where E88 = e8e

⊤
8 , G ≥ 0 and ~ ≥ 0.

By definition, it is easy to verify that the entries in Ω(G, ~) are
nonnegative, and inequality (7) can be rephrased as

1
⊤
Ω(1, 1)b̄(1, 1) − 1⊤Ω(0, 1)b̄(0, 1)

≤1⊤Ω(1, 0)b̄(1, 0) − 1⊤Ω(0, 0)b̄(0, 0). (8)

In order to prove (8), we introduce a function 5 (G,~) def= 1
⊤
Ω(G,~)

b̄(G,~). Next we prove

5 (G,~) − 5 (0, ~) ≤ 5 (G, 0) − 5 (0, 0), (9)

the special case G = ~ = 1 of which is exactly (8). In order to

prove (9), it suffices to prove 5G~ (G,~) ≤ 0, the proof of which

involves the following matrix derivative formula

3

3C
A(C)−1 = −A(C)−1 3

3C
A(C)A(C)−1.

Since � (·) is a monotone increasing function, we have

5G (G,~) = −1⊤Ω(G,~)E88Ω(G, ~)b̄(G,~) + 1⊤Ω(G,~)e8 ≥ 0,

5~ (G,~) = −1⊤Ω(G, ~)E 9 9Ω(G, ~)b̄(G,~) + 1⊤Ω(G,~)e 9 ≥ 0.

Then, 5G~ (G,~) can be computed as

5G~ (G,~) = 1
⊤
Ω(G,~)E 9 9Ω(G, ~)E88Ω(G,~)b̄(G,~)+

1
⊤
Ω(G,~)E88Ω(G, ~)E 9 9Ω(G,~)b̄(G,~)−

1
⊤
Ω(G,~)E88Ω(G, ~)e9 − 1⊤Ω(G,~)E 9 9Ω(G,~)e8

= −e⊤8 Ω(G, ~)e9 ( 5G (G,~) + 5~ (G,~)) ≤ 0. (10)

Combining (8), (9) and (10) yields (7).

We assume |) \ � | = I and ) \ � = {41, 42, . . . , 4I}, and define

a graph sequence G (8) (8 = 0, 1, 2, . . . , I) with identical node set

+ but different edge set � (8) , obeying G (0) = G, � (0) = �, and

� (8) \ � (8−1) = 48 . By iteratively applying (7) to G (8) leads to (6),

we can conclude the proof of submodularity. �

Algorithm 1: Exact(G, (1, (0,&, :)
Input :A connected graph G = (+ , �); two disjoint node

sets (0, (1; a candidate edge set & ; an integer

1 ≤ : ≤ |& |
Output :) : A subset of & with |) | = :

1 Compute L−1
�

and b

2 Initialize solution) = ∅
3 for 8 = 1 to : do

4 Compute Δ(4) for each 4 ∈ & \)
5 Select 48 s. t. 48 ← argmax4∈&\) Δ(4) and 48 is incident

to node 9 ∈ �
6 Update solution) ← ) ∪ {48 }
7 Update the graph G ← G(+ , � ∪ {48 })

8 Update L−1
�
← L−1

�
−

L−1
�
e9 e
⊤
9
L−1
�

1+e⊤
9
L−1
�
e9

9 Update b ← b + e9
10 return) .

5 SIMPLE GREEDY ALGORITHM

Problem 1 is inherently a combinatorial problem. It can be solved

by the following naïve brute-force approach. For each set ) of the( |& |
:

)
possible subsets of edges, compute the overall equilibrium

opinion of follower nodes in the resultant graph when all edges

in this set are added. Then, output the subset ) ∗ of edges, whose
addition leads to the largest increase for the overall opinion of fol-

lowers. Although this method is simple, it is computationally im-

possible even for small networks, since its has an exponential com-

plexity $
( ( |& |

:

)
· (= − B)3

)
.

To tackle the exponential complexity, one often resorts to greedy

heuristics. Due to the monotonicity and submodularity of the ob-

jective function � (·), a simple greedy strategy is guaranteed to

have a (1 − 1
4 )-approximation solution to Problem 1 [35]. Initially,

we set the edge set ) to be empty, then : edges are added from

set & \ ) iteratively. In each iteration step 8 , edge 48 in set & of

candidate edges is selected, which maximizes the overall opinion

of followers. The algorithm terminates when : edges are selected

to be added to ) . For every candidate edge, it needs computation

of the overall opinion, which involves matrix inversion. A direct

calculation of matrix inversion requires $ ((= − B)3) time, leading

to a total computation complexity $ (: |& | (= − B)3).
Actually, as shown in the proof of Lemma 4.1, if L−1

�
is already

computed, adding a single edge can be looked upon as a rank-1 up-

date to matrix L−1
�
, which can be done in time$ ((=−B)2) by using

the Sherman-Morrison formula [33], rather than directly inverting

a matrix in time $ ((= − B)3). This leads to our simple algorithm

Exact(�,(1, (0, &, :) to solve Problem 1, which is outlined in Al-

gorithm 1. The algorithm first calculates the inversion of matrix

L� in time$ ((= − B)3). Then it works in : rounds with each round

containing two main operations. One is to compute Δ(4) (Line 4)
in$ (=(= − B)) time, the other is to update L−1

�
in $ ((= − B)2) time

when a new edge 48 (Line 8) is added. Therefore, the whole running

time of Algorithm 1 is $ ((= − B)3 + :=(= − B)), much faster than

the brute-force algorithm.



Based on the well-established result [35], Algorithm 1 yields a

(1 − 1
4 )-approximation of the optimal solution to Problem 1, as

provided in the following theorem.

Theorem 5.1. The set ) returned by Algorithm 1 satisfies

� () ) − � (∅) ≥
(
1 − 1

4

) (
� () ∗) − � (∅)

)
,

where ) ∗ is the optimal solution to Problem 1 satisfying

� () ∗) = argmax
%⊂&, |% |=:

� (%).

6 FAST GREEDY ALGORITHM

Although the computation complexity ofAlgorithm1 ismuch lower

than the brute-force algorithm, it still cannot handle large-scale

networks since it requires inverting matrix L� in cube time. As

shown above, the key step to solve Problem 1 is to compute the

quantity Δ(4) given in (4), which is the increment of overall opin-

ion resulted by the addition of edge 4 . In this section, we provide

efficient approximations for the three terms 1⊤L−1
�
e8 , 1 − e⊤8 L

−1
�
b,

and e⊤8 L
−1
�
e8 in the numerator and denominator of (4), which avoid

inverting amatrix. These approximations together lead to an error-

guaranteed approximation to Δ(4) and thus a fast approximation

algorithm to Problem 1 that has (1− 1
4 −n) approximation ratio and

time complexity $̃ (:<n−2) for any error parameter 0 < n < 1/2.
In order to reduce computational cost, it is important to avoid

the inversion of matrix L� , which can be done since matrix L� has

many desirable properties as will be shown below. For example, it

can be expressed as the sum of a Laplacian matrix associated with

a graph and a nonnegative diagonal matrix. For a connected graph

G = (+ , �) with a subset � ⊂ + of follower nodes and a subset

( ⊂ + of leader nodes, we define a graph Ḡ = (�, (� × � ) ∩ �)
with = − B nodes and <̄ edges, which is a subgraph of G. Let B̄
be the incidence matrix of Ḡ and L̄ be its Laplacian matrix. Then,

matrix L� can be represented as L� = B̄
⊤
B̄ + W , where W is a

nonnegative diagonal matrix with the 8th diagonal entry equal to

the number of edges connecting the follower node 8 and nodes in ( .

Thus, L� is a symmetric, diagonally-dominant M-matrix (SDDM).

Moreover, it is easy to obtain that e⊤8 L
−1
�
e8 ≥ 1/= and Tr

(
L−1
�

)
≤

Tr
(
L̄
−1

)
≤ (=2 − 1)/6 [28]. These properties are helpful for the

following derivations.

In addition, the following lemma is also instrumental for approx-

imating the related quantities.

Lemma 6.1. For an arbitrary vector v of = − B dimension, v28 ≤
= ‖v‖2L� holds, where ‖v‖2L� = v⊤L� v.

Proof. Considering L� = B̄
⊤
B̄ +W , we distinguish two cases:

W8,8 ≥ 1 and W8,8 = 0. For the first case W8,8 ≥ 1, it is apparent

that v28 ≤ = | |v | |2
L�

. While for the second caseW8,8 = 0, there exists

a follower node 9 with corresponding element W 9, 9 ≥ 1 in the

component of graph Ḡ that contains node 9 . Let %8 9 be a simple

path connecting node 8 and 9 in graph Ḡ, the length of which is at

most =. Then, we have

| |v | |2L� ≥
∑

(0,1) ∈%8 9
(v0 − v1 )2 + v29

≥
(∑(0,1) ∈%8 9 (v0 − v1 ) + v 9 )2

=
≥

v28
=
,

which completes the proof. �

6.1 Approximations of Numerator in (4)

We now approximate the two terms 1⊤L−1
�
e8 , 1−e⊤8 L−1� b in the nu-

merator in (4). Since L� is a SDDMmatrix, one can resort to the fast

symmetric, diagonally-dominant (SDD) linear system solver [11,

38] to evaluate 1⊤L−1
�
e8 and 1 − e⊤8 L

−1
�
b, which avoids inverting

matrix L� .

Lemma 6.2. There is a nearly linear time solver x = Solve(S, y, n)
which takes a symmetric positive semi-definite matrix S=×= with<

nonzero entries, a vector b ∈ R= , and an error parameter X > 0,

and returns a vector x ∈ R= satisfying
x − S−1y


S
≤ X

S−1y

S

with high probability, where ‖x‖S
def
=
√
x⊤Sx. The solver runs in

expected time $̃ (<), where $̃ (·) notation suppresses the poly(log=)
factors.

Based on this solver, 1⊤L−1
�
e8 , 1 − e⊤8 L−1� b are approximated in

Lemmas 6.3 and 6.4, respectively.

Lemma 6.3. Given an undirected unweighted graph G = (+ , �),
the matrix L� and a parameter 0 < n < 1/2, let h = Solve(L� , 1, X1)
where X1 =

n

2=2
√
6(=2−1)

. Then for any 8 ∈ � , we have

1
⊤L−1� e8

n/6
≈ h8 . (11)

Proof. Define h̃ = L−1
�
1, then h̃8 = 1

⊤L−1
�
e8 . According to

Lemmas 6.1 and 6.2, one obtains

(h8 − h̃8 )2 ≤=‖h − h̃‖2L� ≤ X21=‖h̃‖
2
L�

≤X21=
2Tr

(
L−1�

)
≤ X21=

2(=2 − 1)/6.

On the other hand, h̃8 can be bounded as

h̃8 = 1
⊤L−1� e8 ≥ e⊤8 L

−1
� e8 ≥

1

2=
.

Then, one has

|h8 − h̃8 |
h̃8

≤ 2X1=
2
√
(=2 − 1)/6 ≤ n

6
,

which completes the proof. �

Lemma 6.4. Given an undirected unweighted graph G = (+ , �),
the matrix L� and two parameters 0 < n < 1/2, 1/2 < [ < 1, let

p = Solve(L� , b, X2) where X2 = (1−[)n
=2
√
6(=2−1)

. Then for any 8 ∈ � , we
have

1 − e⊤8 L
−1
� b

n/6
≈ 1 − p8 . (12)

Proof. Define p̃ = L−1
�
b, then p̃8 = e⊤8 L

−1
�
b. Considering the

restriction of the set & of candidate edges, for each follower 8 con-

necting by an 4 ∈ & , e⊤8 L
−1
�
b ≤ [ holds. By Lemmas 6.1 and 6.2,

we have

| (1 − p̃8 ) − (1 − p8) | = |p̃8 − p8 | ≤ X2=
2
√
(=2 − 1)/6.



Therefore,

| (1 − p8) − (1 − p̃8 ) |
1 − p̃8

≤ X2=
2
√
(=2 − 1)/6
1 − [ ≤ n

6
,

which finishes the proof. �

6.2 Approximation of Denominator (4)

Using the expression L� = B̄
⊤
B̄ +W , e⊤8 L

−1
�
e8 is recast as

e⊤8 L
−1
� e8 = e⊤8 L

−1
� (B̄

⊤
B̄ +W )L−1� e8

=e⊤8 L
−1
� B̄
⊤
B̄L−1� e8 + e⊤8 L

−1
� WL−1� e8

=‖B̄L−1� e8 ‖2 + ‖W
1
2 L−1� e8 ‖2. (13)

In this way, we have reduced the estimation of e⊤8 L
−1
�
e8 to the cal-

culation of the ℓ2 norms ‖B̄L−1
�
e8 ‖2 and ‖W

1
2 L−1

�
e8 ‖2 of two vec-

tors in R<̄ and R=−B , respectively. However, the complexity for ex-

actly computing these two ℓ2 norms is still high. In order to allevi-

ate the computation burden, we apply the Johnson-Lindenstrauss

(JL) Lemma [2, 22] to approximate the ℓ2 norms. For example, for

‖B̄L−1
�
e8 ‖2, if we project a set of = − B vectors of <̄ dimension

(like the columns of matrix B̄L−1
�
) onto a low C-dimensional sub-

space spanned by the columns of a random matrix Q ∈ RC×<̄
with entries being ±1/

√
C , where C =

⌈
24 log(= − B)/n2

⌉
for given n,

then we get an n-approximation of
B̄L−1

�
e8

2 with high probabil-

ity. This ℓ2 norm preserving projection method is also applicable

to the estimation of ‖W 1
2 L−1

�
e8 ‖2. For consistency, we introduce

the JL Lemma [2, 22].

Lemma 6.5. Given fixed vectors v1, v2, . . . , v= ∈ R3 and n > 0, let

QC×3 , C ≥ 24 log=/n2, be a matrix, each entry of which is equal to

1/
√
C or −1/

√
C with the same probability 1/2. Then with probability

at least 1 − 1/=,
(1 − n)‖v8 − v 9 ‖2 ≤ ‖Qv8 − Qv 9 ‖2 ≤ (1 + n)‖v8 − v 9 ‖2

for all pairs 8, 9 ≤ =.

Let QC×<̄ and PC×(=−B) be two random ±1/
√
C matrices where

C =
⌈
24 log(= − B)/n2

⌉
. By Lemma 6.5, for any 8 ∈ � we have

e⊤8 L
−1
� e8

n≈ ‖QB̄L−1� e8 ‖2 + ‖PW
1
2 L−1� e8 ‖2.

Let X̄ = QB̄,X = B̄L−1
�
,X ′ = QB̄L−1

�
, X̃ [ 9,:] = Solve (L� , X̄ [ 9,:] , X)

and Ȳ = PW
1
2 ,Y = W

1
2 L−1

�
,Y ′ = PW

1
2 L−1

�
, Ỹ [ 9,:] = Solve(L� , Ȳ [ 9,:] ,

X). Then, e⊤8 L
−1
�
e8 = ‖Xe8 ‖2 + ‖Ye8 ‖2. Combining Lemmas 6.2

and 6.5, we get an approximation of e⊤8 L
−1
�
e8 .

Lemma 6.6. Suppose that ∀8 ∈ � ,
(1 − n/12)‖Xe8 ‖2 ≤ ‖X ′e8 ‖2 ≤ (1 + n/12)‖Xe8 ‖2,
(1 − n/12)‖Ye8 ‖2 ≤ ‖Y ′e8 ‖2 ≤ (1 + n/12)‖Ye8 ‖2,

and ∀9, 1 ≤ 9 ≤ C ,

‖X ′[ 9,:] − X̃ [ 9,:] ‖L� ≤ X ‖X ′[ 9,:] ‖L� ,

‖Y ′[ 9,:] − Ỹ [ 9,:] ‖L� ≤ X ‖Y ′[ 9,:] ‖L� ,

where X <
n

72=2

√
6(1−n/12)

(1+n/12) (=2−1) , we then have

4⊤8 L
−1
� e8 = ‖Xe8 ‖2 + ‖Ye8 ‖2

n/3
≈ ‖X̃e8 ‖2 + ‖Ỹe8 ‖2. (14)

Proof. According to triangle inequality, one has

��‖X̃e8 ‖ − ‖X ′e8 ‖
�� ≤ ‖(X̃ − X ′)e8 ‖ ≤ ‖X̃ − X ′‖�

=

√√√ C∑

9=1

X̃ [ 9,:] − X ′[ 9,:]

2
≤

√√√ C∑

9=1

=2
X̃ [ 9,:] − X ′[ 9,:]


2

L�

≤

√√√ C∑

9=1

X2=2
X ′[ 9,:]


2

L�
≤ X=
√
=‖X ′‖�

≤X=
√
=
∑

8 ∈�
(1 + n/12)‖Xe8 ‖2

≤X=
√
(1 + n/12)=

∑

8 ∈�
e⊤8 L

−1
�
e8

≤X=
√
(1 + n/12)=(=2 − 1)/6.

Similarly, for ‖Y ′e8 ‖ and ‖Ỹ e8 ‖, one obtains
��‖Ỹe8 ‖ − ‖Y ′e8 ‖

�� ≤ X=
√
(1 + n/12)=(=2 − 1)/6.

On the other hand,

X ′e8
2 +

Y ′e8
2 ≥ (1 − n/12)(‖Xe8 ‖2 + ‖Ye8 ‖2)

≥(1 − n/12)e⊤8 L
−1
� e8 ≥ (1 − n/12)/2=.

For ‖X ′e8 ‖ and ‖Y ′e8 ‖, at least one is no less than

√
1−n/12
4= . We

only consider the case ‖X ′e8 ‖ ≥
√

1−n/12
4= , since the ‖Y ′e8 ‖ ≥√

1−n/12
4= can be handled in a similar way.

For ‖X ′e8 ‖ ≥
√

1−n/12
4= , we distinguish two cases: (i) ‖Y ′e8 ‖ >

‖X ′e8 ‖ ≥
√

1−n/12
4= , (ii) ‖X ′e8 ‖ ≥ ‖Y ′e8 ‖. For case (i), one has

��‖X ′e8 ‖ − ‖X̃e8 ‖
��

‖X ′e8 ‖
≤ 2X=2

√
(1 + n/12)(=2 − 1)

6(1 − n/12) ≤ n

36
,

Based on this result, one further obtains

��‖X ′e8 ‖2 − ‖X̃e8 ‖2
��

=
��‖X ′e8 ‖ − ‖X̃e8 ‖

�� ·
��‖X ′e8 ‖ + ‖X̃e8 ‖

��

≤ n

36

(
2 + n

36

)
‖X ′e8 ‖2 ≤

n

12
‖X ′e8 ‖2 ≤

n

6
‖X ′e8 ‖2,

whichmeans ‖X ′e8 ‖2
n/6
≈ ‖X̃e8 ‖2. Similarly, we can prove ‖Y ′e8 ‖2

n/6
≈ ‖Ỹe8 ‖2.

Combining these relationswith the initial condition, one gets ‖Xe8 ‖2+
‖Ye8 ‖2

n/3
≈ ‖X̃e8 ‖2 + ‖Ỹe8 ‖2.

For case (ii), one has

‖X ′e8 ‖2 ≤ ‖X ′e8 ‖2 + ‖Y ′e8 ‖2 ≤ 2‖X ′e8 ‖2.

By using a similar process as above leads to

��‖Y ′e8 ‖ − ‖Ỹe8 ‖
��

‖X ′e8 ‖
≤ 2X=2

√
(1 + n/12)(=2 − 1)

6(1 − n/12) ≤ n

36
.



Based on this obtained result, we further have
��‖Y ′e8 ‖2 − ‖Ỹe8 ‖2

��

=
��‖Y ′e8 ‖ − ‖Ỹ e8 ‖

�� ·
��‖Y ′e8 ‖ + ‖Ỹe8 ‖

��

≤ n

36

(
2 + n

36

)
‖X ′e8 ‖2 ≤

n

12

(
‖X ′e8 ‖2 + ‖Y ′e8 ‖2

)
,

��‖X ′e8 ‖2 − ‖X̃e8 ‖2
�� ≤ n

12
(‖X ′e8 ‖2 + ‖Y ′e8 ‖2).

Combining the above-obtained results, one obtains
��(‖X ′e8 ‖2 + ‖Y ′e8 ‖2) − (‖X̃e8 ‖2 + ‖Ỹe8 ‖2)

��
‖X ′e8 ‖2 + ‖Y ′e8 ‖2

≤
��‖X ′e8 ‖2 − ‖X̃e8 ‖2

�� +
��‖Y ′e8 ‖2 − ‖Ỹe8 ‖2

��
‖X ′e8 ‖2 + ‖Y ′e8 ‖2

≤ n

6
,

which, together with the initial condition, leads to (14). �

6.3 Fast algorithm for approximating Δ(4)
Based onLemmas 6.3, 6.4 and 6.6, we propose an algorithmOpinionComp

approximating Δ(4) for every candidate edge 4 in set & , the out-

line of which is presented in Algorithm 2, and the performance of

which is given in Theorem 6.7.

Algorithm 2: OpinionComp (G,&, n, [)
Input :A graph G; a candidate edge set & ; a real number

0 < n < 1/2; a real number 1/2 < [ < 1

Output : {(4, Δ̃(4)) |4 ∈ &}
1 Set X1 =

n

2=2
√
6(=2−1)

, X2 =
(1−[)n

=2
√
6(=2−1)

and

X3 =
n

72=2

√
6(1−n/12)

(1+n/12) (=2−1)
2 C = ⌈24 log(=−B)(n/12)2 ⌉
3 Compute matrices B̄ and W corresponding to L� ; Generate

random Gaussian matrices PC×<̄,QC×(=−B)
4 Compute X̄ = PB̄, Ȳ = QW

1
2 and b by sparse matrix

multiplication in $ (C<) time

5 h = Solve(L� , 1, X1)
6 p = Solve(L� , b, X2)
7 for 8 = 1 to C do

8 X̃ [8,:] = Solve(L� , X̄ [8,:], X3)
9 Ỹ [8,:] = Solve(L� , Ȳ [8,:], X3)

10 for each 4 ∈ & do

11 9 = the follower node to which 4 is incident

12 compute Δ̃(4) = h 9 (1−p 9 )
1+

X̃e9
2+

Ỹe9
2

13 return {(4, Δ̃(4)) |4 ∈ &}

Theorem 6.7. For 0 < n < 1/2, the value Δ̃(4) returned by

OpinionComp satisfies

(1 − n)Δ(4) ≤ Δ̃(4) ≤ (1 + n)Δ(4)

with high probability.

Proof. Using Lemmas 6.3, 6.4, and 6.6, one has

|Δ(4) − Δ̃(4) |
Δ(4) ≤ |(1 + n/6)

2
Δ(4) − Δ(4) |

(1 − n/3)Δ(4) ≤ n,

as desired. �

6.4 Fast Algorithm for Objective Function

By applying Algorithm 2 to approximate Δ(4), we propose a fast

greedy algorithmApprox(G,&, :, n, [) in Algorithm3,which solves

Problem 1. Algorithm 3 performs : rounds (Lines 2-6). In every

round, it takes time $̃ (<n−2) to call OpinionComp and update re-

lated qualities. Consequently, the time complexity of Algorithm 3

is $̃ (<:n−2).

Algorithm 3: Approx(G,&, :, n, [)
Input :A graph G; a candidate edge set & ; an integer

: ≤ |& |; a real number 0 < n < 1/2; a real
number 1/2 < [ < 1

Output :) : a subset of & with |) | = :

1 Initialize solution) = ∅
2 for 8 = 1 to : do

3 {4, Δ̃(4) |4 ∈ & \) } ← OpinionComp(G,& \), n, [)
4 Select 48 s.t. 48 ← argmax4∈&\) Δ̃(4)
5 Update solution) ← ) ∪ {48 }
6 Update the graph G ← G(+ , � ∪ {48 })
7 return)

Algorithm3 yields a
(
1 − 1

4 − n
)
approximation solution to Prob-

lem 1.

Theorem6.8. Let) ∗ be the optimal solution to Problem 1, namely,

� () ∗) = argmax
) ⊂&, |) |=:

� () ).

Then, the set ) returned by Algorithm 3 satisfies

� () ) − � (∅) ≥
(
1 − 1

4
− n

)
(� () ∗) − � (∅)).

Proof. The main difference between algorithms Exact and

Approx is as follows. At each step, Exact selects an edgewithmax-

imum marginal gain, while Approx selects an edge with at least

(1−n) times themaximummarginal gain. Define)8 = Approx(G,&, 8, n, [),
then according to submodularity of � (·),

� ()8+1) − � ()8) ≥
1 − n
:
(� () ∗) − � ()8))

holds for any 8 , which implies

� ()8+1) − � () ∗) ≤
(
1 − 1 − n

:

)
(� ()8) − � () ∗)).

Thus, we have

� () ∗) − � ():) ≤
(
1 − 1 − n

:

):
(� () ∗) − � ()0))

≤
(
1

4
+ n

)
(� () ∗) − � ()0)).

Considering )0 = ∅, we directly finish the proof. �



Table 1: The running time (seconds, B) and the relative error of Algorithms 1 and 3 on real-world networks for various n.

Network Nodes Edges
Running time (B) for Exact and Approx Relative error (×10−2)

Exact n = 0.3 n = 0.2 n = 0.1 n = 0.3 n = 0.2 n = 0.1

494-bus 494 1,080 0.837 0.655 1.382 5.314 1.07 0.75 0.51
Bcspwr09 1,723 4,117 10.90 3.350 6.972 27.16 4.60 2.43 1.25
Hamster 2,426 16,630 11.27 3.377 6.936 29.27 2.21 1.48 0.83
USGrid 4,941 6,594 136.8 11.86 25.76 98.63 1.01 0.48 0.39
Bcspwr10 5,300 8,271 152.5 16.23 35.12 136.1 3.74 1.75 0.91
Reality 6,809 7,680 300.9 8.715 18.40 71.56 0.50 0.43 0.17
PagesGovernment 7,057 89,455 325.4 93.21 195.8 766.3 4.52 2.45 0.52
HepPh 11,204 117,619 1127 135.9 290.8 1120 5.30 3.89 1.95
Anybeat 12,645 49,132 1601 59.43 128.5 501.1 0.20 0.18 0.08
Epinions 26,588 100,120 12515 181.1 385.8 1568 0.70 0.35 0.09
EmailEU 32,430 54,397 22626 79.69 173.1 703.4 1.49 0.51 0.16
GemsecRO 41,773 125,826 51236 378.3 803.2 3180 1.52 1.00 0.81
Brightkite 56,739 212,945 – 443.3 1002 3827 – – –
LiveMocha 104,103 2,193,083 – 9071 20129 81203 – – –
Douban 154,908 327,162 – 1249 2732 11307 – – –
Dblp2010 226,413 716,460 – 2183 4837 19623 – – –
TwitterFollows 404,719 713,319 – 2331 5261 19942 – – –
Delicious 536,108 1,365,961 – 5540 12433 49826 – – –
FourSquare 639,014 3,214,986 – 10347 23214 92170 – – –
YoutubeSnap 1,134,890 2,987,624 – 13689 30715 124913 – – –

7 EXPERIMENTS

In this section, we will study the performance of our two heuristic

algorithms Exact andApprox in terms of the effectiveness and the

efficiency by implementing experiments on various real-life net-

works with different scales. The selected data sets of real networks

are publicly available in the KONECT [23] and SNAP at website

https://snap.stanford.edu, detailed information for whose largest

components is presented in the first three columns of Table 1. For

the convenience of using the linear solver Solve [24], which can

be found at https://github.com/danspielman/Laplacians.jl, all our

experiments are programmed in Julia using a single thread, and

are run on a machine equipped with 32G RAM and 4.2 GHz Intel

i7-7700 CPU. In our experiments, the candidate edge set& contains

all nonexistent edges satisfying constraints in Section 4.2, for each

of which, one end is in set (1 and the other end is in set � .

7.1 Effectiveness of Greedy Algorithms

We first compare the effectiveness of our algorithms with the opti-

mum solution and the solution of a random scheme that randomly

choose : edges from& to add. To this end, we execute experiments

on four small real networks: Karate club with 34 nodes and 78

edges, Dolphins with 62 nodes and 159 edges, Tribes with 16 nodes

and 58 edges, and FirmHiTech with 33 nodes and 147 edges, which

allow us to compute the optimal set of added edges. We randomly

select three 0-leaders and three 1-leaders. Then, by using different

strategies, we add : = 1, 2, . . . , 5 edges, for each of which, one end

is linked to a 1-leader and the other end is connected to a follower.

The result is reported in Figure 1, which shows that the solutions

returned by our two greedy algorithms are the same as or very

close to the optimum solution, and are far better than the random

scheme, as well as the theoretical guarantees.

We also compare the results returned by our algorithms with

other four baseline schemes: TopCloseness, TopBetweenness, Top-

PageRank and TopDegree, on relatively large real networks, in or-

der to further demonstrate their effectiveness. The cardinalities

of both (0 and (1 are equal to 10. For these centrality [34] based
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Figure 1: Overall opinion of follower nodes as a function of

the number of added edges for our two algorithms, random

and the optimum solution on four networks: Karate club (a),

Dolphins (b), Tribes (c), and FirmHiTech (d). n is set to be 0.3

for the approximation algorithm Approx.

baselines, the added edges are just the : edges linking nodes in (1
and nodes in the follower set previously nonadjacent to the corre-

sponding 1-leader, which have the highest closeness, betweenness,

PageRank, and degree centrality in original network. For each real

network, we calculate the overall opinion of followers in the origi-

nal graph and increase it by generating up to: = 10, 20, . . . , 50 new

edges, applying our greedy algorithms and the four baseline strate-

gies of edge addition. After adding each edge by different methods,

we compute and record the overall opinion. The results are plotted

in Figure 2, which indicates that for each network, our two greedy

algorithms outperform the baseline strategies.

https://snap.stanford.edu
https://github.com/danspielman/Laplacians.jl
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Figure 2: Overall opinion of follower nodes for our two algo-

rithms, and four baseline heuristics on four real netowrks:

Reality (a), PagesGovernment (b), USgrid (c), Bcspwr10 (d).

7.2 Comparison of Performance between our
Greedy Algorithms

As shown above, both of our algorithms Exact and Approx ex-

hibit good effectiveness, compared with baseline strategies of edge

addition. Here we compare the performance of algorithms Exact

and Approx. We first demonstrate that Approx is more efficient

than Exact. For this purpose, we compare the running time of al-

gorithms Exact and Approx on real-life networks in Table 1. For

each network, we choose stochastically ten 1-leaders and ten 0-

leaders, with the remaining nodes being followers. Then, we add

: = 50 edges between 1-leaders and followers by algorithms Exact

and Approx to maximize the overall opinion. Table 1 shows that

for moderate n, Approx is much faster than Exact, which is more

obvious for larger networks. In particular, Approx is scalable to

massive networks with one million nodes. For example, for the

last eight networks in Table 1, such as YoutubeSnap with over

106 nodes, Exact can’t run due to the memory limitation, while

Approx still works well.

We proceed to compare the effectiveness of algorithms Exact

andApprox. We defineW and W̃ as the increase of overall opinion of

followers after adding edges selected, respectively, by Exact and

Approx, and define X = |W − W̃ |/W as the relative error between W

and W̃ . The results of relative errors for different real networks and

various parameter n are presented in Table 1, which demonstrates

that for n =0.1, 0.2, and 0.3, relative errors X are very small, with the

largest value equal to 5.3%. Thus, the results turns by Approx are

very close to those associated with Approx, implying that Approx

is both effective and efficient.

8 CONCLUSIONS

In this paper, we examined the problem of maximizing the influ-

ence of opinion for leaders in a social network with = nodes and<

edges by adding : new edges based on the discrete leader-follower

DeGroot model for opinion dynamics with B ≪ = leaders. The

problem is inherently a combinatorial optimization problem that

can be applied to various domains. We established the monotonic-

ity and submodularity of the objective function. We put forward

two heuristic algorithms. The former returns a (1 − 1
4 ) approx-

imation of the optimal solution in time $ (=3), while the latter

has a (1 − 1
4 − n) approximation ratio and $̃ (:<n−2) complexity.

Finally, we performed experiments on real networks of different

scales, demonstrating the efficiency and effectiveness of our fast

algorithm that is scalable to large-scale networks with more than

one million nodes. In future work, we plan to extend or modify

our algorithm to other optimization problems for opinion dynam-

ics, such as minimizing risk of conflict, disagreement, and so on.
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