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ABSTRACT
People with visual impairments may find it hard to navigate in
unfamiliar spaces. Even though several systems have been proposed
to make navigation easier, such systems often ignore two essential
factors for anyone using a support system: comfort and portability.
This work presents a portable navigation support system for people
with visual impairments. The system utilizes Smartphones as a
portable platform and leverages the application of a deep learning
object detection system for guiding the user during navigation.
Audio output is used to communicate information about obstacles
to the user. The system offers promising accuracy in object detection
and distance estimation.

CCS CONCEPTS
• Human-centered computing → Accessibility systems and
tools.
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1 INTRODUCTION
According to the World Health Organisation, at least 2.2 thousand
million people have a vision impairment or blindness1. Several
studies had documented that people with visual impairments often
find navigation challenging [7]. Conventional navigation aids such
as white canes, guide dogs, etc. are being used from a long time. But
there exist several limitations with those traditional navigation aids
[4]. By identifying those limitations, various navigation support
systems have been proposed in the literature for users with visual
1https://www.who.int/news-room/fact-sheets/detail/blindness-and-visual-
impairment
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impairments [1, 2, 6]. Artificial intelligence and machine learning
are being explored recently by researchers to design and implement
navigation solutions for people with visual impairments. When
portability becomes one of the primary notions in navigation sup-
port systems, the advantages of smartphones have become a focus
in research [3].

In this work, we developed a smartphone-based navigation so-
lution prototype that uses a deep learning-based object detection
model and a distance estimation method and informs the user about
the detected objects and their distances through audio feedback in
real-time.

2 RELATEDWORKS
The deep learning-based assistive system proposed by Lin et al. [6]
consists of an RGB-D camera and an earphone, a laptop for doing
the deep learning processing part, and a smartphone touch-based
interaction. Bhowmick et al. [2] presented an assistive navigation
system using Microsoft Kinect’s onboard depth sensor. The main
drawbacks of [2, 6] are associated with the accuracy of object de-
tection. Besides, these systems were not convenient for the users in
terms of portability. The navigation assistance system proposed by
Bai et al. [1] was based on cloud and vision computing. The system
uses a smartphone to interact with the user through voice. But the
system requires a data network for processing the environment
data and giving instructions to the user. Besides, the system has the
limitation of being less accurate in object detection. Several other
similar systems and solutions had been reviewed in [4].

3 SYSTEM DESIGN
During the initial design process, informal discussions with a hand-
ful of visually impaired people were conducted. This helped with
understanding the users’ needs as input to the design of the pro-
totype. The information regarding the obstacles, such as its type,
distance, position, and a proper channel to give output, are some
basic requirements for a navigation system for people with visual
impairments [4]. Hence, the prototype consists of four main mod-
ules: object detection, distance estimation, position estimation, and
text-to-speech that gives the audio output to the user.

For object detection, the You Only Look Once (YOLO) v5m ver-
sion model2 is used. YOLO is a single-stage object detector that
is used for real-time object detection applications because of per-
formance (FPS), ease of use (setting up and configurations), and
versatility (models can be converted to serve different devices).
The model is pre-trained with the MS COCO dataset3. The dataset

2https://github.com/ultralytics/yolov5/
3https://cocodataset.org
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consists of 80 objects such as person, car, chair etc. The model is
converted to TensorFlow and then to a tflite format for deploying
in a smartphone using TensorFlow lite converter4.

For distance estimation, the Rule of 57 method [5] is used. For
estimating distance, two parameters, object size (height) and angle
from the camera to the object, are needed in Rule of 57 method.
For demonstration, we selected some objects, fixed a value cor-
responding to their size (height) during the implementation, and
used this for distance estimation. To estimate the angular size, two
sensors-geomagnetic field and accelerometer sensors present in a
smartphone were used5. This particular distance estimation method
is selected after a detailed analysis done in another work [5].

For position estimation, the output from the object detection
model is used. The model can return an array of numbers repre-
senting a bounding rectangle that surrounds its position for each
detected object. The smartphone display space is divided into three
regions such as left, center, and right. And the coordinates of the
detected object is mapped to the display region of the smartphone.
The region where the object is detected will be given as its position.

After getting the information about the detected object, its po-
sition, and the distance, the information is forwarded to the text-
to-speech module to give an audio output to the user. For text-
to-speech conversion, Python’s TTS library Pyttsx3 6 is used. The
prototype app can also tell whether the detected objects are ‘station-
ary’ or ‘moving’. The motion sensors, particularly the accelerometer
present in the smartphone, are used to incorporate this feature [3].

4 EXPERIMENT, RESULTS AND DISCUSSIONS
An android application is implemented based on the system de-
sign. The rear-end camera of the smartphone can capture real-time
video while the user is in navigation. The system was tested with a
Huawei P30 Pro smartphone and in an indoor environment. The
app displays what kind of object is detected, how far it is located,
information regarding its position and whether it is ‘stationary’
or ‘moving’ on its screen. When the user touches any part of the
screen, the app provides audio feedback regarding the detected
object. Two examples from the prototype application are shown
in Figure 1. The first example shows the result after detecting a
‘person’, ‘bicycle’ and ‘potted plant’ objects.

We also experienced some false object detections and distance
estimation results. The second example in Figure 1 shows a false
case, where the app detects the object ‘jacket’ as ‘human’, and the
distance estimation result is also not correct for the detected object
‘jacket’. Some false detections can be anticipated as this is an initial
prototype built using only a pre-trained object detection model,
which was originally not intended for a navigation application.
The issue with inaccuracies might be also due to the lightweight
model used in the prototype. Lightweight neural network models
generally have less accuracy than the standard models since they
have fewer parameters and calculations when there is a constraint
of small model size to deploy in a smartphone.

4https://www.tensorflow.org/lite/convert
5https://developer.android.com/guide/topics/sensors/sensors_position
6https://pypi.org/project/pyttsx3

Space limitations prevents us from reporting detailed statisti-
cal analyses of the accuracy of the methods herein. These will be
included in forthcoming work.

Figure 1: Two example results from the prototype system:
(a) Correctly detected objects, distance, position and motion
state. (b) Incorrectly detected ‘jacket’ as ‘human’ and inaccu-
rately estimated distance.

5 CONCLUSION
The test results show the usefulness of the prototype as a potential
solution for navigation support of people with visual impairments.
As future work, the model can be trained to support object detection
of more relevant objects in navigation scenarios, integrate with
scene recognition to better understand the environment, and incor-
porate multi-modal output support to realize a complete navigation
assistant solution. Moreover, we plan to conduct a comprehensive
user evaluation and performance analysis of the system with visu-
ally impaired participants.
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