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A b s t r a c t  This work presents an information retrieval 
model developed to deal with hyperlinked environments. 
The model is based on belief networks and provides a 
framework for combining information extracted from the 
content of the documents with information derived from 
cross-references among the documents. The information 
extracted from the content of the documents is based on 
statistics regarding the keywords in the collection and is 
one of the basis for t radi t ional  information retrieval (IR) 
ranking algorithms. The information derived from cross- 
references among the documents is based on link refer- 
ences in a hyperlinked environment and has received in- 
creased at tention lately due to the success of the Web. 
We discuss a set of strategies for combining these two 
types of sources of evidential information and experiment 
with them using a reference collection extracted from the 
Web. The results show that  this type of combination can 
improve the retrieval performance without requiring any 
extra  information from the users at  query time. In our 
experiments, the improvements reach up to 59% in terms 
of average precision figures. 

K e y w o r d s  : IR models, exploiting hyperlinked 
structure,  content-based retrieval 

1 I n t r o d u c t i o n  

Two main strategies have been used to determine the 
ranking of documents in Web search engines. One is to 
use document keywords as indexing elements and com- 
pare them against the user query. In this case, only the 
document content  is used as a source of evidence to de- 
termine its ranking score [17]. Another alternative is to 
use the knowledge derived from the link structure in the 
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Web to determine the ranking of the documents for each 
user query [4, 12]. In this case, the  ranking score of a 
document is determined in terms of the number of other 
pages or documents tha t  contain references to (or from) 
it. 

Recent studies have suggested tha t  combining link- 
based and content-based evidential information can im- 
prove the retrieval performance of Web search services [2, 

•e The main reasons seem to be tha t  most queries on 
b search services are short and imprecise [11] and that  

the users themselves are frequently uncertain about  what 
exactly they are looking for. Therefore, the task of find- 
ing relevant information in Web search engines is hard 
and the use of any source of addit ional evidence available 
in this environment must  be considered in an a t t empt  to 
improve the retrieval results. 

In this work we s tudy new alternatives for combining 
link-based and content-based evidential information with 
the objective of improving the quality of Web search en- 
gines results. We adopt  the Bayesian belief networks [13] 
as a unifying framework tha t  natural ly allows represent- 
ing and combining both types of evidential knowledge in 
a single information retrieval model. We present basic 
alternatives for such combination in our belief network 
model. Through experimentat ion with a reference col- 
lection extracted from the Web, we s tudy and compare 
these alternatives. We explicitly compare the results of a 
combined ranking with those yielded by a vectorial rank- 
ing (which uses only content-based evidence). The exper- 
iments indicate tha t  this type  of combination can improve 
the retrieval performance considerably without  requiring 
any extra  information from the users at  query time. 

2 R e l a t e d  W o r k  

Turtle and Croft [19] were the first ones to propose the 
use of Bayesian networks to model information retrieval 
problems. In their work, they represent queries and doc- 
uments on an inference network. Following, Ribeiro-Neto 
and Muntz [15] have used Bayesian networks to model ev- 
idence derived from past  queries and to combine it with 
the vector space model [17]. In both cases, the formal- 
ism of Bayesian networks provided a sound framework 
for representing, quantifying, and combining two or more 
sources of evidence in support  of a ranking for the doc- 
uments in the answer set. In here, we explore the use of 
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Bayesian networks to represent and combine link-based 
and content-based (or keyword-based) evidential infor- 
mation. 

Keyword-based evidential information is normally quan- 
tiffed using statistics on the occurrence of keywords on the 
documents and constitutes one of the most fundamental 
metrics for ranking in information retrieval systems. The 
idea is to use the keywords and statistics on their occur- 
rences to determine which documents have content more 
similar to the user query. An alternative and compli- 
mentary approach is the use of relationships among the 
documents, such as cross-referencing and bibliographic 
citation [3, 8, 18]. Cross-referencing can be implemented 
as links in a hyperlinked environment and has recently 
been used to compute the ranking in Web information 
systems [2, 4, 5, 12]. Brin and Page [4] propose an al- 
gorithm that  uses the link structure to indicate how au- 
thoritative is a document with regard to a search topic or 
user query. The authoritat ive degree can be interpreted 
as a populari ty measure of the document based on the 
link structure surrounding it. Kleinberg [12] proposes a 
new algorithm that  also analyzes the link structure. This 
algorithm finds pages, called hubs, that  point to many 
other pages and uses them as a component to determine 
the authoritative degree of the documents. Documents 
pointed by many hubs take higher authoritative degree. 
Kleinberg's algorithm can be restricted to the subset of 
documents that  compose the answer set to a user query. 
This subset is usually called the local set of documents 
and constitutes a major focus of our study. 

Previous works have proposed combining link-based 
(link structure) with keyword-based (content) pieces of 
evidence in a single information retrieval model. The 
algorithm of Chakrabart i  et al [5] combines the local 
link analysis described in [12] with keyword-based evi- 
dence. Their system uses the text  surrounding the links 
as keyword-based evidence to determine a weight for each 
link analyzed. After determining the weights of each link, 
the ranking is computed using a weighted version of the 
algorithm proposed by Kleinberg [12]. 

Bharat  and Henzinger [2] have also studied alterna- 
tives to combine link analysis with keyword-based evi- 
dence. Their work has two main differences when com- 
pared with the algorithm of Chakrabart i  et al [5]. First,  
they also use keywords to determine the relevance of the 
links, but  this is done taking all the words in the doc- 
ument. Second, they expand the original query using 
the keywords of the documents in the local answer set 
and compute the weight of each link based on the ex- 
panded query. This expansion process improves the re- 
trieval performance but  can be somewhat expensive be- 
cause it greatly increases the number of terms to be pro- 
cessed. Bharat  and Henzinger have also modified the al- 
gorithm proposed by Kleinberg [12] using heuristics to 
reduce the weight of some links that  degrade the results. 
An example o f  such type of links occurs when a set of 
links from a same site all point to a unique page. 

In this paper we present new ways to combine keyword- 
based evidence and link analysis. Our work differs from 
previous studies in several directions. First,  we adopt 
Bayesian networks as a unifying modeling framework. 
This provides a formal approach to the problem and also 
produces flexible models which can be easily modified to 
include additional sources of evidences. Second, taking 
advantage of this increased flexibility, we use link-based 
evidence to change the ordering of the documents gen- 
erated by a vectorial ranking (computed using keyword- 
based evidence), while previous works have used keyword- 
based evidence only to change the link weights at the 
phase of link analysis. An extra  advantage of  our model 
is that  it does not require any query expansion, which im- 
proves its overall efficiency. Further, we combine informa- 

tion on both authorities and hubs with content-based ev- 
idential information. This new combination gives bet ter  
retrieval results than  strategies tha t  use either authorities 
or hubs in combination with keyword-based evidence. 

3 Link-Based Ev idence  

One of the richest sources of information in a hyperlinked 
environment, such as the Web, is the knowledge about its 
link structure. In fact, such knowledge frequently encodes 
human judgment  about the documents which can be of 
critical importance in the generation of a good ranking. 
Kleinberg [12] uses this information to measure the im- 
portance of a document based on two metrics: a degree 
of authority and a degree of hub. A good authority is de- 
fined as a document with a high number of incoming links 
from good hubs. Recursively, a good hub is defined as a 
document with a high number of out-coming links that  
point to good authorities. Kleinberg has also proposed 
an algorithm to compute a degree of goodness for hubs 
and authorities based on an analysis of the link struc- 
ture surrounding the documents in the local answer set 
to a user query. In this case, we say that  the algorithm 
computes a local authority for each document. When the 
algorithm is applied to the whole set of documents in the 
collection, we say that  it  computes a global authority for 
each document. 

C o m p u t i n g  a D e g r e e  o f  L o c a l  H u b  a n d  L o c a l  
A u t h o r i t y  

We interpret a collection of hyperlinked documents as a 
directed graph G where each document (page) is repre- 
sented by a node of ~ and each link between two docu- 
ments is represented by a directed edge of ~. By assump- 
tion, a link from a document D to another document D' 
implies tha t  the author of the document D endorses the 
document D ' .  

Consider a collection of hyperlinked documents and 
its associated directed graph ~. Given a user query Q, 
the local hub and local authority values of each document 
can be computed using the link structure associated with 
the documents in the local answer set. Let Q = (V, E) 
be a subgraph of g such tha t  each node of V represents 
a document related to the query Q and the set of edges 
E represents a set of links related to the documents in 
V. The subgraph Q is computed by the algorithm A in 
Figure 1, while the local hub and local authori ty values of 
each document are computed by the algorithm B in Fig- 
ure 2. These two algorithms were proposed by Kleinberg 
in [12]. Details about the convergence of the algorithm B 
can also be found in [12]. 

C o m p u t i n g  a D e g r e e  o f  G l o b a l  H u b  a n d  A u -  
t h o r i t y  

The algorithm B can be applied to the graph ~ repre- 
senting all the documents and links in a collection of hy- 
perlinked documents (instead of a subgraph derived from 
the documents related to a topic of interest). In this case, 
the hub and authori ty values computed are referred to as 
degrees of global hub and of global authority. 

The ideas described here can be easily extended to 
include global hub and authori ty values in the model. 
However, our preliminary experiments have shown that  
lObal values bring little information to produce a use- 
I ranking in the reference collection we used (almost all 

pages having zero values). The algorithm can possibly 
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Algorithm A (Q, T ,  L)  

Q : a query 

T : the number of documents to be consid- 
ered in an initial local answer set 

L : a limit on the number of parent docu- 
ments (of a document} to be considered 

Let Vo be the set of the T top documents in 
the ranking generated by the query Q, using 
any ranking algorithm 

Let V := Vo 
For each document D E Vo D_._o 

Let C (children off D) be the set of  all 
the documents pointed by D 
Let P (parents o l D )  be the set of  all the 
documents that point to D 
I f  P contains more than L documents 

Let Pt  be a subset of  the L docu- 
ments arbitrarily selected ]ram P 
Let P := Pt 

en.__d 
L e t V  : = V U C U P  

end 

Let E be the set of  all the edges from the 
document Di to the document Dj ,  where 
D i E V  and Dj E V 

Return (V, E) 

Figure 1: Algorithm A, for computing a subgraph (V, E) 
related to a given query Q. 

Algorithm B(V, E) 

V : a set of  documents 

E : a set of directed edges linking documents 
olV 
Let N be the number of documents in V 

Let X := (X1 ,X2 ,  . . . .  X N )  be a vector of N 
values for  authorities, all initially set to 1 

Let Y := (Y1,Y2, . . .  ,YN)  be a vector of N 
values for  hubs, all initially set to 1 

While the vectors X and Y have not con- 
verged D.._pq 

Fo_._Er i := 1 to N Do 
X i  := ~V(D~,DD~E Y~ en_~d 

Fo___E i := 1 to N D___fi 
:-~- ~V(Di,D$)eE X j  en_d 

Normalize the vectors X and Y such 
that ~ i  X• = E l  Yi 2 = 1 

en__._d 

Return X and Y in descending order of their 
values 

Figure 2: Algorithm B, for computing the authori ty and 
the hub values of each node (or document). 

be refined to avoid this problem, but  we leave these re- 
finements for future work and focus here only on local 
values. 

4 T h e  B e l i e f  N e t w o r k  M o d e l  f o r  I R  

This section shows how to model a content-based solu- 
tion to the information retrieval problem using Bayesian 
networks. For this task, we adopt the belie] ne twork  
model  defined in [15]. This model takes an epistemolog- 
ical view (as opposed to a frequentist view) of the infor- 
mation retrieval problem and interprets probabilities as 
degrees of belief devoid of experimentation, as also done 
in [19, 21]. This is the reason for calling it a belief ne twork  
model. 

The belief network model adopts Bayesian networks 
as its basic foundation. Bayesian networks are useful 
because they provide a graphical  formalism for explic- 
i t ly representing independencies among the variables of a 
joint probabili ty distribution. The probabil i ty distribu- 
tion is represented through a directed acyclic graph whose 
nodes represent the random variables of the distribution. 
The relationships among these variables are modeled as 
directed edges (in the graph) which represent causal de- 
pendencies among the linked variables (or nodes) 1. The 
strengths of these dependencies are expressed by condi- 
tional probabilities. The fundamental  principle is that  
the known independencies among random variables of a 
domain are declared explicitly and tha t  a joint probabil- 
i ty distribution is synthesized from this set of declared 
independencies. 

In a tradit ional  content-based information retrieval 
system, the documents and the user queries are usually 
represented as sets of keywords. As a result of this inter- 
pretation, queries and documents are t reated analogously 
as proposed in [15]. Figure 3 il lustrates a belief network 
which reflects this symmetry. In  this network, each node 

Query side 

Root nodes 

Document side 

Figure 3: Belief network for a query Q composed of the 
keywords K1 and K i .  

Dj models a document Dj ,  the node Q models the user 
query Q, and the K i  nodes model the keywords in the 
collection. The vector k is used to refer to any of the 
possible states of the root nodes K i  (these are the nodes 
without parents). A binary  random variable is associated 
to the node Q, which is also denoted by Q. In this no- 
tat ion it should always be clear whether we are referring 
to the query, to the node in the network, or to its asso- 
ciated binary variable. The variable Q is 1, denoted by 
q, to indicate tha t  Q is active and Q = 0, denoted by ~, 
to indicate that  Q is inactive. Analogously, a binary  ran- 
dom variable D 3 is associated with the document node 
Dj .  The variable D j  is 1, denoted by d j ,  to indicate that  
D~ is active and D~ = 0, denoted by dj ,  to indicate that  
the variable Dj  is inactive. A binary  random variable 
K i  is also associated with each keyword Ki .  All of these 

1Although an edge  l inking a node  Y to  a node  X is frequently 
used to  express  tha t  Y causes  X ,  this  in terpretat ion  of  edges  in 
Bayesian networks  is not  the  only  one  poss ible .  
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variables are binary because this is simple and provides 
enough semantics for modeling the information retrieval 
problem. Varying degrees of relevance are represented in 
the model as conditional probabilities, as we later discuss. 

Instantiation of the root nodes separates the document 
nodes from the query node, making them mutually inde- 
pendent (see Bayesian theory for more details [13]). Thus, 
in the belief network of Figure 3, we say that the query 
is on the query side of the network, while the documents 
are on the document side of the network. 

In the network of Figure 3, the ranking computat ion is 
based on quantifying the similarity between a document 
Dj and the query Q by the probabil i ty P(Dj = I[Q = 1), 
or simply P(da Iq) (i.e., the probabili ty tha t  the variable 
Dj is active given tha t  the variable Q is active). By the 
rule of total  probabilities and the independencies modeled 
in the network we can write, 

P(d#lq) = w~P(d#lk) P(qlk) P(k) (i) 
k 

where 71 is a normalizing constant [13]. This is the generic 
expression for computing the rank of a document Dj with 
regard to the query Q, in our belief network model. 

Modeling the Vector Space Model 

In [14], it is demonstrated that Eq. (1) can be used to 
represent any of the classic models in IR namely, the 
Boolean, the vector, and the probabilistic models, and 
also to represent any ranking generated by the inference 
network model [19]. Here, we review how to use a belief 
network to compute a ranking generated by the vector 
space model [1, 16, 20]. 

To compute a vectorial ranking in our belief network, 
we specify the probabilities P (k ) ,  P(q[k) and P(d#[k). 
First,  we define the prior probabilities P (k )  associated 
with the root nodes, as follows 

I 1 ifVi 9i(q) = 9i(k) (2) 
P (k )  = 0 otherwise 

where 9i (u) is a function that  returns the value of the i th 
variable in the vector u. Eq. (2) establishes tha t  the only 
state k of the set K of root nodes which is taken into 
account is exactly that  one for which the active keyworcls 
are exactly those in the query Q. 

For P(q[k), we write 

1 ifVi 9i(q) = 9i(k) (3) 
P(q[k) = 0 otherwise 

For P(d# [k) we write 

t 

P(djlk) = ~E~=i ~ ~ (4) 

where wm and wi# are tf-idfweights [1, 16] used in the vec- 
tor model 2. By substituting Eqs. (2) to (4) into Eq. (1), 
we obtain a ranking for the Dj documents, expressed as 
P(dj[q), which preserves the ordering dictated by a vec- 
torial ranking. 

~This specification is valid and consistent because P(d# {k) mea- 
sures the cosine of the angle between two vectors, which is a num- 
ber between 0 and 1. 

5 Modeling Link-Based Evidence on a Belief 
Network 

We expand now the belief network model discussed above 
to also include evidences extracted from the link struc- 
ture of the environment. This is accomplished by adding 
new edges, nodes, and probabilities to the original net- 
work presented in Figure 3. We say that this expansion is 
modular in the sense that it preserves all the properties of 
the previous network. Furthermore, this strategy allows 
us to combine the keyword-based evidence (which sum- 
marizes semantic knowledge on content) associated with 
the vector space model with link-based evidential knowl- 
edge (which summarizes semantic knowledge on docu- 
ment relationships), in a natural and convenient way. 

In Figure 4, the left hand side of the network rep- 
resents the original network of Figure 3 with the fol- 
lowing adaptations: each document node Dj is renamed 
as Dcj (for content-based). The right hand side of the 
network models the link-based local sources of evidence, 
which are obtained from the link structure associated 
with the set of documents in the answer set to a query (fre- 
quently referred to as the local set of documents). 

I 
...~ . Roo¢ nodes 

Document side 

Figure 4: Bayesian network expanded with link-based ev- 
idence. 

To represent link-based evidential knowledge in the 
network, we associate two new nodes Dh~ and Da 3 with 
each document Dj  in the local set of documents. The 
node Dh~, with which we associate a binary random vari- 
able also named Dhj, models evidence associated with the 
document Dj  as a hub. This evidence is computed from 
the link structure associated with the local set of docu- 
ments related to the query Q (see Section 3) and is rep- 
resented in our network as the conditional probabil i ty of 
Dhj bein$ active given the keywords in the query Q (and 

iven an implicit knowledge of the local link structure). 
nalogously, we associate a binary random variable Daj 

with the node Daj to model evidence associated with 
the document Dj  as an authority. Thus, we now have 
three sets of nodes representing evidential knowledge as- 
sociated with the documents in the network. The set H,  
which contains the nodes representing hub evidence; the 
set A,  which contains the  nodes representing authori ty 
evidence; and the set C, whose nodes represent content 
based evidence. The s tate  of the  associated random vari- 
ables is given by h, a, and c, respectively. 

The set of nodes K is used to model the occurrence 
of keywords in the query Q and, once instantiated, in- 
duces believes on each of the nodes in the sets C, H and 
A. The propagation of these believes in the network is 
done according to the conditional probabilities governing 

99 



the relationships between the set K and each of the sets 
C, H,  and A. These conditional probabilities are speci- 
fied based on the vector space model and on Kleinberg's 
algorithm, as we later discuss. 

With each node Dhj of H is associated a binary ran- 
dom variable Dhj. This variable is 1 to indicate that  the 
local hub evidence associated with the document Dj is 
to be considered in the ranking computation. Also, with 
each node Da~ of A is associated a binary random vari- 
able Daj, which is 1 to indicate that  the local authority 
evidence associated with the document Dj is to be consid- 
ered in the ranking computation. The node D 3 represents 
the combination of content-based and link-based eviden- 
tial knowledge from the left and right hand sides of the 
network. The conditional probabilities, discussed below, 
define how these evidences are combined. 

G e n e r a l  E q u a t i o n  f o r  R a n k i n g  C o m p u t a t i o n  

In Figure 4, the rank P(da Iq) associated with a document 
Dj can be computed using Eq. (1). However, the con- 
ditional probability P(d 3 [k) now depends on link-based 
and content-based pieces of evidence which have to be 
combined through a disjunctive operator or. This is ac- 
complished as follows: 

P(djlk) = 1 -  (1 - P(dcjlk)) x ( 1 -  P(dhjlk)) x 
(1 - P(da~lk)) (5) 

Substituting the Eq. (5) into Eq. (1), we can write 

P(dj Iq) = r / ~ [ 1  - (1 - P(dca Ik)) x (1 - P(dhj Ik)) x 
k 

(1 -- P(dajlk))] x P(qlk) x P(k)  (6) 

The computation of the probability P(d~lk ) depends on 
the states of the nodes Dcj, Da~, and Dhj. The prob- 
ability P(q}k) can be computed using the states of the 
root nodes Ki. Through the proper specification of the 
states of all these nodes, we can establish interesting al- 
ternatives for computing the rank of a document Dj with 
regard to a query Q. 

6 R a n k i n g  C o m p u t a t i o n  

As discussed in Section 4, the belief network model can 
represent the vector model through proper specification of 
the conditional probabilities in the network. To simplify 
our notation, let Rjq be a reference to the vectorial rank 
of the document Dj with regard to a query Q computed 
according to our network model using Eq. (4). Thus, 

t ~ i = l  ~ddij " 113iq (7 )  

1:~3q ~lt.=l Wlj ~l t  l t 2 

C a s e  1: C o n t e n t - B a s e d  R a n k i n g  

For representing a ranking based solely on document con- 
tent, we ignore (for now) the knowledge derived from the 
local link structure. This is accomplished in our network 
model by defining 

P(dhjlk) = 0 (8) 
P(da~lk) = 0 (9) 

Applying equations (2), (3), (4), (7), (8), and (9) to 
Eq. (6), we obtain 

P(d~ ]q) = rl x R~q (10) 

Therefore, the general network of Figure (4) naturally 
subsumes a ranking dictated by the vector space model. 

C a s e  2: R a n k i n g  B a s e d  o n  H u b  E v i d e n t i a l  
K n o w l e d g e  

To represent a ranking that depends only on link-based 
knowledge, we redefine the conditional probability P(dcj [k) 
a s  

P(dc~lk) = 0 (11) 

which allows ignoring (for now) evidence associated with 
a content-based ranking. 

Following, we define the believes associated with the 
knowledge that comes from the local link structure. Let 
Hjq be the local hub value computed by Kleinberg's algo- 
rithm (see Section 3) for a document Dj,  with regard to a 
query Q. In our belief network, the local hub evidence as- 
sociated with Dj is modeled as a conditional probability 
attached to the node Dh~. We can then write 

P(dhj Ik) = H~q (12) 

where Hjq is a normalized version of the local hub wlue of 
the document Dj with regard to the query Q. To exclude 
information on authoritative knowledge, we use Eq. (9). 

Applying equations (2), (3), (9), (11), (12) into 
Eq. (6)we obtain 

P(dj Iq) = ~ × HCq (13) 

In this case, our network simply reproduces a ranking 
based on local hub values. 

C a s e  3: R a n k i n g  B a s e d  o n  A u t h o r i t y  E v i d e n -  
t i a l  K n o w l e d g e  

As in Case 2 above, we define P(dcj[k) = O. Further, let 
Ljq be the local authority value computed by Kleinberg's 
algorithm. In our belief network, the local authority of 
a document Dj is modeled as a conditional probability 
attached to the node Daj. We can then write 

P(da~ Ik) = L¢q (14) 

where Ljq is a normalized version of the local authority 
value of the document Dj with regard to the query Q. To 
exclude information on hub knowledge, we use Eq. (8). 

Applying Eqs. (2), (3), (8), (11), and (14) into Eq. (6) 
we obtain 

P(dj[q) = ~ x L3~ (15) 

In this case, our network simply reproduces a ranking 
based on local authority values. 

C a s e  4:  C o m b i n i n g  C o n t e n t - B a s e d  a n d  H u b -  
B a s e d  P i e c e s  o f  E v i d e n c e  

Using Eq. (4) instead of Eq. (11) and the concise notation 
in Eq. (7), we now discuss how our network model can 
be used to naturally combine keyword-based evidential 
knowledge with link-based evidential knowledge. 

Applying Eqs. (2), (3), (4), (7), (9), and (12) into 
Eq. (6)we obtain 

P(dj]q) = ~/x [1 - (1 - Rjq) x (1 - Hjq)] (16) 

C a s e  5: C o m b i n i n g  C o n t e n t - B a s e d  a n d  A u t h o r i t y  
B a s e d  P i e c e s  o f  E v i d e n c e  

Applying Eqs. (2), (3), (4), (7), (8), and (14) into Eq. (6) 
we obtain 

P(djlq) = y x [1 - (1 - .Rjq) × (1 - Ljq)] (17) 
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C a s e  6: C o m b i n i n g  C o n t e n t - B a s e d ,  H u b - B a s e d  
a n d  A u t h o r i t y - B a s e d  P i e c e s  o f  E v i d e n c e  

Applying equations (2), (3), (4), (7), (12), and (14) into 
Eq. (6), we obtain 

P(d#]q) = ~ × [1 - (1 - R#q) x (1 - H#q) x (1 - Ljq)] (18) 

S u m m a r y  o f  R a n k i n g  A l t e r n a t i v e s  

Table 1 summarizes the six alternative rankings modeled 
in our network. 

7 E v a l u a t i o n  

We first present the reference collection (composed of 
Web pages) we used in our experiments. Following, we 
discuss our results. 

T h e  R e f e r e n c e  C o l l e c t i o n  

The reference collection is composed of a database of Web 
pages, a set of example Web queries, and a set of relevant 
documents associated with each example query, as we 
now describe. 

The database is composed by 3,027,540 pages of the 
Brazilian Web (domain .br). The pages were automat-  
ically collected by the document collector CoBWeb, de- 
scribed in [6], and indexed using inverted lists [7]. Some 
characteristics of the database used are summarized in 
Table 2. 

The 20 example queries were selected among the set 
of most frequently asked queries in the TodoBR search 
engine (ht tp: / /www.todobr.com.br) .  This search engine 
was launched by us in 1999 and is the most complete 
search engine in the Brazilian scenario. To select the 
queries for our experiments,  we used a log with 1O0.000 
queries submit ted to TodoBR. Actually, some frequent 
queries related to sex were not considered. The mean 
number of keywords per query is 1.6, as shown in Table 2. 

For each of our 20 example queries, we compose a 
query pool formed by the top 10 documents (or pages) 
generated by each of our 6 types of network ranking. 
Thus, each query pool contains at  most 60 distinct pages. 
The average number of pages per  query pool is 38.15. All 
documents in each query pool were submit ted to a man- 
ual evaluation. The average number of relevant pages (or 
documents) per query pool is 17.05. The pooling method 
used here is the same as the method used by the Web- 
based collection of Trec [9, 10]. 

Results 

Figure 5 illustrates the retrieval performance, in terms 
of precision-recall figures, for the first three case rank- 
ings presented in Section 6: vector, hub, and authority. 
We observe that the vector ranking is always superior for 
our reference collection. This shows the strength of tra- 
ditional IR ranking techniques. While this is not conclu- 
sive in terms of the whole Web, it clearly indicates that 
content-based ranking must be always considered. We 
also notice that a hub-based ranking yields quite good 
results in the case of our test collection. 

In Figure 6, we investigate the impact of combining 
the vector and authority rankings in our belief network 
model. The results indicate that this combination yields 
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Figure 5: Average precision figures for vector, authorita- 
tive, and hub rankings. 

precision figures which are always superior to those pro- 
vided by each ranking in isolation. Particularly, the au- 
thority ranking contributes to improve the overall preci- 
sion for middle and high recall levels (where the vector 
ranking is not as good as it  is at  low recall levels). 
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Figure 6: Average precision figures for vector, authority, 
and vector-authority network rankings. 

In Figure 7, we investigate the impact  of combining 
the vector and hub rankings in our belief network model. 
Again we observe tha t  this combination always yields 
higher precision figures than  those obtained by each rank- 
ing in isolation. 

Finally, in Figure 8, we investigate the impact of com- 
bining the vector, authority, and hub rankings. Except 
for a slim decrease in precision at very low recall levels, 
this three-way combination of evidences yields superior 
results. The belief network model is able to take advan- 
tage of the distinct nature  of each of our three types of 
evidential knowledge to provide improved overall retrieval 
performance. This is art interesting and new result which 
indicates the strength of belief networks as a framework 
for consistently combining distinct pieces of evidence on 
support  of a relevance ranking (a characteristic also ob- 
served in [15, 19], in dist inct  scenarios). 

Table 3 summarizes the  results of our experiments. 
While the vector-authority ranking provides a gain in av- 
erage precision of 27%, the  vector-hub ranking yields a 
gain of 25%. Most interesting, the vector-hub-authority 
ranking leads to a combined gain in average precision of 
59%. 
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Case  [ R a n k i n g  [ Vector  I H u b  [ Au tho r i t y  

Vector  yes no no 

H ub  no yes no 

A u t h o r i t y  no no yes 

Vector -Hub yes yes no 

Vec to r -Author i ty  yes no y e s  

Vec to r -Hub-Author i ty  yes yes yes 

P(djlq) 

X Rjq 

~l x H j q  

r t X L ~ q  

X [1 - -  (1 - -  R~q) X (I - -  H a , I )  ] 

X [1 - -  (1 - -  R j e )  x (1 - L,q)] 
X [1 - -  (1 - -  R / q )  x (1 - -  Hie) X (1 - -  L3q)] 

Table 1: Alternative rankings modeled in our belief network model. 

N u m b e r  N u m b e r  Average  N u m b e r  of Average  Average  N u m b e r  Average  N u m b e r  

of of  N u m b e r  of Example  N u m b e r  of of Pages  per  of  Re levan t  Pages  
Pages  Keywords  Words  per  Page  Quer ies  Words  per  Que ry  Q u e r y  Pool per  Que ry  Pool 

3,027,540 3,465,910 512 20 1.6 I 38.15 177.05 

Table 2: Characteristics of the database. 
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Figure 7: Average precision figures for vector, hub, and 
vector-hub network rankings. 

8 C o n c l u s i o n s  

We have described an information retrieval model that  
combines content-based with link-based pieces of evi- 
dence. The model was designed using Bayesian network 
theory, which provides powerful mechanisms to model 
the information retrieval problem, specially when distinct 
sources of evidence are available. The experiments have 
shown that this combination yields better retrieval per- 
formance without requiring any extra information from 
the users at query time. The combination of hub, author- 
ity and content-based evidential information in a single 
ranking produced an average gain of 59% when com- 
pared with the results of the vector space model. Also, it 
is shown that  both hub and authority values are impor- 
tant when ranking Web documents with regard to a user 
query, and that their combination is better than the use 
of each of them in isolation. 
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