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ABSTRACT
Existing system dealing with online complaint provides a final
decision without explanations.We propose to analyse the complaint
text of internet fraud in a fine-grained manner. Considering the
complaint text includes multiple clauses with various functions, we
propose to identify the role of each clause and classify them into
different types of fraud element.We construct a large labeled dataset
originated from a real finance service platform.We build an element
identification model on top of BERT and propose additional two
modules to utilize the context of complaint text for better element
label classification, namely, global context encoder and label refiner.
Experimental results show the effectiveness of our model.

CCS CONCEPTS
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1 INTRODUCTION
In the field of e-commercial business, various payment platforms
provide an easy way of capital transferring but also exposes huge
threat of Internet fraud. Every year, financial companies receive
thousands of fraud complaints, from imprudence remittance to
mendacious business contract. Although complaint text is usually
full of sore and loss, it is valuable for organizations to understand
incident mechanism and avoid potential risks [1, 5]. Handling fraud
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complaints is of necessity to resolve victims’ burning issues and
recognizing fraud elements enables financial organizations and law
enforcement agencies to detect security flaws and put an end to
unfair and misleading swindle practices.

However, processing numerous complaint texts throws huge
challenge for Internet finance companies. Different from credit
and trading record, fraud complaints are composed of informal
and unstructured text that takes painstaking efforts to understand
and analyze. Besides, the inspect outcome is usually short (accept
further investigation or not), which might make victims indignant
for they cannot figure out why their loss never comes back.

Pay

他诈骗说可以开通备用金
He swindled me to register petty cash

叫我转账30元给他

and ask me to transfer 30 RMB to him,

然后就把我拉黑了
but then pull me into he blacklist.

fabrication

remittance

realization

Complaint Text Fraud Element

Figure 1: Ideal pipelines of fraud complaints processing.

Figure 1 introduces a more well-grounded scheme for complaint
text processing and fraud judgement. When a user realizes being
swindled and submits complaints to the transfer platform, the third-
party payment service provider gets involved in and segments the
complaint text into pieces so as to inspect fraud elements inside. The
text on the right briefly shows the three fundamental elements to
ascertain a fraud: (1) the fraudster deliberately fabricate an illusory
circumstance to ask for money, (2) the remittance is material and
(3) the injured party realizes the falsehood afterwards and asks for
compensation. With fraud elements automatically detected, it is
more convenient for inspectors to check whether the statement is
valid and more interpretable for users to comprehend the inspect
results. Once the fraud case is established, the third-party and legal
institution will follow the hints of fraud elements to investigate the
transaction history and then present a fairer arbitrament.

To this end, we propose a novel task to identify fraud elements
in a complaint paragraph. We design an annotation criterion, split
paragraphs into clauses and ask undergraduates to annotate each
clause. Moreover, we analyze clause distribution in complaint para-
graphs and explore the connection between successional clauses
while finding that position and global coherence are influential
for identifying clause role. Therefore, we propose a hierarchical
architecture which integrate context information to obtain more
accurate prediction of clauses. Our contributions are of three-folds:

• We propose a novel task and construct a dataset for fine-
grained fraud element identification on clause level to further
analyse internet fraud issues.
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• We formulate the task as a form of sequence labeling as
plentiful analysis indicates that position and relation are
significant features for complaint clauses.

• We build our model on top of BERT with a global context
encoder to capture the textual context and a label-refining
mechanism to utilize the label context. Experiment results
on the dataset show the effectiveness of our proposed model.

2 DATASET
2.1 Annotation Framework
With the support of an Internet finance service company, we collect
a considerable Chinese complaint corpus with 7 categories of fraud
elements: content fabrication (CF), identity fabrication (IF), remit-
tance excuse (RE), contact platform (CP), fraud realization(FR), user
demand (UD) and non-fraudulent statement (NONE).

The annotation process consists of three steps. First, we split
each complaint paragraph into clauses according to Chinese punc-
tuation marks (comma, semicolon and space). Second, each clause
is assigned to 2 undergraduates to acquire a unique label of fraud el-
ement. If any two annotators disagree with each other, the instance
will be checked by a third annotator following the majority rule. If
any two cannot reach an agreement, the instance will be discarded.
Finally, we calculate the Cohen’s kappa coefficient between two
annotators to assess annotation quality and get an averaged kappa
coefficient of 78%. Overall, we construct a fraud complaint dataset
containing 41,103 paragraphs and 197,878 labeled clauses.

2.2 Dataset Analysis
Different from existing complaint-related work [6, 7, 21] that re-
gards every single complaint text as independent, our corpus con-
tains a hierarchical relationship between clauses and paragraphs.
Therefore, except for categorical statistics, we further explore the
distribution and relation of clauses in specific paragraph.

Categorical Statistics. Table 1 shows the statistics of each cate-
gory. The proportion of each category is quite uneven which makes
the task challenging. Non-fraudulent statements account for a large
proportion since clauses exclusive of a specific fraud element will
be regard as non-fraudulent. The elements of content fabrication,
remittance excuse and fraud realization have large amounts which
are the critical elements for a fraud case. The number of identity
fabrication elements is relatively small, but as an important supple-
ment of factuality modification, they are essential for companies
and legal institutions to locate credulous people and scam artists.
Although the elements of contact platform and user demand only
take up a minor space, they are indicative for the third-party compa-
nies to determine whether they have the authority of intervention
and stimulate them to provide better customer service.

Table 1: Statistics of the fraud complaint dataset.

Statistics CF IF RE CP FR UD NONE
# of clauses 39,207 2,739 19,546 7,882 35,289 2,608 90,607
Proportion 19.81% 1.38% 9.88% 3.98% 17.83% 1.32% 45.79%

Avg. length of clauses 12.0 12.0 11.4 10.5 9.9 10.0 8.5
Vocabulary size 12,646 2,337 6,041 3,597 7,382 1,595 17,067
Clause novelty 0.323 0.853 0.309 0.456 0.209 0.612 0.188

Besides, we measure the semantic richness of each clause by
calculating their average length. As shown in Table 1, the elements
of fabricating content and identity are longer which confirms that
they contain more abundant information to depict the fraud ac-
tion. Non-fraudulent statements are the shortest because they are
more casual and untargeted. We also compute vocabulary size for
each category and divide the size by the number of clauses to ob-
tain clause novelty. Since identity fabrication and user demand are
barely mentioned, their repetitive use of words is quite small. For
frequently emerged elements such as content fabrication and fraud
realization, their novelty difference reflects that fraudsters practice
various deception, but most of the cheated are suffering alike.
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Figure 2: Distribution of fraud elements in different stages
of complaint paragraph.

Positional Distribution. Since clauses in the same paragraph are
mutually complementary, it is worthwhile to investigate how fraud
elements distribute among complaint paragraphs. Given a para-
graph, we record the serial number of each clause and divide by the
sequence length to obtain the relative position. Further we segment
the whole paragraph into 5 equidistant stages. The proportion of
different stages for each fraud element is shown in Figure 2. The
elements of content fabrication, identity fabrication and contact plat-
form are more likely to appear in the early stage as they come
straight to describe the origin, development and transition of the
fraud case. The towering bars of fraud realization and user demand
in the rear stages illustrate victims tend to state outcomes and make
requests at the end. Non-fraudulent statements are quite evenly dis-
persed in different stages for they have the effect of lubrication to
make the whole paragraph clear and coherent.
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Figure 3: Probabilities of successional fraud element pairs:
(a) the original result; (b) the balanced result.

Ordinal Relation. We investigate all the possible combinations
of successional element pair [16]. Since non-fraudulent statements
lack of explicit semantics, we filter them out. For each of other



categories, we calculate the proportion of the adjacent parent. Sim-
ilarly, we remove the effect of class imbalance by dividing the prior
possibility of the previous fraud element before computing the
proportion. The original and balanced results are shown in Fig-
ure 3. Before relieving the imbalance effect, it is inevitable that
content fabrication is more likely to appear before other elements
due to its vast existence. Even so, the user demand is less likely to
follow content fabrication which means an absence of consistency
between them. However, with a nearly same proportion, the fraud
realization is less possible to become the prerequisite except for user
demand. After normalizing with prior distribution, the elements
of content fabrication, identity fabrication and contact platform are
the most possible previous statements. Interestingly, both (a) and
(b) in Figure 3 have a deep-colored diagonal indicating that clauses
frequently succeed the previous of the same type and there exists a
strong semantic transitivity between consecutive clauses.

With all the findings, we claim that the position and relation are
significant attributes for complaint clauses, and it is reasonable to
treat fraud element identification as a sequence labeling task.

3 TASK AND MODEL
This section presents the task of fraud element identification in com-
plaint text and our classification model. The overall framework is
shown in Figure 4, which is based on a pre-trained BERT model [4].
It consists of a Local Clause Encoder, a Global Context Encoder and
a Label Refiner. The Global Context Encoder is designed to capture
the textual context across the complaint text and Label Refiner is
proposed to utilize label context.

Local Clause Encoder

		ℎ! 		ℎ" 		ℎ# 		ℎ$ 		ℎ%
clause 
representation 

	𝑥	!' 	𝑥	"' 	𝑥	#' 	𝑥	"#$% 	𝑥	('text

Mean pooling

	𝑐

+ + + + +

		𝑦! 		𝑦" 		𝑦# 		𝑦$ 		𝑦%

+ + + + +

	𝑦	!) 	𝑦	") 	𝑦	#) 	𝑦	$) 	𝑦	%)
Global Context Encoder Label Refiner

Figure 4: The overall architecture of our proposed model.

3.1 Task Definition
We first introduce some notations in our task:
- 𝑥 = (𝑥1, ..., 𝑥𝑛): an complaint text with 𝑛 clauses, where 𝑥𝑖 is the
𝑖-th clause;

- 𝑥𝑖 = (𝑥𝑖,1, ..., 𝑥𝑖,𝑚): a clause with𝑚 tokens, where 𝑥𝑖, 𝑗 is the 𝑗-th
token in 𝑥𝑖 ;

- 𝑦𝑖 : the fraud element of the 𝑖-th clause 𝑥𝑖 in the complaint text 𝑥 .
We formulate the task as a sequence-level classification task that
assigns a element type 𝑦𝑖 for each clause 𝑥𝑖 in the complaint text 𝑥 .

3.2 Our Model
In our model, the Local Clause Encoder first utilizes BERT to encode
each clause in a complaint text 𝑥 and take the representations of
[CLS] symbol as the clause representations (ℎ1, ..., ℎ𝑛). Then we
introduce the Global Context Encoder and the Label Refiner.

Global Context Encoder. Considering a complaint text contains
several fine-grained clauses, we introduce a global context en-
coder [17] to capture the global textual context information 𝑐 to
help identify the element of clauses in the complaint text 𝑥 . We con-
catenate all clauses in the complaint text 𝑥𝑐 = 𝑐𝑜𝑛𝑐𝑎𝑡 ( [𝑥1, ..., 𝑥𝑛])
and take the embeddings of them as the input of the global encoder,
and use a bi-directional GRU [9] to encode the whole text sequence.
Then a mean pooling is conducted over encoding states of all time
steps to get the textual context representation as Eq.(1), where 𝐸𝑤
is the word embedding matrix.

ℎ𝑐𝑖 = BiGRU(𝐸𝑤𝑥𝑐𝑖 , ℎ
𝑐
𝑖−1)

𝑐 = mean(ℎ𝑐1, ..., ℎ
𝑐
𝑖 , ...)

(1)

Label Refiner. After encoding the clauses and getting the tex-
tual context representation of the complaint text, we identify the
fraud element of each clause. Instead of directly feeding [CLS]
representation from BERT into a output layer, we take the clause
representations (ℎ1, ..., ℎ𝑛) in the complaint text 𝑥 as the input and
employ a BiGRU to learn the dependencies between the clauses
and get their hidden states as (𝑠11, 𝑠

1
2, ..., 𝑠

1
𝑛). To be aware of the

global textual context information, we concatenate the state 𝑠1
𝑖
of

clause 𝑥𝑖 with the textual context representation 𝑐 [20] to get the
classification probability through a feed-forward network as Eq.(2).

𝑃 (𝑦𝑖 |𝑥𝑖 , 𝑥) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑊1 [𝑠1𝑖 ; 𝑐]) (2)

Then we propose a Label-Refining mechanism to utilize the label
context information to refine the identification results. As shown
in Figure 4, after the first BiGRU layer for classification, we take
the concatenation of each clause representation ℎ𝑖 and the previous
classification probability 𝑃 (𝑦𝑖 |𝑥𝑖 , 𝑥) as the input and employ an-
other BiGRU to again encode the clauses sequence in the complaint
text 𝑥 . Then we get the refined probability 𝑃 (𝑦′

𝑖
|𝑥𝑖 , 𝑥) as Eq.(3).

𝑠2𝑖 = BiGRU( [𝑃 (𝑦𝑖 |𝑥𝑖 , 𝑥);ℎ𝑖 ], 𝑠2𝑖−1)
𝑃 (𝑦′𝑖 |𝑥𝑖 , 𝑥) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑊2 [𝑠2𝑖 ; 𝑐])

(3)

4 EXPERIMENTS
4.1 Experimental Setup
We randomly split the dataset into training, validation and test set
by the proportion of 8:1:1. The numbers of complaint paragraphs
and clauses in each data split are (32882, 4110, 4111) and (158521,
19731, 19626), respectively.

We adopt BERT-base, Chinese model as backbone. The global
encoder is a two-layer GRU while the GRUs in label refiner are both
of one-layer, and the size of hidden units in all GRUs is set as 256.
Mini-batch of size 32 is taken and the dropout rate is 0.3. We first
fine-tune BERT for the classification task as the base model for 4
epochs using AdamW optimizer with learning rate of 2e-5. Then
we load the fine-tuned BERT as the local clause encoder and freeze
its parameters, and then train our model for another 10 epochs
using Adam optimizer with learning rate 2e-4.

4.2 Overall Performance
We compare Our Model with some baseline and state-of-the-art
models, including SVM [19], BiGRU [13], BERT [4], BERT-wwm-
ext [3], BERT+BiGRU and RoBERTa [14]. Our Model-GC and Our



Model-LR are ablation tests of our model, without the global context
encoder and the label-refining mechanism, respectively.

Table 2: Evaluation results for element identification in com-
plaint text of different models.

Model Accuracy(%) Precision(%) Recall(%) F1-score(%)
SVM 77.22 79.38 71.41 75.19
BiGRU 80.51 79.46 77.31 78.37
BERT 83.53 83.66 80.64 82.13

BERT-wwm-ext 83.27 82.80 81.63 82.21
BERT+BiGRU 82.70 82.38 80.44 81.40
RoBERTa 83.40 82.39 81.97 82.18

Our Model-LR 84.11 83.28 82.31 82.79
Our Model-GC 84.30 83.73 82.35 83.04
Our Model 84.47 84.11 82.30 83.19

We take Accuracy, Precision, Recall, and F1-score as evaluation
metrics, and results are shown in the Table 2. We have several find-
ings as follows: (1) Our Model outperforms others in terms of all
metrics except recall. This indicates the effectiveness of our model
considering both textual context and label context information. (2)
BiGRU performs worse than all other BERT-based models, which
demonstrate the effectiveness of pre-trainedmodels. (3) BERT, BERT-
wwm-ext and RoBERTa achieve similar performance, which means
that BERT is enough to capture clause representation for classifica-
tion. Thus we adopt BERT as our base model. (4) The improvements
of Our Model compared to Our Model-LR and Our Model-GC respec-
tively reveal the effectiveness of the global context encoder and
label-refining mechanism for our element identification task.

4.3 Further Analysis
Results of different fraud element. We investigate the performance

of different fraud element types of our model in terms of Preci-
sion, Recall and F1-score in Table 3. We can see that for clauses of
Fraud Realization, User Demand and Non-Fraudulent Statement,
our model achieves a good performance. From the Figure 2 which
shows clauses of Fraud Realization and User Demand concentrated
in the last stage of the complaint text, our model is easier to capture
this pattern so that it performs better for these two elements. As
for Non-Fraudulent Statement, we assume the good performance
is owing to its large proportion in the dataset.

Table 3: Evaluation results for complaint text classification
of different fraud element types.

Fraud Element Precision(%) Recall(%) F1-score(%)
CF 82.68 82.33 82.50
IF 83.90 82.49 83.19
RE 75.85 63.74 69.27
CP 85.90 83.23 84.54
FR 86.07 89.16 87.59
UD 88.43 86.99 87.70

NONE 85.92 88.15 87.02

Error Analysis. We compute the confusion matrix to analyse
which pairs of fraud elements are more confused to be classified.
We also compare the confusion matrices of Our Model-LR and Our
Model to see which elements are improved by the label refining

Figure 5: The confusion matrices for classification results
of Our Model-LR (a) and Our Model (b).

mechanism. As shown in Figure 5, we can see that clauses of Non-
Fraudulent Statement are easier to be confused with all other ele-
ments, because it makes up the majority of the imbalanced dataset.
And the pairs of (Identity Fabrication, Content Fabrication), (Remit-
tance Excuse, Content Fabrication) and (Remittance Excuse, Fraud
Realization) are likely to be classified incorrectly. From comparison
between the diagonal elements of matrix (a) and (b), we find that
the classification of clauses in Remittance Excuse, Non-Fraudulent
Statement and Identity Fabrication are indeed improved, and the
corresponding confused numbers are decreased, for example, (Re-
mittance Excuse, Content Fabrication) is reduced from 142 to 126.

5 RELATEDWORK
Recently many complaint classification tasks have been widely
studied [12]. Researchers categorize complaints in order to figure
out the complaint reasons [21], identify downstream companies
[7], and explore user demands [10]. Filgueiras et al. [6] analyze the
complaints about food safety and economic surveillance to help
government structuralize complaint letters and decide the fine-
grained department ultimately responsible for the complaint. In
our work, rather than assigning labels to the whole complaint text,
we map each component of the paragraph and list all the fraud
elements to provide more interpretable judicial outcomes.

Traditionalmethods for text classification utilizemanually crafted
features, and employ machine learning algorithms such as Naive
Bayes [15] and Support Vector Machines [2] to obtain category
bounds. With the popularity of deep learning, RNN, CNN [11], and
pre-trained language models[4, 8, 14, 18] refresh the performance
of text classification. In this paper, we build our model on top of
BERT and propose a fine-grained classification schema for element
identification using textual and label context information.

6 CONCLUSION
In this paper, we aim at analyzing complaint text of internet fraud
in a fine-grained level. We first propose an annotation scheme to
distinguish various types of fraud elements and construct a dataset
as benchmark. We build a classification model on top of BERT and
use context information of complaint text to better identify element
types. Experiment results confirm the effectiveness of our model.
In the future, we will explore how to utilize domain knowledge
for complaint text modeling. We will also utilize the fine-grained
element type information for better complaint text classification.
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