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ABSTRACT
The notion of word embedding plays a fundamental role in natural

language processing (NLP). However, pre-training word embedding

for very large-scale vocabulary is computationally challenging for

most existing methods. In this work, we show that with merely a
small fraction of contexts (Q-contexts)which are typical in the whole

corpus (and their mutual information with words), one can con-

struct high-quality word embedding with negligible errors. Mutual

information between contexts and words can be encoded canoni-

cally as a sampling state, thus, Q-contexts can be fast constructed.

Furthermore, we present an efficient and effective WEQ method,

which is capable of extracting word embedding directly from these

typical contexts. In practical scenarios, our algorithm runs 11∼ 13

times faster than well-established methods. By comparing with

well-known methods such as matrix factorization, word2vec, GloVe

and fasttext, we demonstrate that our method achieves comparable

performance on a variety of downstream NLP tasks, and in the

meanwhile maintains run-time and resource advantages over all

these baselines.
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1 INTRODUCTION
Word embedding plays a fundamental role in the development and

real-world applications of natural language processing (NLP). It

efficiently provides meaningful representations of individual words

in a continuous space, allowing smooth integration with machine

learning models in various downstream NLP tasks [17, 22]. The

notion of word embedding is also the predecessor of follow-up deep

contextualization models, including the recently discovered power-

ful pre-trained contextual embedding models such as ELMo [28]

and BERT [12].

High-quality embedding of words can help boost the perfor-

mance of many machine learning models in NLP tasks. Recent

work about word embedding can be categorized into two genres,

i.e., neural network based methods [4, 24, 27] and global matrix

factorization based methods [2, 10, 19]. Word2Vec, GloVe and fast-

text are the most popular neural network based methods. Most of

the existing methods focus on improving the performance of word

embedding. However, it is computationally expensive to obtain

such word embedding — it takes several days and, typically, around

a hundred CPU cores to attain decent quality representation of

words [23–25, 27]. Global matrix factorization based methods for

generating word embedding have roots stretching as far back as

LSA[10]. These methods utilize low-rank approximations to de-

compose large matrices that capture statistical information about a
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corpus. Previous work has shown that both the word2vec and GloVe

methods can be viewed as implicit factorization of special infor-

mation matrices[2, 19]. Although global matrix factorization based

method is more efficient than the neural network based methods,

it still needs to factorize a large 𝑛 × 𝑛 information matrix for large-

scale vocabulary, where 𝑛 is the size of vocabulary. This makes it

highly expensive to directly factorize and calculate for large-scale

word embedding learning.

To address the efficiency limitations of current work, we propose

to study word embedding learning for large-scale vocabulary with

the goal of efficiency and theoretical guarantees. Recent literature

has shown that quantum perspective can thus provide advantages

for classical machine learning [29, 38]. Coecke et al. have previously

demonstrated a potential quantum advantage for NLP in various

ways including by algorithmic speed-up for search-related or clas-

sification tasks [7]. By mimicking how word-meanings are encoded

in quantum states, we design our algorithms implemented on clas-

sical computers to speed up the word embedding learning problem.

The main idea is to construct a small and typical information matrix

which is a good approximation of the original information matrix.

Both the construction and the factorization of the small matrix

require a low cost. With this design, we are able to demonstrate

running-time supremacy for solving a large-scale word embedding

problem and maintain accuracy for various downstream NLP tasks.

We reveal a simple relation between a word vector 𝑒𝑤 for a tar-

get word 𝑤 and what we call Q-contexts. Q-contexts are a small

fraction of contexts that are typical in the whole corpus, capable of

capturing the most important information encoded in the informa-

tion matrix𝑀 – they are certain rows of𝑀 chosen to represent the

original information matrix. The word vector of𝑤 is shown to be a

combination of its interaction with these contextual environments

𝑒𝑤 ≈
∑︁

𝑐∈ Q-contexts
𝜆𝑐𝑀𝑐,𝑤 (1)

where 𝑀𝑐,𝑤 is the entry in the information matrix 𝑀 indexed by

𝑐 and 𝑤 , 𝜆𝑐 is a constant vector for a context 𝑐 to be determined

(for a more detailed description see Section 3.1). Information matrix

𝑀 can be naturally encoded as a sampling state, enabling a fast

construction of Q-contexts. To the best of our knowledge, it has

not been studied to extract meaningful word embedding from its

mutual information with a few contexts.

Based on these, we develop a WEQ method that substantially

accelerates the word embedding learning — in fact, our method is

at least 11 ∼ 13 times faster than well-established methods, and

has fewer resource requirements on CC corpus. We show empiri-

cally that WEQ achieves comparable performance in comparison

to well-known methods, such as the direct matrix factorization,

word2vec, GloVe and fasttext [4, 19, 24, 27] and maintains high ac-

curacy in various downstream NLP tasks. Further, WEQ’s efficiency

and effectiveness are theoretically backed up. The small Q-contexts

matrix is a good approximation of the original information matrix

with negligible error, maintaining the representation power of its

learned embedding.

The organization of the rest of this article is as follows. In Sec-

tion 2, we recall a general matrix factorization perspective on well-

known word embedding methods. In Section 3, we introduce the

WEQ method. In Section 4, we analyze the approximation error of

the Q-contexts with theoretical proof. In Section 5, we conduct a

comprehensive set of experiments demonstrating the accuracy and

efficiency of our method. In Section 6, we review the related work

of word embedding. Finally, we give a conclusion in Section 7.

Table 1: Notation.

Notation Description

𝑃 the multiset of context-word pairs

𝑤 the target word

𝑐 context word around the target word

#(𝑐,𝑤) the number of co-occurrences of 𝑐 and𝑤 in 𝑃

#(𝑐) the number of times of 𝑐 appears in 𝑃

#(𝑤) the number of times of𝑤 appears in 𝑃

|𝑃 | ∑
𝑐

∑
𝑤 #(𝑐,𝑤)

𝑀𝑐,𝑤 entry in information matrix indexed by 𝑐 and𝑤

𝑒𝑤 word (row) vector for the target word𝑤

𝐸𝑤 𝐸𝑤 =
©­­«
𝑒𝑤1

.

.

.

𝑒𝑤𝑛

ª®®¬
𝑒𝑐 context (row) vector for context 𝑐

∥ · ∥ the ℓ2-norm of a vector

𝐴 matrix

∥𝐴∥𝐹 the Hilbert-Schmidt norm of 𝐴

∥𝐴∥𝑜𝑝 the operator norm of matrix 𝐴

𝐴𝑖,∗ row 𝑖 of 𝐴

𝐴∗, 𝑗 column 𝑗 of 𝐴

𝐴⊤ the transpose of 𝐴

nnz(𝐴) the number of nonzeros in 𝐴

𝑅 Q-contexts matrix

𝑅̃ the normalized version of 𝑅

2 PRELIMINARIES
Commonly, the problem of word embedding is learned by capturing

the semantic relationship between word-context pairs (𝑤, 𝑐). For a
target word𝑤 , its context word c is obtained from the neighborhood

centering around the locations where 𝑤 appears in the corpora.

Previously established results show that the factorization of infor-

mation matrices provides a united framework for many important

existing word embedding algorithms, including word2vec, GloVe,

PMI, and NCE [2, 19, 25, 27]. The main difference between these

methods lies in different choices of mutual information matrix𝑀𝑐,𝑤

between contexts and words.

As indicated in [2, 6, 8, 37], factorizing the following point-wise

mutual information matrix (PMI) yields effective word representa-

tions𝑀𝑐,𝑤 = log
#(𝑐,𝑤) |𝑃 |
#(𝑐)#(𝑤) , where 𝑃 is the multiset of context-word

pairs, #(c,w) is the number of co-occurrences of context word 𝑐 and

target word 𝑤 in the 𝑃 , #(𝑐) and #(𝑤) are the number of times 𝑐

and𝑤 appear in 𝑃 respectively. It is shown in [19] that word vec-

tors from word2vec can be obtained from factorization of a shifted

version of PMI:𝑀𝑐,𝑤 = log
#(𝑐,𝑤) |𝑃 |
#(𝑐)#(𝑤) ·𝜅 ,where 𝜅 denotes the number

of negative samples. They also show that NCE model [25] is in fact

factorizing𝑀𝑐,𝑤 = log
#(𝑐,𝑤)
#(𝑐) ·𝜅 . To improve performance, a positive



version of PMI (PPMI)𝑀𝑐,𝑤 = log+
#(𝑐,𝑤) |𝑃 |
#(𝑐)#(𝑤) and a shifted version

of PPMI (SPPMI with shift parameter 𝜅) 𝑀𝑐,𝑤 = log+
#(𝑐,𝑤) |𝑃 |
#(𝑐)#(𝑤) ·𝜅

are proposed, where log+ (𝑥) = max(log𝑥, 0) .
It is shown [2] that GloVe objective is in fact optimizing (modulo

some error term)∑︁
#(𝑐,𝑤)

(
log #(𝑐,𝑤) − 𝑒𝑐 · 𝑒𝑤 − ∥𝑒𝑐 ∥2 − ∥𝑒𝑤 ∥2

)
2

,

where 𝑒𝑐 is the context vector for context 𝑐 and 𝑒𝑤 is the word

vector for the target word𝑤 . In their theory, the authors also show

that for some constant 𝑍 :

log 𝑝 (𝑐,𝑤) ≈ ∥𝑒𝑐 + 𝑒𝑤 ∥2/2𝑑 − 2 log𝑍
log 𝑝 (𝑤) ≈ ∥𝑒𝑤 ∥2/2𝑑 − log𝑍 .

Since 𝑝 (𝑤) ≈ #(𝑤)
|𝑃 | , we conclude

𝑒𝑐 · 𝑒𝑤 ≈ log

[
( |𝑃 |𝑍 )4𝑑 · #(𝑐,𝑤)

(#(𝑐)#(𝑤))2𝑑

]
.

Factorization of mutual information matrices constitutes a uni-

fied framework of these word embedding algorithms:𝑀𝑐,𝑤 = 𝑒𝑐 ·
𝑒𝑤 . We list necessary notations and their descriptions in Table 1.

3 METHOD
In this section, we present WEQ method which is an efficient and

effective method for large-scale word embedding learning problem.

We develop the WEQ method to construct and factorize a small

typical information matrix that approximates the original infor-

mation matrix. The WEQ method is composed of three steps, as

illustrated in Fig. 1. First, it calculates the information matrix 𝑀

from co-occurrence matrix 𝑋 . Secondly, it constructs the small typ-

ical information matrix (Q-contexts) from the original information

matrix through ℓ2-norm sampling. Third, it conducts the singu-

lar value decomposition of Q-contexts matrix to obtain the word

embedding.

3.1 Q-contexts Definition
We first introduce the ℓ2-norm sampling, then describe the defini-

tion of Q-contexts.

ℓ2-norm sampling: The ℓ2-norm sampling technique has well

exhibited its effectiveness in machine learning [16, 31] and ran-

domized linear algebra [13]. In fact, the work by Frieze, Kannan,

and Vempala [14] shows that with certain ℓ2-norm sampling as-

sumptions, a form of singular value estimation can be achieved in

time independent of the size of input matrix. Further, the work by

Tang [34] shows that sampling from the projection of a vector onto

a subspace is not outside the realm of feasibility.

Inspired by these, we leverage the ℓ2-norm sampling to construct

a small typical information matrix to solve the large-scale word

embedding learning problem. We now elaborate on our proposed

relation between Q-contexts and words in Equation (1).

Given an information matrix𝑀 , we first encode the information

matrix𝑀 into an ℓ2-norm state which will be described in detail in

Section 3.2. Now that the mutual information𝑀 is prepared to be a

state, each ℓ2-norm sampling yields a context 𝑐𝑖 with probability

𝑝𝑐𝑖 . The collection of the corresponding row vectors 𝑟𝑐𝑖 = 𝑀𝑐𝑖 ,∗ is
what we call Q-contexts. In our proposed scheme, 𝑝𝑐 is designed to

Info. 

U, Σ, V = SVD(෩𝑹)

𝑬𝒘 = ෩𝑹𝑻𝑼Σ−𝟏/𝟐

1. Information matrix  

calculation

2.    Q-context(෩𝑹) 

construction 

3.   Embedding

calculation

Input: 

Co-occurrence matrix X

Output:

Word embedding 𝑬𝒘

I

Like

…

NLP

[0.182, -0.112, …, 0.981]

[-0.717, 0.209, …, 0.135]

……

[0.415, 0.869, …, -0.322]

WEQ

Figure 1: WEQ method.

correctly reflect the amount of information carried by the context

𝑐 , so that contexts with more information are more likely to be

sampled.

Definition 3.1. A Q-contexts matrix 𝑅 ∈ R𝑘×𝑛 is the collection

of 𝑘 rows 𝑟𝑐𝑖 in the information matrix𝑀 :

𝑅 =
©­­«
𝑟𝑐1
.
.
.

𝑟𝑐𝑘

ª®®¬
where context 𝑐𝑖 is the 𝑖-th sampling outcome from the information

matrix𝑀 .

The central idea in Equation (1) is that a few ℓ2-norm sampling

of the information matrix provides sufficient information such that

a good word embedding can be obtained from a linear combination

of its mutual information with Q-contexts

𝑒𝑤 ≈
∑︁

𝑐 runs over row indices in 𝑅

𝑟𝑐,𝑤𝜆𝑐

where the context coefficients vectors (i.e., 𝜆𝑐 ’s) are to be determined

in Section 3.2.

3.2 Word Embedding from Q-contexts (WEQ)
We now give the full algorithm (Algorithm 2) for computing word

embedding based on Q-contexts matrix 𝑅. WEQ method consists

of three steps: information matrix calculation, Q-contexts construc-

tion, and calculating word embedding from Q-contexts.

Step 1: Informationmatrix calculation.Aswe have discussed
in Section 2, there are different kinds of information matrices. Here,

we choose PPMI and SPPMI matrices proposed in [19] which shows

that exact factorizing (PPMI / SPPMI) matrix with SVD is at least

as good as SGNS’s solutions. Given a co-occurrence matrix, we

construct the PPMI information matrix as follows:

𝑀𝑐,𝑤 (𝑃𝑃𝑀𝐼 ) = log+
#(𝑐,𝑤) |𝑃 |
#(𝑐)#(𝑤)



and a shifted version of PPMI (SPPMI with shift parameter 𝜅)

𝑀𝑐,𝑤 (𝑆𝑃𝑃𝑀𝐼 ) = log+
#(𝑐,𝑤) |𝑃 |

#(𝑐)#(𝑤) · 𝜅 .

Step 2: Q-contexts construction. As in Definition 3.1, we will

encode the information matrix 𝑀 into an ℓ2-norm state, which

admits our fast construction of Q-contexts matrix 𝑅.

In our method, we propose a data structure that achieves fast ℓ2-

norm sampling in practice. For the information matrix𝑀 ∈ R𝑛×𝑛 ,
we store the cumulative summation of its row-squared (∥𝑟1∥2, ∥𝑟1∥2+
∥𝑟2∥2, · · · , ∥𝑀 ∥2𝐹 ). To perform the ℓ2-norm sampling, we first gener-

ate a random number 𝑎 from the uniform distributionU(0, ∥𝑀 ∥2
𝐹
)

and perform an efficient binary search algorithm to find the left-

most index such that 𝑎 is less than or equal to the corresponding

cumulative sum. Through repeating the ℓ2-norm sampling for 𝑘

times, we get the small Q-contexts 𝑅. We normalize each row to

get 𝑅̃.

In addition, we can use column sampling to reduce the matrix 𝑅̃

again. Applying the theorem and similar analysis to 𝑅̃⊤, we get a
smaller matrix 𝐶 for which with high probability

𝑅̃𝑅̃⊤ ≈ 𝐶𝐶⊤ .
Then

𝑈 Σ2𝑈⊤ ≈ 𝑅̃𝑅̃⊤ ≈ 𝐶𝐶⊤ .
We obtain good approximations of the right singular vectors𝑈 and

singular values Σ of 𝑅̃, by simply doing the same calculations for

the much smaller matrix 𝐶 .

Algorithm 1: Q-contexts construction

input : information matrix𝑀 ∈ R𝑛×𝑛 ;
number of samples 𝑘

output :Q-contexts matrix 𝑅̃ ∈ R𝑘×𝑛
1 /* Prepare the state: compute the cumulative sum of M*/

𝑆 (𝑀) =
(∥𝑟1∥2, ∥𝑟1∥2 + ∥𝑟2∥2, ∥𝑟1∥2 + ∥𝑟2∥2 + ∥𝑟3∥2, · · · , ∥𝑀 ∥2𝐹 );

2 for 𝑖 ← 1 to 𝑘 do
3 /* sample a row 𝑖 from the state of𝑀 */

4 Generate 𝑠 ∼ U(0, ∥𝑀 ∥2
𝐹
);

5 Search 𝑖 such that 𝑆 (𝑀)𝑖−1 ≤ 𝑠 < 𝑆 (𝑀)𝑖 ;
6 /* normalization */

7 Form 𝑅̃𝑖,∗ =
∥𝑀 ∥𝐹√
𝑘 ∥𝑀𝑟𝑖 ,∗ ∥

𝑀𝑟𝑖 ,∗;

8 end
9 Return 𝑅̃;

Step 3: Calculating word embedding from Q-contexts. It
is known [25] that embedding matrix 𝐸𝑤 taken to be the form

𝐸𝑤 = 𝑉𝑤
√
Σ can be beneficial in predictive performance, where𝑉𝑤

and Σ are right singular vectors and singular values of information

matrix 𝑀 . In view of Theorem (4.2) later, with high probability

𝑅̃⊤𝑅̃ ≈ 𝑀⊤𝑀 , which implies that 𝑅̃ ≈ 𝑈 Σ𝑉⊤𝑤 where 𝑈 is the left

singular vectors of 𝑅̃. Since𝑈 is a (partial-)isometry, we obtain the

matrix form of Equation (1):

𝐸𝑤 = 𝑉𝑤
√
Σ ≈ 𝑅̃⊤𝑈 Σ−1/2 = 𝑅⊤Λ, (2)

where Λ = 𝐷−1𝑈 Σ−1/2 is the matrix of context coefficients.

ComplexityAnalysis.Weget Algorithm 2 by putting the above

procedures together. As for line 1, it requires O(nnz(𝑋 )) time to

perform point-by-point operations on the nonzero elements of the

co-occurrence matrix𝑋 . As for line 2 and line 3, time complexity for

state preparation is O(𝑛) and for ℓ2-norm sampling is O(𝑘 log𝑛).
As for line 4, O(poly(𝑘)) time is spent in singular vectors computa-

tion. In MF method, it needs to take highly expensive O(poly(𝑛))
time to compute singular vectors of original information matrix 𝑀 .

As for line 5, O(𝑘𝑑𝑛) time is spent in matrix multiplication.

Algorithm 2:WEQ method

input : sparse co-occurrence matrix 𝑋 ∈ R𝑛×𝑛 ;
number of samples 𝑘 , and embedding dimension 𝑑

output :embedding matrix 𝐸𝑤
1 Compute information matrix𝑀 (e.g. PPMI, SPPMI) from 𝑋 ;

2 Construct the Q-contexts matrix 𝑅̃ according to Algorithm 1;

3 (Optional) Construct the much smaller Q-contexts matrix

𝐶⊤ from 𝑅̃⊤ according to Algorithm 1 again;

4 Compute the top 𝑑 left singular vectors𝑈 and singular

values Σ for the Q-contexts matrix 𝑅̃ or 𝐶;

5 Return 𝐸𝑤 = 𝑅̃⊤𝑈 Σ−1/2;

4 THEORETICAL PROOF
In this section, we demonstrate that very few ℓ2-norm samplings

on the information matrix𝑀 suffice to extract high-quality word

embeddings.

The idea that word embedding hidden in mutual information

matrix 𝑀 can be extracted from a few ℓ2-norm sampling on the

state of 𝑀 might seem surprising at first glance. The root of this

phenomenon stems from the fact that Q-context 𝑟𝑐 is a randomized

object, its probabilistic behavior has an almost deterministic nature

in the sense of Central Limit Theorem.

In more precise terms, word representation hides in the sym-

metric form 𝑀⊤𝑀. In view of the random nature of context 𝑟𝑐 ,

this form can be written as the expectation of the rank-one matrix

𝑆 = 1

𝑝𝑐
𝑟⊤𝑐 𝑟𝑐 relating to context 𝑐 ,

𝑀⊤𝑀 = 𝑟⊤
1
𝑟1 + · · · + 𝑟⊤𝑛 𝑟𝑛 =

∑︁
𝑐

𝑝𝑐 ×
1

𝑝𝑐
𝑟⊤𝑐 𝑟𝑐 , (3)

where 𝑝𝑐 is the probability of getting context 𝑐 from a measurement,

and 𝑐 runs over the set of contexts. Precisely, 𝑆 is the randommatrix

taking value
1

𝑝𝑐
𝑟⊤𝑐 𝑟𝑐 with probability 𝑝𝑐 .

The idea of Central Limit Theorem and its general form of prob-

abilistic measure concentration is also valid in a functional analytic

(matrix) context, where a scalar-valued random variable is general-

ized to a matrix-valued one. One of the most celebrated theorems

is the operator/matrix Bernstein concentration inequality [36].

Theorem 4.1. Let 𝑆𝑖 ∈ R𝑛×𝑛, 𝑖 = 1, · · · , 𝑘 be a sequence of inde-
pendent identically distributed symmetric norm-bounded matrices
with mean 𝜇. Then for sufficiently small 𝜖, we have

P

[



 1𝑘 ∑︁
𝑆𝑖 − 𝜇






𝑜𝑝

≥ 𝜖

]
≤ 4 · sr(𝜍) · exp

(
− 𝑘𝜖2

2∥𝜍 ∥2𝑜𝑝

)
,



where 𝜍2 is the covariance matrix of 𝑆1: 𝜍2 = E(𝑆1 − 𝜇)2, and
sr(·) = ∥ · ∥2

𝐹

∥ · ∥2𝑜𝑝
denotes the stable rank of a matrix.

Thanks to the matrix concentration Theorem 4.1 , we see that,

with high probability, the expectation 𝜇 = E𝑆 = 𝑀⊤𝑀 can be well

approximated by the average of 𝑘 ≥ 3∥𝜍 ∥2𝑜𝑝
𝜖2

log sr(𝜍) samples

𝑆1, · · · , 𝑆𝑘 . The average of these samples is

𝑀⊤𝑀 ≈ 1

𝑘
(𝑆1 + · · · + 𝑆𝑘 ) = 𝑅̃⊤𝑅̃,

where 𝑅̃ is the normalized version of Q-contexts matrix 𝑅:

𝑅̃ = 𝐷−1𝑅, 𝐷 = diag(
√︁
𝑘𝑝𝑖1 , · · · ,

√︃
𝑘𝑝𝑖𝑘 ).

Precisely, we get the following theorem:

Theorem 4.2. Let 𝑝𝑐 =
∥𝑟𝑐 ∥2
∥𝑀 ∥2

𝐹

, then we have

P
[

𝑅̃⊤𝑅̃ −𝑀⊤𝑀



𝑜𝑝
≥ 𝜖

]
≤ 4 · sr(𝜍) · exp

(
− 𝑘𝜖2

2∥𝜍 ∥2𝑜𝑝

)
,

where 𝜍 =
√︁
E(𝑆 − 𝜇)2 with stable rank sr(𝜍) being bounded by the

rank of𝑀 , and

∥𝜍 ∥𝑜𝑝 ≤ min

(
∥𝑀 ∥𝐹 ∥𝑀 ∥𝑜𝑝 ,

√︃
∥𝑀 ∥4

𝐹
− ∥𝑀⊤𝑀 ∥2

𝐹

)
. (4)

Proof. The probability inequality in the theorem is a direct

consequence of Theorem 1. We only need to prove inequality (4)

and the bound on sr(𝜍) in the theorem.

By direct calculation, we have

𝜍2 = E𝑆2 − 𝜇2 =
∑︁
𝑐

1

𝑝𝑐
∥𝑟𝑐 ∥2𝑟⊤𝑐 𝑟𝑐 − (𝑀⊤𝑀)2 .

Therefore,

∥𝜍 ∥2𝐹 = 𝑇𝑟 (𝜍2) =
∑︁
𝑐

∥𝑟𝑐 ∥4
𝑝𝑐
− ∥𝑀⊤𝑀 ∥2𝐹∑︁

𝑐

𝑝𝑐 = 1.

The Lagrange multiplier Theorem implies that ∥𝜍 ∥2
𝐹
achieves min-

imum only when 𝑝2𝑐 is proportional to ∥𝑟𝑐 ∥4, namely 𝑝𝑐 =
∥𝑟𝑐 ∥2
∥𝑀 ∥2

𝐹

.

In this case,

∥𝜍 ∥2𝑜𝑝 ≤ ∥𝜍 ∥2𝐹 = ∥𝑀 ∥4𝐹 − ∥𝑀
⊤𝑀 ∥2𝐹

which is the first part of inequality (4).

For the second part, when 𝑝𝑐 =
∥𝑟𝑐 ∥2
∥𝑀 ∥2

𝐹

we see that as matrices

𝜍2 ≤
∑︁

1

𝑝𝑐
∥𝑟𝑐 ∥2𝑟⊤𝑐 𝑟𝑐 = ∥𝑀 ∥2𝐹𝑀

⊤𝑀. (5)

Inequality (5) implies

∥𝜍 ∥𝑜𝑝 ≤ ∥𝑀 ∥𝐹 ∥𝑀 ∥𝑜𝑝 .
The stable rank of 𝜍 is bounded as a consequence of inequality (5):

sr(𝜍) ≤ 𝑟𝑎𝑛𝑘 (𝜍) = 𝑟𝑎𝑛𝑘 (𝜍2)
≤ 𝑟𝑎𝑛𝑘 (𝑀⊤𝑀) = 𝑟𝑎𝑛𝑘 (𝑀) .

□

From the proof of Theorem 4.2 (especially the proof of the first

part of inequality (4)), we can see that the choice of 𝑝𝑐 is motivated

by the variance minimization scheme. Therefore such a sampling

strategy can lead to the matrix mean at a faster speed.

4.1 Error Analysis
We remark that that approximation in Theorem 4.2 is of high quality,

both in theory and practice.

From a mathematical point of view, approximation error in The-

orem 4.2 is small provided that 𝑘 ≥ 3∥𝜍 ∥2𝑜𝑝
𝜖2

log sr(𝜍) rows are
sampled from the information matrix 𝑀 . Our analysis is tighter

than [14] since we make use of a stronger bound on matrix concen-

tration (Theorem 4.1) concerning stable rank and spectral norm of

a matrix, instead of dimension and Frobenius norm. Stable rank is

upper bounded by the rank of a matrix, which is more effective in a

low-rank matrix regime such as word embedding problem. Spectral

norm is bounded above by Frobenius norm as well. Moreover, the

Frobenius norm can fail to capture the genuine behavior of random

matrices in even very simple examples [36]. Therefore, our analysis

shows that with very few samples of rows, 𝑅̃⊤𝑅̃ can be a good

approximation of𝑀⊤𝑀 with negligible error.

These theoretical observations are also consistent with our ex-

periments. Indeed, in Section 5.5, we will see that with information

matrix dimensions varying from 50k to 400k, the number of row

samples required to achieve a good approximation is relatively sta-

ble — in our test it ranges from 40k to 50k, while less than only 2%

of accuracy is lost compared to direct calculation with the original

information matrix.

5 EXPERIMENTS
In this section, we evaluate the proposed WEQ method on three

different evaluation tasks: Word Similarity, Text Classification and

Named Entity Recognition (NER), which have been commonly used

to evaluate previous word embedding methods [19, 39]. We intro-

duce our training corpora and baselines in Section 5.1. We describe

the details of implementation and evaluation tasks in Section 5.2

and Section 5.3. We report experimental results and ablation study

in Section 5.4 and Section 5.5, respectively.

Table 2: Data statistics of enwik9,WebBase andCC. ‘#tokens’
indicates the number of total tokens in the whole corpora.
‘#words’ indicates the number of unique words. ‘#pairs’ in-
dicates the number of word-context pairs.

enwik9 WebBase CC

#tokens 124,301,826 2,976,897,565 6,065,531,635

#words 833,184 3,107,950 10,558,748

#pairs 42,234,884 930,896,198 1,861,679,208

5.1 Training Corpora and Baselines
Training corpora. We conduct our experiments on three large

scale English corpora: enwik9 with about 0.1 billion tokens,Web-
Base [15] with about 3 billion tokens, and the filtering of Common



Crawl corpus (CC) [26] with about 6 billion tokens. We first low-

ercase text and then remove the noisy text like HTML span. We

mainly implement data pre-processing on the basis of the script
1

used in word2vec. After pre-processed, the vocabulary sizes of

three corpora are 56,466 (on enwik9), 277,704 (on WebBase) and

400,000 (on CC) respectively. We prepare co-occurrence matrices

with a context window size of 10. The co-occurrence matrices are

square symmetric matrices whose row sizes are equal to vocabulary

sizes. Our training corpora (enwik9
2
,WebBase

3
,CC

4
) are publicly

available. Note that the original CC is super-scale corpora, which

obtains over 418B tokens. To facilitate experiments, we take 6B

tokens. The statistics of the three raw corpora are listed in Table 2.

Baselines. In our experiments, we mainly compare our method

WEQ with popular benchmarks listed below.

• MF [19] is a global matrix factorization method that uncov-

ers the semantic information implied in the matrix, such as

PPMI and SPPMI matrices.

• word2vec5 [24] is a two-layer neural network that is trained
to reconstruct linguistic contexts of words. We choose the

SGNS architecture in our experiments.

• GloVe6 [27] is a typical co-occurrence count based neural

method, which captures global information from word co-

occurrence matrix in the training corpus.

• fasttext7 [4] is a character-based method which represents

each word as an n-gram of characters.

5.2 Implementation Details
In our experiments, we use code

8
fromGloVe to obtain co-occurrence

matrix. For MF and WEQ, matrices are stored in a list of lists (LIL)

sparse matrix format to allow efficient row operations. The shift

parameter of SPPMI is set to 𝜅=5 on all training corpora. Sample

size 𝑘 for our method WEQ are chosen from [10, 100000] as shown

in Fig. 2. We factorize the Q-contexts matrix 𝐶 to get singular vec-

tors and singular values. According to the official guide, we use 15

iterations to train GloVe and word2vec methods and 5 iterations

to train fasttext method. The number of dimensions of embedding

is set to 300. Note that we set the dimension of word embedding

to sample size 𝑘 when 𝑘 is smaller than 300 in ablation study of

sample size. All experiments are carried out on a cloud server with

Intel(R) Xeon(R) Gold 6231C CPU. We set the number of CPU cores

to 20, 20, 10, 1 and 1 for fasttext, word2vec, GloVe, MF and WEQ,

respectively.

5.3 Evaluation Tasks
To measure the quality of embeddings, we conduct experiments on

three different evaluation tasks: Word Similarity, Text Classification

and Named Entity Recognition (NER).

Word similarity. The word similarity task is to measure how

well the semantic relationship between words is captured by word

1
http://mattmahoney.net/dc/textdata.html

2
http://mattmahoney.net/dc/enwik9.zip

3
http://ebiquity.umbc.edu/redirect/to/resource/id/351/UMBC-webbase-corpus

4
https://oscar-public.huma-num.fr/shuff-dedup/en/

5
https://code.google.com/archive/p/word2vec/source/default/source

6
https://github.com/stanfordnlp/GloVe

7
https://github.com/facebookresearch/fastText

8
https://github.com/stanfordnlp/GloVe/blob/master/src/cooccur.c

embeddings. Experiments are conducted onMEN [5] andWS353 [1]

datasets. To estimate the quality of word embeddings, we compute

the Spearman Rank Correlation score between the word embedding

cosine similarities and human-annotated scores.

Text classification. In the text classification task, the classifier

predicts predefined labels for the given texts. We conduct experi-

ments on two datasets, i.e., 5AbstractsGroup (5AG) [20] and Stan-

ford Sentiment Treebank (SST-2) [30].We choose TextCNN [18] as

our classifier, and measure the performance by weighted F1 metrics.

The sizes of the kernels are 2, 3 and 4 respectively. We use the Adam

optimizer with a mini-batch size of 128 and learning rate of 0.001.

Named entity recognition. NER is the task of identifying and

categorizing the entities in the given text. We conduct experiments

on two benchmark datasets: Conll [35] and BTC [11]. We choose

wordLSTM+charCNN+CRF [21] as our NER model and measure

the performance by entity-level F1 metrics. The wordLSTM is built

upon a one-layer bidirectional LSTM structure with 200 hidden size.

We employ the SGD algorithm to optimize model parameters on

mini-batches of size 100, with a learning rate of 0.001.

5.4 Results
Table 3 illustrates the results on various evaluation tasks and train-

ing times of all word embedding methods. It can be observed that

our method WEQ outperforms all baselines in three corpora on

training time (and resources) metric while the performance metrics

are fairly close.

In terms of evaluation tasks, we notice that MF and WEQ are

superior to GloVe, word2vec and fasttext in most word similarity

tasks, whereas performing slightly worse on text classification and

NER tasks. For both NLP tasks (Text classification and NER), models

using pre-trained word embeddings have remarkable improvement

compared to the one using random embeddings. Comparing with

MF, results obtained with WEQ are fairly close to the ones obtained

with MF and sometimes even better, despite the fact we only use a

fraction of the original information matrix.

We also observe that the released GloVe embedding is about

3% better than word embeddings trained by us on Conll task. One

possible reason is the mismatch of vocabulary [21]. We reuse the

data pre-process script of word2vec excluding punctuations and

digits. And the punctuations and digits are important in the Conll

task.

To verify the stability of our method WEQ, we run 5 times for

each embedding. We only compute the mean and variance of WEQ

because other methods need a long time to train word embedding.

The small variance shown in Table 3 indicate that the word embed-

ding obtained by WEQ are stable.

With regard to training time, MF method innately has an ad-

vantage over neural network based methods (word2vec, GloVe and

fasttext) given the same computational settings. Our method WEQ

improves significantly on top of that. As can be seen from the Ta-

ble 3, our method WEQ-PPMI only requires 54.38% (on enwik9),

15.32% (on WebBase) and 7.72% (on CC) of the training time of MF-

PPMI respectively. With the CC corpus, while GloVe needs 270.5

minutes with 10 CPU cores to obtain word embeddings, it takes

only 31.4 minutes with 1 CPU core with WEQ-PPMI. Although, as

the vocabulary size increases, the training time of WEQ increases

http://mattmahoney.net/dc/textdata.html
http://mattmahoney.net/dc/enwik9.zip
http://ebiquity.umbc.edu/redirect/to/resource/id/351/UMBC-webbase-corpus
https://oscar-public.huma-num.fr/shuff-dedup/en/
https://code.google.com/archive/p/word2vec/source/default/source
https://github.com/stanfordnlp/GloVe
https://github.com/facebookresearch/fastText
https://github.com/stanfordnlp/GloVe/blob/master/src/cooccur.c


Table 3: The performance of WEQ and all baselines on word similarity, text classification and NER tasks. 𝑘 = the sample
size in WEQ. By the ’random’ method, we randomly initialize the embedding of each word. GloVe† is publicly released word
embedding pre-trained with 6B tokens. Bold scores are best within groups of baselines and WEQ.

Dataset Method Time / mins ↓ Word similarity ↑ Text classification ↑ NER ↑
(Cc: CPU core) MEN WS353 SST-2 5AG Conll BTC

enwik9

(0.1B)

MF-PPMI 27.4 × 1 Cc 74.24 70.31 78.61 86.63 87.72 71.06

WEQ-PPMI (𝑘=40000) 14.9 × 1 Cc 73.19±0.28 69.23±0.41 78.73±0.57 87.25±0.29 87.74±0.11 71.16±0.49
MF-SPPMI 13.2 × 1 Cc 72.26 67.14 78.54 86.19 86.13 69.88

WEQ-SPPMI (𝑘=40000) 3.9 × 1 Cc 71.92±0.58 66.52±1.60 78.15±0.20 87.18±0.30 86.34±0.12 69.70±0.12
GloVe 44.6 × 10 Cc 69.45 66.31 79.26 86.51 86.78 71.00

word2vec 59.9 × 20 Cc 74.09 68.96 79.13 85.62 86.51 70.19

fasttext 67.3 × 20 Cc 73.13 65.79 80.59 86.85 87.63 70.65

WebBase

(3B)

MF-PPMI 185.4 × 1 Cc 77.97 68.77 80.94 86.32 88.21 71.31

WEQ-PPMI (𝑘=50000) 28.4 × 1 Cc 77.01±0.44 68.74±0.84 81.59±0.14 87.17±0.22 88.48±0.17 71.37±0.49
MF-SPPMI 67.6 × 1 Cc 76.84 67.62 79.13 85.34 87.07 69.31

WEQ-SPPMI (𝑘=50000) 7.3 × 1 Cc 76.31±0.55 67.66±0.55 78.98±0.28 86.86±0.23 87.68±0.12 70.44±0.24
GloVe 182.7×10 Cc 75.20 63.43 82.66 86.90 87.78 71.02

word2vec 1211.4 × 20 Cc 74.73 63.98 80.93 87.64 88.58 69.89

fasttext 1843.7 × 20 Cc 73.10 58.80 81.07 87.74 88.93 72.83

CC

(6B)

MF-PPMI 406.5 × 1 Cc 77.72 70.87 83.99 86.85 87.48 72.55

WEQ-PPMI (𝑘=50000) 31.4 × 1 Cc 76.39±0.54 69.54±0.54 82.90±0.74 87.69±0.15 88.59±0.25 72.36±0.36
MF-SPPMI 153.9 × 1 Cc 75.30 69.35 80.25 85.92 87.95 70.37

WEQ-SPPMI (𝑘=50000) 13.3 × 1 Cc 73.92±0.35 66.15±0.96 80.79±0.66 86.36±0.17 87.78±0.18 70.86±0.56
GloVe 270.5 × 10 Cc 76.37 65.41 81.70 86.47 88.56 71.23

word2vec 2369.7 × 20 Cc 79.29 69.90 81.57 87.14 88.65 72.93

fasttext 3419.4 × 20 Cc 79.64 68.97 82.70 87.53 89.46 73.92

random / 0.31 2.38 73.82 82.51 81.63 59.22

GloVe
†

/ 73.75 57.26 82.79 87.34 91.15 72.26

accordingly, the time taken by MF increases by a significantly larger

margin.

Note that in the case closest to practice (6B tokens and 400K

vocabularies), we achieve at least 11 ∼ 13 times speed-up compared

with other baselines. In more realistic scenarios where the number

of tokens is trillions and the size of vocabulary is several million,

one can infer from the growing trend that the speed advantage of
our algorithm could potentially reach several orders of magnitude.

The analysis presented above confirms that WEQ method can

substantially minimize the training time while maintaining bench-

mark performance.

5.5 Discussion and Analysis
Time analysis. Recall three main steps of the WEQ method: in-

formation matrix computation, Q-contexts construction (including

state preparation and sampling) and calculating word embedding

from Q-contexts (including computation of singular values and left

singular vectors, and embedding computation). The breakdown of

computational time is displayed in Table.4. Note that the Q-contexts

construction step takes up only no more than 11% of the whole

time, which shows the efficiency of Q-contexts construction step.

Table 4: The training time decomposition of the different
part of WEQmethods on the CC corpus. Total training time
of WEQ-PPMI(𝑘=50000) and WEQ-SPPMI(𝑘=50000) are 31.4
minutes and 13.3 minutes respectively.

Info. matrix

computation

State

preparation
Sampling

Sing. val.

vec.

Embedding

calculation

WEQ-PPMI 26.37% 3.74% 6.93% 46.40% 16.56%

WEQ-SPPMI 52.93% 3.76% 3.73% 30.92% 8.66%

Sample size. In our method, Q-contexts matrix is obtained by

sampling from the information matrix. To investigate how the sam-

ple size affects the performance of WEQ, we carry out experiments

with different sample sizes on all three corpora as shown in Fig.2.

We present a representative benchmark score, similarity task MEN,

against the training times under corresponding sample sizes. The

results of other evaluation tasks are shown in Fig.3. As the sample

size increases, it is obvious that the performance of WEQ on MEN

approaches that of MF. The convergence is fairly fast, especially

when the corpus size is large. We can see that to reach at least

98% of the performance of MF, the sample size of WEQ method



0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0

10

20

30

40

50

60

70

80

0 10000 20000 30000 40000 50000

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0

10

20

30

40

50

60

70

80

0 20000 40000 60000 80000 100000

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0

10

20

30

40

50

60

70

80

0 20000 40000 60000 80000 100000

WEQ-Spearman correlation score MF-Spearman correlation score WEQ-Ratio of Training time 

S
p

e
a

r
m

a
n

 c
o

r
r
e
la

ti
o

n
 s

c
o

r
e
 

Sample size on enwik9 Sample size on WebBase Sample size on CC

R
a

ti
o

 o
f 

T
r

a
in

in
g

 t
im

e

Figure 2: The scores of similar task (MEN) and the corresponding training times ofWEQ-PPMImethod under different sample
sizes. The original dimensions of the information matrices are about 56K (on enwik9), 278K (on WebBase) and 400K (on CC)
respectively. Ratio of Training time = training time of WEQ / training time of MF.

only needs to be 40k (on enwik9), 50k (on WebBase), 50k (on CC),

which are about 70.83%, 18.00%, 12.50% of the original size of the

information matrices, respectively. This validates the theoretical

observations in Section 4.1. As the size of the original information

matrix increases, the percentage of samples needed decreases. In

terms of training time, it rises slowly at small sample sizes then

trends upward sharply at larger sample sizes. This indicates that

the training time can be effectively reduced when sampling a small

matrix to get word embedding.
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Figure 3: The scores of all evaluation tasks except MEN un-
der different sample sizes on CC corpus.

ℓ2-norm sampling vs uniform sampling. In WEQ method,

we use ℓ2-norm sampling to capture the typical information of

origin informationmatrix. To verify the effectiveness of the ℓ2-norm

sampling, we replace the ℓ2-norm sampling with uniform sampling

in the Q-contexts construction step. Uniform sampling means that

each row of information matrix 𝑀 will be sampled with equal

probability. We compare the performance of word embeddings

trained by these two different sampling algorithms. The evaluation

results are shown in Fig. 4. ℓ2-norm sampling has great advantages

over uniform sampling in terms of word similarity scores. In terms

of downstream tasks (text classification, NER), ℓ2-norm sampling

has 1.5% ∼ 4% increase compared with uniform sampling. These

experimental results are consistent with our theoretical proof in

Section 4.
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Figure 4: Comparison between ℓ2-norm sampling and uni-
form sampling.

Nonzeros/Sparsity analysis. To investigate the correlation be-

tween matrix sparsity and algorithm efficiency, we show a com-

parison between time and number of nonzeros in an information

matrix𝑀 in Fig. 5. By TES, we mean total time excluding SVD com-

putation, which corresponds to Algorithm 3 excluding line 3. Since

the time for SVD computation depends on the SVD engine used

in our method, we do not provide a detailed analysis. The Pearson

Correlation Score between nnz(𝑀) and TES is 0.9583. It demon-

strates that our algorithm efficiency is approximately linearly and

positively correlated with the number of nonzero elements of 𝑀 .

We also observe that number of nonzero elements in SPPMI matrix



is significantly less than that in PPMI. That is because only the pos-

itive values higher than 𝜅 are retained after the shifted operation.

The decrease of number of nonzero elements leads to a more sparse

matrix and shorter TES.
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Figure 5: Comparison between nnz(𝑀) and TES on three dif-
ferent training corpora. nnz(𝑀) means number of nonzero
elements in information matrix 𝑀 . TES means algorithm
training Time Excluding SVD. The Pearson Correlation
Score is 0.9583. Panel A is the result for the PPMI informa-
tion matrix, and Panel B is the result for the SPPMI matrix.

6 RELATEDWORK
In this section, we review the related work of word embedding and

low-rank approximation.

6.1 Word Embedding
Constructing the word embedding which could express the seman-

tic features is a fundamental task in Natural Language Processing.

It brings benefits to many NLP tasks [17, 22]. Briefly, recent work

about word embedding can be categorized into two genres, i.e.,

neural network based methods [4, 24, 27] and global matrix fac-

torization based methods [2, 10, 19]. It is found that we can bridge

these two categories by unifying neural network based methods

into a matrix factorization framework [2, 19].

Most of the neural network based methods model the relation

between the target word and its contextual words. Among them,

the SGNS (Skip-Gram with Negative Sampling) model is the pop-

ular implementation of word2vec [24]. It separates local context

windows on the whole corpus, and focuses on maximizing the like-

lihood of contextual words based on the given word. Fasttext [4] is

an extension of the word2vec model, which represents each word as

an n-gram of characters by a sliding window. GloVe [27] is trained

based on the global word-word co-occurrence counts from a corpus.

As for one kind of global matrix factorization basedmethod, MF [19]

factorizes the SPPMI matrix explicitly, rather than iteratively tuning

the network parameters.

More recently, ELMo [28] and BERT [12] achieve state-of-the-

art results in a variety of NLP tasks. Despite the state-of-the-art

results achieved by deep contextualizationmodels, pre-trainedword

embedding should not be neglected. Indeed, ELMo is dependent

on GloVe embedding as input during training [28]. Moreover, both

ELMo and BERT are extremely large deep networks that require

huge computing resources. The pre-training of BERT𝑙𝑎𝑟𝑔𝑒 takes 4

days to complete on 64 TPUs [12]. And it is also difficult to apply

deep contextualization models directly on low-resource PCs or

mobile phones [32, 33].

In the studies described above, researchers paid less attention to

the computational cost of word embedding training. It is true that

large-scale word embedding training requires significant compu-

tational costs [23–25, 27]. In this work, we aim to present a novel

efficient method to obtain word embeddings of a large-scale vocab-

ulary, while maintaining its superiority in terms of effectiveness.

6.2 Low-Rank Approximation
Low-rank approximation problems in mathematical modeling have

been studied for decades [9, 14], which is approximating a matrix by

one whose rank is less than that of the original matrix. The aim is to

obtain more compact information representation and less complex

data modeling with limited losses. It arises in many applications

such as recommendation system [3, 34]. Unlike their implemen-

tations of random matrices and matrices of small sizes [3], our

WEQ investigates the actual large matrices associated with natu-

ral language and reveals new relations for word embeddings. Our

work is also different from [14, 34] since we provide more detailed

theoretical and empirical analysis on matrix concentration, and di-

rect analysis of singular vectors. We also have novel treatments for

sparse matrices and better algorithmic designs for state preparation.

7 CONCLUSION
In this work, we introduce the notion of Q-contexts (matrix), which

can be constructed efficiently. These are only a small fraction (less

than 12.5% in the practical scenario) of all the contexts in the entire

corpus. We also present a novel relation between word vectors

and Q-contexts, and provide a theoretical foundation and rigorous

analysis. Based on this relation, we design a novel and efficient

WEQ method for fast computation of large-scale word embedding.

Empirical experiments show that our algorithm WEQ method runs

at least 11 ∼ 13 times faster than well-established matrix factoriza-

tion methods. Resource and time advantages over word2vec, GloVe

and fasttext are even more pronounced in our empirical study. We

have also shown that WEQ enjoys decent accuracy performance

in a variety of NLP tasks compared to the other methods tested in

this study. In the future, we would like to efficiently learn word

embedding of million-level vocabulary. It is also an interesting topic

to apply our method to other domains such as graph embedding.
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