Full Paper Track CIKM 21, November 1-5, 2021, Virtual Event, Australia

)
Py Understanding and Resolving Performance Degradation in Deep

Graph Convolutional Networks

Kuanggi Zhou'*, Yanfei Dong!2*

Kaixin Wang !, Wee Sun Lee!, Bryan Hooi!, Huan Xu?, Jiashi Feng!
!National University of Singapore 2PayPal Innovation Lab 3 Alibaba Group
{kzhou, dyanfei, kaixin.wangj@u.nus.edu {dcsleews, dcsbhk, elefjia}@nus.edu.sg huan.xu@alibaba-inc.com

ABSTRACT

A Graph Convolutional Network (GCN) stacks several layers and in
each layer performs a PROPagation operation (PROP) and a TRANSs-
formation operation (TRAN) for learning node representations over
graph-structured data. Though powerful, GCNs tend to suffer per-
formance drop when the model gets deep. Previous works focus
on PROPs to study and mitigate this issue, but the role of TRANs
is barely investigated. In this work, we study performance degra-
dation of GCNs by experimentally examining how stacking only
TRANs or PROPs works. We find that TRANs contribute significantly,
or even more than PROPs, to declining performance, and moreover
that they tend to amplify node-wise feature variance in GCNs,
causing variance inflammation that we identify as a key factor for
causing performance drop. Motivated by such observations, we
propose a variance-controlling technique termed Node Normaliza-
tion (NodeNorm), which scales each node’s features using its own
standard deviation. Experimental results validate the effectiveness
of NodeNorm on addressing performance degradation of GCN.
Specifically, it enables deep GCNs to outperform shallow ones in
cases where deep models are needed, and to achieve comparable
results with shallow ones on 6 benchmark datasets. NodeNorm is a
generic plug-in and can well generalize to other GNN architectures.
Code is publicly available at https://github.com/miafei/NodeNorm.
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1 INTRODUCTION

Graph Neural Networks (GNNs) [7, 13, 29, 32] have been proposed
and widely adopted to learn from graph-structured data. GNNs
stack several layers, and in each layer perform a PROPagation op-
eration (PROP) and a TRANsformation operation (TRAN) [34] to pro-
duce informative node representations that can be used to facilitate
downstream tasks like node classification [9, 25, 34].

Though achieving remarkable success, GNNs suffer a model
depth limitation—they tend to perform increasingly worse on clas-
sifying graph nodes as the model gets deeper [2, 16, 18]. This perfor-
mance degradation problem has been widely explored in previous
literature [2, 16, 18, 23, 33], but with the focus on effects of PROPs
operations of the Graph Convolutional Networks (GCNs). GCNs are
a representative GNN architecture that uses the 1-order approxima-
tion of the Chebyshev polynomials of the graph Laplacian matrix [4]
to perform graph convolution [13, 34]. Recent works [2, 18, 33] ob-
serve that PROPs in deep GCNs overly mix the hidden features of
different nodes, a.k.a. oversmoothing, and hence hurt the node clas-
sification performance. Moreover, PROPs are also believed to cause
gradient vanishing, thus hindering the model training process and
leading to poor performance [16, 23].

However, the role of TRANs, the other major operation of a GCN
layer, in this problem is largely neglected and less understood. In
this work, we investigate on the effects of TRANs upon the perfor-
mance of GCNs w.r.t. model depth, to provide a more comprehen-
sive understanding of the reasons for the performance degradation
problem of GCNs. In particular, we carefully design a set of abla-
tive experiments where we disentangle the PROPs and TRANs to
check their respective effects on model performance. We design
two variants of GCNs: one only performs TRANs in hidden layers,
and the other only performs PROPs in hidden layers for learning the
node representations. We observe that the former model, i.e. per-
forming only TRANS, generally causes more significant performance
drop than performing only PROPs. This surprising finding differs
from the previous common belief that oversmoothing and gradient
vanishing caused by PROPs are the main reasons for performance
degradation. Actually, TRANs contribute significantly, or even more.

Such intriguing observations motivate us to dig deeper into
the reasons behind performance degradation. We then investigate
how TRANs hurt the performance by examining their influence on
the node representations. We observe that TRANs tend to amplify
node-wise feature variance (i.e., the variance of each node’s hidden
features). Consequently, as a GCN gets deeper, the number of TRANs
increases and the node-wise feature variance in general increases
greatly. We refer to this phenomenon as variance inflammation.
Moreover, we find that larger variance of node features leads to
greater difficulty in classifying these nodes, and thus deep GCNs
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perform significantly worse than shallow ones. The effects of large
feature variance on classification performance remind us of some
early studies on Multi-Layer Perceptrons (MLPs) and Convolution
Neural Networks (CNNs) [1, 11, 14]. Though those works similarly
claim that the large feature variance would affect model perfor-
mance, they do not establish the explicit relation to the difficulty of
training a deeper model. Moreover, due to the complex entangle-
ment between the PROPs and TRANs in GCNs, such a factor of large
feature variance is hidden by the feature smoothing phenomenon
among nodes (i.e., oversmoothing).

We are motivated to mitigate variance inflammation to address
the performance degradation issue for deep GCNs. To this end,
we propose a plug-in variance-controlling technique termed as
Node Normalization (NodeNorm) that can effectively alleviate vari-
ance inflammation. NodeNorm scales hidden features of each single
node based on its standard deviation. To make the normalization
effect controllable and collaborate well with GCNs in different sce-
narios, NodeNorm takes the p-th root of the standard deviation
as the normalization factor. With a smaller p, NodeNorm controls
node-wise feature variance more strictly. In the following part of
our work, we use NodeNorm‘fJ to denote NodeNorm with a spe-
cific p. We empirically find NodeNorm is effective for improving
the performance of deep GCNs by well handling the variance in-
flammation problem. To further reveal the importance of variance
controlling, we also investigate whether and why the existing Layer
Normalization (LayerNorm) [1], which also performs a node-wise
variance-scaling operation, helps reduce performance degradation.
We find through experiments that LayerNorm also mitigates vari-
ance inflammation thus improving deep model performance.

Extensive experiments on various types of graph datasets demon-
strate that mitigating variance inflammation successfully relieves
the performance degradation of deep GCNs. Specifically, we make
following observations: 1) The NodeNorm enables deep GCNs (e.g.
64-layer) to outperform shallow ones (e.g. 2-layer) in 3 cases [12,
26, 33] where usually deep models are required to learn good node
representations. 2) With NodeNorm, deep GCNs (e.g. 64-layer) can
achieve results comparable to shallow ones (e.g. 2-layer) on 6 bench-
mark datasets [19, 24, 25, 25]; 3) The NodeNorm outperforms two
existing best-performing methods [23, 33] for addressing perfor-
mance degradation in deep GCNs in most cases. 4) We reveal that
the true contributing factor of LayerNorm’s success in improving
deep model performance is its variance scaling step.

Our proposed NodeNorm is generic and generalizable to other
GNN . Specifically, NodeNorm resolves performance degradation
for popular GNNs including GAT [29] and GraphSage [7]. It also
improves performance of recent deep GNN architectures that do not
suffer performance degradation, including GCNII [3] and GEN [17].

The contributions of this paper are three-fold:

e We empirically find that TRANs make a significant cause of
the performance degradation problem for deep GCNs, which
is however under-explored in previous works.

o We figure out through experiments that TRANs cause vari-
ance inflammation, and that deep GCNs perform notably
worse on nodes with relatively large variance as compared
to shallow models. Based on these findings, we propose
NodeNorm to mitigate variance inflammation.
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e The proposed NodeNorm well resolves performance degra-
dation of GCNs, and enables deep GCNs (e.g. 64-layer) to
outperform shallow ones in cases where often deep models
are required to learn good node representations. Moreover, it
helps deep GCNs to achieve comparable results with shallow
ones on benchmark datasets.

2 RELATED WORKS

2.1 Graph Neural Networks (GNN’s)

Graph neural networks (GNNs) are widely applied to learn graph
node representations over graph-structured data. Current GNNs are
generally built based on a neural message passing framework [6]
where one PROP operation and one TRAN operation are performed
in each layer. The Graph Convolutional Network (GCN) is one most
representative GNN, which performs a graph convolution in the
graph spectral domain per layer, with kernels approximated by
a first-order Chebyshev polynomials [4] of the normalized graph
Laplacian matrix. GCNs have achieved high performance in the
node classification task on various datasets [9, 24]. In addition
to GCNs, the GraphSage architecture [7] and Graph ATtention
networks (GATs) [29] are also popular GNNs. They are widely
adopted for node classification, achieving comparable performance
with GCNs on many benchmark datasets [9, 25]. GraphSage learn
node representations by aggregating and transforming information
from randomly sampled neighbors. GAT performs a learnable and
flexible PROP by the attention mechanism [28] in each layer.

2.2 Performance degradation problem of deep
GNNs

It has been observed that existing GNN architectures tend to suffer
performance degradation as their model depth increases [2, 13].
This problem is first observed in GCNs [13], and later Chen et
al. [2] find other popular GNN architectures such as GraphSage [7]
and GAT [29] also suffer such performance degradation.

Most studies on this problem are based on GCN. Existing works
focus on how PROPs in GCNs affect node representations and cause
performance degradation. Li et al. [18] show that a PROP in GCN is
essentially a Laplacian smoothing operation, and therefore PROPs
push the node embeddings to be indistinguishable in deep GCNs,
causing performance degradation, which is termed oversmoothing.
To reduce oversmoothing, Chen et al. [2] introduce an additional
loss to discourage similarity among distant nodes; DropEdge [23]
randomly removes edges from the graph during the training pro-
cess; PairNorm [33] fixes the total pairwise feature distances across
different layers. In addition to oversmoothing, gradient vanishing is
also identified by Li et al. [16] to be a reason for performance degra-
dation, and is also widely believed to be caused by the smoothing
effect of PROPs [3, 16, 17, 23].

Compared with PROPs, little attention has been paid to effects
of TRANs in this problem. Though Klicpera et al. [15] and Zhao
et al. [33] claim that TRANs also make a reason for performance
degradation, they do not investigate and justify it, and their focus
is still on PROPs. To the best of our knowledge, [21] is the only
work that studies the role of TRANs in the performance degradation
problem. However, their theoretical analysis is performed under
the assumption that the input graph is sufficiently dense and the
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model depth goes to infinity, which is inapplicable to real world
datasets or practical GCN models. In addition, their analysis is about
how TRANs and PROPs collectively lead to oversmoothing, rather
than revealing whether and how TRANs themselves contribute to
performance degradation. Unlike [15, 21, 33], our focus is placed
on the role of TRANs in performance degradation of GCNs.

In addition to the works investigating and addressing perfor-
mance degradation in existing GNNs, there are also some works
trying to design new GNN architectures that can naturally go deep
without incurring severe performance drop. A representative ar-
chitectures among them is JKNet [32]. However, as shown in [23],
JKNet still suffers performance degradation when the model goes
very deep (e.g. 32- or 64-layer). Concurrent to our work, GCNII [3]
and GEN [17] show good performance even when they go very deep.
GCNII addresses oversmoothing via initial residual connections and
identity mappings, while GEN overcomes performance degradation
with the help of several techniques including generalized aggrega-
tion functions, message normalization and layer normalization [1].
This line of works, i.e. JKNet, GCNII and GEN, are orthogonal and
complementary to ours, as our work aims to better understand and
resolve performance degradation based on the representative GCN
architecture. Furthermore, as we will show in Sec. 4.3, applying our
proposed variance-controlling technique to these architectures can
also improve their performance.

3 UNDERSTANDING AND RESOLVING
PERFORMANCE DEGRADATION OF DEEP
GCNS

Neural networks usually perform better with increasing depth [8,
27]. However, GCNs perform increasingly poorly with larger model
depth. Existing works mainly study how PROPs contribute to this
problem, and pay little attention to the role of TRANs, the other
important operator that constitutes a GCN layer.

In this section, we study this problem from a new perspective.
We start with ablative experiments to investigate the roles of PROPs
and TRANs in causing performance degradation. Based on the at-
tained observations, we identify that the variance inflammation
issue introduced by TRANs is the critical contributing factor. Fi-
nally we develop a variance-controlling technique to alleviate this
problem and improve performance of deep GCNss.

3.1 Preliminaries

We first introduce the preliminaries on graph convolution network
(GCN) models. Given an undirected graph G with n nodes, let
the adjacency matrix and the degree matrix of G be denoted as
A € {0,1}'”" and D = diag(A1), where 1 is an n-dimensional all-
ones column vector. An L-layer GCN model [13] is composed of L
cascaded feed-forward Graph Convolution (GC) layers. Formally,
the I-th GC layer can be represented as

HD =ReLUAH!"D WD), (1)

where H() € R"™d1 and W) € R4*d1+1 denote the node feature
matrix and the learnable weight matrix of this layer. The i-th row

(i € {1,---,n}) of HV denoted as h;r(l), represents input em-
bedding vector of node i of the I-th layer. In this formula, A is the
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re-normalized adjacency matrix defined as A = D™2AD"%, where
A=A+Iand D = diag(A1). According to Eqn. (1), one GCN layer
performs the following two basic operations: the PROPagation op-
eration (PROP) and the TRANsformation operation (TRAN) [31, 34]:

AUD = A=Y (Prop),

HD =ReLU@E YWD (TRANY. @
The first operation propagates and aggregates information from the
1-hop neighbors of each single node, while the latter transforms
the aggregated embeddings via a linear transformation followed by
a non-linear ReLU [20] activation function.

A GCN model is built by stacking multiple GCN layers as above.
Generally, with more GCN layers, the node feature information
can be propagated to farther nodes [6, 34]. This is helpful for ag-
gregating information from distant nodes, and hence improves the
performance of GCNs [3, 16, 33]. However, some practical observa-
tions [2, 16, 18, 23, 33] are contradictory to this intuition—stacking
more layers would incur severe performance drop for GCNs.

This is known as the performance degradation problem for deep
GCNs. To address this problem, previous studies focus on PROPs,
which are believed to cause the oversmoothing issue, i.e., node fea-
tures in deep GCNs being pushed by PROPs to be indistinguishable
from each other. Meanwhile, the role of TRANs is largely overlooked
in the previous studies. However, TRANs are also critical for the
performance of GCNs since they transform the aggregated infor-
mation progressively and hence greatly influence the learned node
representations.

3.2 Transformation operations contribute
significantly to performance degradation

To investigate the role of TRANs in performance degradation, we
need to exclude the influence of PROPs. To this end, we disentangle
the two operations and build two variants of GCNs: 1) T-GCNs
that only perform TRAN in each hidden layer; 2) P-GCNs that only
perform PROP in each hidden layer.

Formally, denote a GC layer as GC(-) and a TRAN as T(-), and let
X € R™ be the input feature matrix. Then, an L-layer T-GCN and
P-GCN can be represented as

HD =GC(To--- 0 T(GC(X))) (T-GCN),
©)

L-2
H® = GC(A2GC(X))  (P-GCN).

Note the parameters of the two models in different layers are not
shared.

We train three models, i.e., vanilla GCN, P-GCN and T-GCN,
of different depths on three benchmark datasets: Cora, Citeseer
and Pubmed [24], and plot test accuracy in Fig. 1. Here the model
depth varies from 2 to 64. It can be seen that T-GCN suffers even
more severe performance degradation than GCNs. E.g., on Cora,
the accuracy drops to 0.4 for 64-layer T-GCN, compared with the
accuracy of 0.6 of 64-layer vanilla GCN; by contrast, although the
performance of P-GCNs also drops when the the model goes very
deep (e.g. 64 layers), the accuracy only drops to 0.72. Such observa-
tions deviate from the conventional belief [2, 18] that more PROPs
will hurt the model performance more severely. Instead, we find
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Figure 1: Performance degradation of GCNs, P-GCNs and T-GCNs. A T-GCN performs only TRANs in hidden layers, while a
P-GCN performs only PROPs in hidden layers. Due to limited space, we only show results on Cora, Citeseer and Pubmed.

that stacking more TRANs introduces larger performance drop and
TRANs contribute more than PROPs in this study.

3.3 Transformation operations cause variance
inflammation

We then investigate why stacking more TRANs would hurt the per-
formance of deep models. We experimentally examine their effects
on node representations, and find that TRANs tend to amplify the
node-wise feature variance. As a result, as a GCN model becomes
deeper, it contains more TRANs and hence its output node-wise fea-
ture variance becomes increasingly large in general. We refer to this
phenomenon as variance inflammation. Here the node-wise feature
variance refers to the variance of each node’s features. Formally,
the feature variance of node i in the I-th layer is

var = " i(h(l) (l)) )

j=1
0 _ dlz Zdl I(Jl)
the mean of the features, and d; denotes the feature dimensmn
We plot how Var( ) changes with the layer index [ in a 64-layer
T-GCN in Fig. 2 (a). Results in 64-layer P-GCN are also included for
comparison. As we can see, within a 64-layer T-GCN, the node-wise
feature variance in general rises drastically (note that the y-axis is

©

where h;j is the the j-th feature of node i, y;

shown in log scale). By contrast, Vargl) in P-GCN does not show
an increasing trend with larger I. This observation demonstrates
that TRANs tend to amplify node-wise feature variance.

We then plot the node-wise feature variance of the last layer

of GCNs with different depths, i.e., varfL) with different L, in
Fig. 2 (b). We can see variance inflammation from the drastic rise

in log(varl@)) from L = 2 to L = 64, i.e. such amplification of node
feature variance leading to variance inflammation in GCNs.
Moreover, we find that nodes with large feature variance are
difficult to classify. We observe this by sorting all the nodes in the
graph based on their node-wise feature variance of the last layer, i.e.,
Var§64) of a 64-layer GCN, and partitioning the sorted nodes evenly
into 5 bins: Si, - - -, Ss5. For each bin, we illustrate the performance
degradation by calculating the accuracy difference between this
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64-layer model and a 2-layer model. The results are summarized in
Fig. 2 (c). We observe that the 64-layer model has relatively larger
variance and performs significantly worse than the 2-layer one.
Motivated by these findings, we hypothesize that mitigating
variance inflammation, i.e., preventing var; from being too large,
can help mitigate the performance degradation of deep GCNs.

3.4 Techniques to mitigate variance
inflammation

To reduce variance inflammation, we propose a technique that scales
each node’s feature vector by the p-th root of the standard deviation
of its features, with p > 1. As the operation is applied in a node-
wise manner, we term it Node Normalization (NodeNorm), formally
expressed as

h;

NodeNorm(h;) = I (5)
(0i)?

where o; = /var; is the standard deviation of h;, and var; is the
variance defined in Eqn. (4). Here we omit the layer index [ for clar-
ity. In the following part, we use NodeNormy,, to denote NodeNorm
with a specific p.

Let ﬁi £ NodeNorm(h;) denote the normalized h;, and let /i;, &;
denote the mean and standard deviation of fli.

We have

d
S (_f sy ©
d T T
"=l of
; .
1—l)
According to Eqn. (6), for large 0; (07 > 1),0, 7" < ojifp >

Therefore, given p > 1, we have: 1) The NodeNormp can reduce
the variance of nodes with o; > 1, and hence alleviating variance
inflammation; 2) A smaller p controls variance inflammation more
strictly. We can adjust the value of p so that NodeNorm can collabo-
rate well with GCNs in different scenarios. Specifically, p = 1 yields
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Figure 2: (a) Node-wise feature variance, i.e., varlgl) of all nodes in different layers (I = 1, 20, 40, 60) of 64-layer T-GCN and P-GCN
models. Results are shown in log scale with a base of 10. Note that the two models are both 64-layer models. Outlier points
are not shown for better comparison of the two models. (b) Node-wise feature variance of representations of the last layer,
ie., VarEL) (in log scale with a base of 10) for L = 2,4, 68,16, 32, 64 of all nodes. Note that models in this sub-figure are GCNs of
different model depths. (c) Performance difference between a 2-layer and a 64-layer model for each node bin. From S; to S5,

varEL)

the most strict NodeNorm, i.e., NodeNorm;, which normalizes the
variance for all nodes to be 1.

Moreover, we note that the existing Layer Normalization (Layer-
Norm) [1] also performs a node-wise variance-scaling operation.
We then also investigate whether (and why) LayerNorm is able to
address performance degradation in GCNs. Formally, the formula-
tion of LayerNorm is:

LayerNorm(h;) = @ © l% + B, 7)

l
where © denotes an element-wise multiplication, and «, f are
learnable parameters. We can see that a LayerNorm consists of three
operations: variance-scaling, mean-subtraction, and feature-wise
linear transformation (&, B are the slopes and biases). In particular,
the variance-scaling in LayerNorm is essentially our NodeNorm;.

One may argue that LayerNorm does not naturally mitigates
variance inflammation, due to the linear transformations. However,
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increases. Due to limited space, we only show results on Core, Citeseer and Pubmed.

we empirically find that LayerNorm operations in deep GCNs are
trained to effectively reduce variance inflammation (see Sec. 4.4).

4 EXPERIMENTS

As observed in existing works [23, 33], deep GCNs do not show sig-
nificant advantage over shallow ones on benchmark settings (e.g.,
20-label-per-class setting on Cora). This might be because shallow
models are already sufficient to learn good node representations
in these settings, as discussed in [33]. Therefore, to demonstrate
the benefit of mitigating variance inflammation, we first evaluate
NodeNorm in three exemplar cases where shallow models are in-
sufficient in Sec. 4.1 (i.e., deep models are needed). We then validate
whether the proposed NodeNorm can help alleviating performance
degradation of GCNs on benchmark settings in Sec. 4.2. Next, in
Sec. 4.3, we apply our proposed NodeNorm to other GNN archi-
tectures to study their effects upon the performance of different
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Table 1: Classification accuracy in cases where deeper models are needed. The first row is result of the original GCNs. Following
rows correspond to GCNs with equipped different techniques. The number in parenthesis corresponds to depth of the model

that achieves the performance.

Citation Networks w/ missing features Citation Networks w/ low label rate Networks w/ large diameter
Cora Citeseer Pubmed Cora Citeseer Pubmed USelect-12 USelect-16

GCN 07034200235 (8) | 0.4494-00227 (8) | 0.4652-00677 (16) | 0.6319200052 (4) | 0.5277-006%5 (2) | 0.6491=0.0675 (4) | 0.8296-0.0147 (2) | 0.8840-0.0094 (2)
+DropEdge 0.7335+0.0182 (16) | 0.48110.0225 (16) | 0.4292:0.0331 (32) 0.6193::0.0496 (4) 0.4710+0.0679 (8) 0.6557+0.0717 (4) 0.8589-+0.0082 (16) 0.8921:+0.0037 (4)
+PairNorm 0.6947+0.0230 (64) | 0.4475:0.0201 (32) | 0.6683+0.0357 (32) | 0.6168=0.0624 (16) | 0.4924-0.0503 (8) | 0.6445+0.0663 (32) | 0.8665+0.0113 (32) | 0.8983:0.0098 (32)
+NodeNorm; | 0.7207-+0.0122 (64) | 0.4861:+0.0224 (32) | 0.5751+0.0504 (16) | 0.6420+0.0301 (16) | 0.5516+0.0702 (16) | 0.6813=0.0350 (64) | 0.8677-0.0099 (32) | 0.9017:0.0063 (32)
+NodeNormy | 0.7361+0.0180 (16) | 0.4957=0.0199 (32) | 0.6106=0.0387 (16) | 0.6605:0.0420 (16) | 0.5551+0.0635 (4) | 0.6908=0.0432 (32) | 0.8700+0.0135 (32) | 0.9028:0.0125 (32)
+NodeNorms | 0.7395-0.0312 (16) 0.4683+0.0311 (8) 0.4713:+0.0626 (32) 0.6580::0.0544 (8) 0.5618+0.0715 (4) 0.6694+0.0619 (8) 0.8697+0.0138 (32) 0.9026-0.0093 (32)

GNNess. Finally, we investigate the effectiveness of LayerNorm in
alleviating performance degradation.

4.1 Evaluating effects of proposed NodeNorm in
cases requiring deep models

In this subsection, we evaluate NodeNorm in three exemplar cases
where deep models are needed to learn good node representations.

4.1.1 Experiment settings. We first introduce the exemplar cases:

(1) Citation networks with missing features. In [33], when
some input node features are missing in citation graphs,
deep models achieve better performance than shallow ones.
Here shallow models are not sufficient to learn good node
representations because nodes would benefit from a larger
neighbourhood to recover effective feature representation.

(2) Citation graphs with low label rate. Deeper models achieve
better performance than shallow ones on Cora, Citeseer and
Pubmed at low training label rate. As explained in [26], when
training label rate is low, more layers would be needed to
reach the supervision information far away.

(3) US election datasets. USelect-12 and USelect-16 datasets [12]
are geographical graphs induced from statistics of United
States (US) election of year 2012 and year 2016. Nodes rep-
resent US counties, and edges connect nodes whose corre-
sponding counties are geographically bordering. Node fea-
tures are demographic statistics such as income, education,
population. The graph structures of the two datasets are ex-
actly the same. Deep model significantly outperform shallow
ones on them, possibly because their graph has a diameter of
69, which is notably larger than that of the commonly used
datasets (e.g. about 20). In addition, the average shortest path
length between node pairs in the two datasets is around 26,
over 4 times larger than that of citation networks. Given such
a large graph diameter and a long average distance among
nodes, deep models would be desired to fully propagate in-
formation among nodes and learn good representations.

For the missing-feature case, we follow [33] to run experiments

on Cora, Citeseer and Pubmed with 100% of missing features. We
follow widely adopted 20-label-per-class setting [13, 33]: 20 labeled
training nodes per class, 500 validation nodes, 1,000 test nodes.
For the case of low label rate citation graphs, we run experiments
on Cora, Citeseer and Pubmed with the 2-label-per-class setting
(label rates for three datasets are 0.52%, 0.36%, and 0.03%). The sizes
of validation and test sets are 500 and 1,000, as in the commonly
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adopted 20-label-per-class setting. For the US election datasets, we
randomly split the nodes into train/val/test by 60%/20%/20% [12],
and follow [10] to conduct a binary node classification task.

For baseline methods, we choose PairNorm [33] and DropE-
dge [23], which are the best performing generic (i.e., plug-in) meth-
ods to address performance degradation of GCNs and other GNN
architectures. For DropEdge, results are obtained with the PyTorch
Geometric library [5] implementation of DropEdge; for PairNorm,
results are obtained using their official implementation. Here we do
not compare works designing new GNN architectures that suffer
little performance degradation [3, 17], since they are orthogonal to
our design. Instead, we discuss these methods in Sec. 4.3.

We run experiments with GCNs of {2,4,8,16,32,64} layers. To
make the results more reliable, we run each experiment with 10
different random splits of the dataset and report the mean and
standard deviation, as suggested by [25]. We add residual connec-
tions [8, 18] in each layer to avoid training difficulty caused by
gradient vanishing. We use 64 hidden dimension for all methods.
For NodeNorm, we run experiments with p = 1,2, 3.

4.1.2  Results. Tab. 1 summarizes the best average accuracy and
corresponding model depth of the experiments above. In general,
with the help of NodeNorm, deeper models achieve much better
performance than shallow ones. Specifically, the best performance
of NodeNorm-augmented GCNss is achieved by deep models (e.g.
64-layer), and is higher than the best performance of vanilla GCNS,
which is generally obtained by shallow models (e.g. 2-layer).

Though both vanilla GCNs and NodeNorm-augmented GCNs
are capable of aggregating information from distant nodes when
their model depth increases [6, 7], vanilla GCNs do not perform
better as they become deeper. This is because variance inflammation
(along with other factors like oversmoothing) offsets the benefit
of aggregating distant node information and even leads to per-
formance degradation. By contrast, deep GCNs augmented with
NodeNorm successfully outperform their shallow counterparts be-
cause NodeNorm resolves variance inflammation.

Tab. 1 also show that the baseline methods, i.e., DropEdge and
PairNorm, are able to alleviate performance degradation of deep
models to some extent, but they are inferior to our proposed vari-
ance NodeNorm.

Among NodeNorm with different p, NodeNormy has the best
performance in 5 out of 8 scenarios. NodeNorms also stands out in
two cases. In addition, NodeNorm; is also among the top-3 best-
performing techniques in most scenarios. Furthermore, we show
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Figure 3: Classification accuracy w.r.t. model depth. It can be seen all variance-controlling techniques are able to mitigate
performance degradation. Our NodeNorm; enables deep models to compete with shallow ones by strictly controlling node-

wise variance, i.e., ensuring all var; to be 1

in the next section that NodeNorm; is the most effective one when
the model goes very deep (e.g., 64-layers).

Another interesting observation is that, with varying p, the opti-
mal model depth can be different. In general, smaller p corresponds
to a larger optimal model depth. One possible explanation is that
shallower models suffer less variance inflammation, thus requiring
less strict variance controlling to achieve better performance.

4.2 Evaluating effects of proposed NodeNorm
on benchmark datasets

To further investigate whether NodeNorm can help resolve per-
formance degradation of deep GCNs, we evaluate the proposed
NodeNorm on 6 commonly used benchmark datasets.

We first run experiments on 6 node classification datasets of
various graph types: three benchmark citation datasets [24] Cora,
Citeseer and Pubmed, a co-authorship dataset Coauthor-CS [25],
a web-page dataset Wiki-CS [19], and a product co-purchasing
dataset Amazon-photo [25]. For the three citation networks Cora,
Citeseer and Pubmed, we follow the widely adopted 20-label-per-
class setting [2, 13, 29, 32]. For Coauthor-CS, we also run experi-
ments with 10 splits that are randomly generated based on splitting
rules in [30]. For Wiki-CS, we use the 20 splits provided in [19]. For
Amazon-photo, following [25] we adopt the same split setting as the
three citation networks. The evaluation metric for these datasets is
classification accuracy. We run experiment with GCNs with {2, 4, 8,
16, 32, 64} layers and use p = 1, 2,3 for NodeNormy,.

As shown in Fig. 3, compared with vanilla GCNs, models with
NodeNorm suffer much less accuracy drop when they get deep. In
particular, NodeNorm; enables very deep models (e.g., 64-layer) to
achieve comparable performance with shallow ones (e.g., 2-layer).

Table 2: Classification accuracy of NodeNorm;, PairNorm
and Dropedge on a widely used split of Cora, Citeseer and
Pubmed.

Model depth

Dataset Method 3 33 e
NodeNormj 0.830 | 0.829 | 0.837
Cora PairNorm 0.783 0.759 0.778
DropEdge 0.828 0.811 0.789
NodeNorm; | 0.729 | 0.724 | 0.731
Citeseer PairNorm 0.648 0.615 0.614
DropEdge 0.723 0.700 0.651
NodeNormj 0.807 | 0.808 | 0.804
Pubmed PairNorm 0.756 0.768 0.737
DropEdge 0.796 | 0.782 | 0.769

The results well demonstrate that mitigating variance inflammation
indeed helps address performance degradation.

This is further justified by comparing NodeNorm,, with varying
p. For deep models (e.g. 64-layers) that suffer severe variance inflam-
mation, the model performance increases as p decreases from 3 to 1.
The comparison shows that techniques that control variance inflam-
mation more strictly (with a smaller p) can address performance
degradation more effectively for very deep models.

Furthermore, we compare our NodeNormj, the most effective
NodeNorm for very deep models, with the baseline DropEdge [23]
and PairNorm [33] methods on benchmark datasets. For fair com-
parison, we follow [23, 33] to run experiments on Cora, Citeseer
and Pubmed in the 20-label-per-class semi-supervised classifica-
tion setting, with a widely used standard split [13, 29]. Results for
DropEdge are from their GitHub repository. For PairNorm, 2-layer
results are reported in their paper, and we reproduce other results
using their reported settings.
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Figure 4: Classification accuracy w.r.t. model depth of GAT and GraphSage.

Table 3: Best AUC-ROC and corresponding model depth on
Obgn-proteins of GENs with and without NodeNorm;.

Table 4: Best accuracy and corresponding model depth on
web-pages datasets of GCNIIs with and without NodeNorm;.

Method AUC-ROC Method Dataset
GEN 0.7936:0.0086 (64) Cornell Texas Wisconsin
+NodeNorm; | 0.8226:0.0093 (64) GCNII 0.7496-0.0514 (16) | 0.6946+0.0793 (32) | 0.7412:00526 (16)
+NodeNorm; | 0.8054-00:92 (16) | 0.7892+0.0637 (32) | 0.8314=0.0542 (16)

Tab 2 summarizes the results. We can see though Dropedge and
PairNorm alleviate performance degradation to some extent, deep
models with these methods still underperform their shallow coun-
terparts. In comparison, our NodeNorm; successfully addresses
the performance degradation, enabling GCNs of 32 or 64 layers to
achieve comparable results with 2-layer GCNs.

Note that in the above results, deep GCNs do not show significant
advantage over shallow ones. It is because in benchmark settings,
shallow models might be sufficient to learn good representations
(discussed in [33]). Nevertheless, our NodeNorm successfully en-
ables deep models to match the performance of shallow ones.

demonstrate that controlling variance also addresses performance
degradation for other GNN architectures in addition to GCNs.
There are also works obtaining deep GNNs by designing new
GNN architectures that can naturally go deep without suffering se-
vere performance degradation, which are orthogonal to our design
in this work. We also include them in experiments to further show
the effectiveness of our proposed variance controlling techniques. In
particular, we apply NodeNorm to GEN [17] and GCNII [3], which
are among the best new GNN architectures that do not suffer de-
clined performance as the model grows deep. We run experiments
with the two models of {2, 4, 8, 16, 32, 64} layers. For GEN, we follow
[17] to run experiments on Ogbn-proteins [9], each with 5 random
seeds, since the dataset split in [9] is practically meaningful and
random split may not make sense anymore. We use the PyTorch
Geometric library [5] implementation of GENs, which is provided
by [17]. For GCNII, we follow [3] to conduct experiments on web-
page networks [22]: Cornell, Texas and Wisconsin, where each
experiment is run with 10 different dataset splits. In the web-page
networks, nodes and edges represent web pages and hyperlinks

4.3 Applying variance-controlling to other
GNN architectures

We apply NodeNorm to other GNN architectures to study whether
variance-controlling can further improve their performance. Below
we first experiment on GNNs that also suffer performance degrada-
tion when the model gets deep [7, 29], and then on those that can
go deep without performance drop [3, 17].

We first apply the variance-controlling techniques (i.e. NodeNorm)
to other popular GNN architectures that also suffer from perfor-
mance degradation, including GAT [29] and GraphSage [7], which
achieve high performance in the node classification task. We con-
duct experiments using the same setting as in Sec. 4.2. As shown in
Fig. 4, the variance-controlling techniques generalize well to these
architectures, mitigating their performance degradation effectively.
In particular, NodeNorm enables deep GAT or GraphSage mod-
els to compete with their shallow counterparts. The results well
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respectively. We use their released code for implementation. For
both architectures, we follow experiment settings in their GitHub
repositories. We do not tune hyperparameters or use training tricks
like one-hot-node-encoding in [17]. We take NodeNorm; as an
example of NodeNorm as it is simple yet effective in addressing
performance degradation for very deep models.

As shown in Tab. 3 and Tab. 4, our proposed NodeNorm; im-
prove the performance of GEN and GCNII Notably, NodeNorm;
improves the performance of GCNII by a margin of 10% on Texas
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Table 5: Performance comparison of LayerNorm and NodeNorm in cases where deeper models are needed. The first row shows
the results of the original GCNs. Following rows correspond to GCNs with different techniques equipped. The number in
parenthesis corresponds to depth of the model that achieves the performance.

Citation Networks w/ missing features Citation Networks w/ low label rate Networks w/ large diameter
Cora Citeseer Pubmed Cora Citeseer Pubmed USelect-12 USelect-16
GCN 0.7034-0.0235 (8) 0.4494-+0.0227 (8) 0.4652+0.0677 (16) 0.63190.0982 (4) 0.5277+0.0695 (2) 0.6491+0.0675 (4) 0.8296-0.0147 (2) 0.8840-£0.0094 (2)
+LayerNorm | 0.7160+0.0199 (64) | 0.4860+0.0180 (32) 0.5450:0.0577 (4) 0.6348+0.0385 (16) | 0.5569+0.0747 (16) | 0.6820+0.0464 (32) | 0.8657+0.0104 (32) | 0.8983+0.0113 (32)
+NodeNorm; | 0.7207+0.0122 (64) | 0.4861+0.0224 (32) | 0.5751+0.0504 (16) | 0.6420+0.0301 (16) | 0.5516+0.0702 (16) | 0.6813+0.0350 (64) | 0.8677+0.0099 (32) | 0.9017+0.0063 (32)
+NodeNormy | 0.7361+0.0180 (16) | 0.4957+0.0199 (32) | 0.6106+0.0357 (16) | 0.6605:0.0420 (16) | 0.5551+0.0635 (4) | 0.6908+0.0432 (32) | 0.8700+0.0135 (32) | 0.9028:0.0125 (32)
+NodeNorms | 0.7395-00312 (16) | 0.4683+0.0311 (8) 0.4713+0.0626 (32) 0.6580+0.0544 (8) | 0.5618+0.0715(4) | 0.6694+0.0619 (8) 0.8697+0.0138 (32) | 0.9026+0.0093 (32)
and Wisconsin datasets. We emphasize again that GEN and GC- (a) Cora (b) Citeseer (c) Pubmed
NII are orthogonal to our work—we focus on understanding and 754 80
addressing performance degradation of GCNs (and other popu- & 50 501
. . . . . X J
lar GNNs), and claim that reducing variance inflammation helps % 25 25 4 60
.. .. . . . ~ 3
ml'tlgate thlS' issue, while their contributions are the proposed ar 3 (d) Coauthor-CS (e) Wiki-CS (f) Amazon-photo
chitectures, i.e., GEN or GCNII. é’ 751
< 80 751
4.4 Investigating the effectiveness of LayerNorm ‘o 501 504

As mentioned in Sec. 3.4, LayerNorm [1] also performs a variance-
scaling operation. Inspired by this, we investigate whether and why
LayerNorm also helps address performance degradation in GCNs.

We experiment with LayerNorm in the three exemplar cases
where deep GCNs are desired (see Sec. 4.1), using the same setting
as in Sec. 4.1. As shown in Tab. 5, LayerNorm also helps deeper
models to achieve better performance than shallow ones.

Meanwhile, we note that, our proposed NodeNorm outperform
LayerNorm in these experiments: NodeNorm;, NodeNormy and
NodeNorms outperform LayerNorm in 5, 7 and 5 out of 8 settings
respectively. This demonstrates that NodeNorm is more effective
than LayerNorm in resolving performance degradation. One possi-
ble reason might be that less strict variance controlling is desired in
these settings. Therefore, techniques that control node-wise more
softly (e.g., NodeNormy) would outperform those strictly control-
ling the variance, such as NodeNorm; and LayerNorm (note that
LayerNorm performs the variance-scaling operation that is equiv-
alent to NodeNorm; ). Another possible reason is that LayerNorm
has learnable parameters « and f (see Eqn. (7)), which increases
the degree of overfitting and hence slightly hurts the performance.

However, since LayerNorm performs three operations: variance-
scaling, mean-subtraction and linear transformation (see Eqn. (7)),
more investigation is needed to demonstrate that variance-scaling is
the key to the effectiveness of LayerNorm in resolving performance
degradation of deep GCNs. We then ablatively study the effects
of the three operations on addressing performance degradation.
Specifically, we study two variants of LayerNorm:

hi — s
LayerNorm® (h;) = l—ul

Oj

®

LayerNorm-MS(h;) = h; — ;. 9
LayerNorm* does not include linear transformations, while the
LayerNorm-MS variant performs only Mean-Subtraction (MS).
We conduct experiments with the two variants of 64 layers, with
the same settings as in Sec. 4.2, and show results in Fig. 5. We can see
that GCNs with LayerNorm®, LayerNorm or NodeNorm; perform
comparatively, while those with LayerNorm-MS perform signifi-
cantly worse (on 4 datasets even worse than baseline GCNs). Note
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M +lLayerNorm-MS m + LayerNorm* + LayerNorm

M GCN + NodeNorm,

Figure 5: Classification accuracy of 64-layer GCNs with
LayerNorm-MS and LayerNorm®. We also include results of
the baseline GCNs, GCNs with NodeNorm; or LayerNorm for
clearer comparison.

that NodeNorm; is equivalent to the variance-scaling step in Lay-
erNorm. The above observations show that linear transformation
and the mean-subtraction step are not critical for improving deep
GCNs performance; instead, variance-scaling is the step that really
works. This demonstrates that reducing variance inflammation is
the key to addressing performance degradation.

5 CONCLUSION

In this paper, we investigate the performance degradation prob-
lem of GCNs by focusing on effects of TRANsformation opera-
tions (TRANs). We find TRANs contribute significantly to the declined
performance, providing a new understanding for the community.
Furthermore, we find TRANs tend to amplify the node-wise feature
variance of node representations, and then as GCNs get deeper, its
node-wise feature variance becomes increasingly larger. We also
find deep GCNs perform significantly worse than shallow ones on
nodes with relatively large feature variance. We thus hypothesize
and experimentally justify that mitigating variance inflammation
effectively addresses performance degradation of GCNs. In partic-
ular, a simple variance-controlling technique termed NodeNorm,
which normalizes each node’s hidden features with its own stan-
dard deviation, is developed. We experimentally prove it can enable
deep GCNss (e.g. 64-layer) to compete with and even outperform
shallow ones (e.g. 2-layer). NodeNorm outperforms existing best
methods on addressing performance degradation of GCNs, and can
generalize to other GNN architectures.
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