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ABSTRACT
In recent years, computer vision technology has drawn much atten-
tion of people and been applied into many fields of human’s living.
Data classification/identification is a key task in computer vision.
The similarity distance metric learning based method is wildly used
to compare the similar positive pairs from dissimilar negative pairs.
However, there are more and more challenging computer vision
task have been proposed. Traditional similarity distance metric
learning methods are fail to metric the similarity of these task due
to the drastic variation of feature caused by illumination, view
angle, pose and background changes. Thus, the existing methods
are unable to learn effective and complete patterns to describe the
appearance change of individuals. To overcome this problem, we
proposed a novel semi-supervised (Linear Discriminant Analysis)
LDA based method for similarity distance metric learning. The pro-
posed method first learn a metric projection with traditional LDA
method. The then test data are identified with the potential positive
pairs to fine-turning the metric model by forcing the identified data
to be close to the center of positive training data pairs. Finally, the
proposed method are compared to some classic metric learning
algorithms to demonstrate its effectiveness and accuracy.
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1 INTRODUCTION
In recent years, computer vision technology has been come one of
the hot topics that drawmuch attention of public. As one of themain
tasks of computer vision, recognition is aim to identify the imagery
data to be a specific category. The main methods for recognition
of data could be roughly divided into classification based method
and prediction based method. The classification based method use
the distance metric to measure similarity between data pairs. In the
past decades, many works optimize the distance metric with class
labels have been published [1–4].

Metric learning aims to learn a similarity distance metric be-
tween two data samples to compare samples pairs, which makes the
distance between positive pair closer than negative pair. It is an im-
portant technique for data matching problem. Metric learning based
method has been wildly used in machine learning and computer
vision tasks such as face recognition, person re-identification, scene
recognition etc. However, the similarity distance metric problem
becomes more and more complex in practice due to the drastic vari-
ations in lighting, background, pose, objects’ location and shadow.
These factors make the recognition related tasks in computer vision
field more challenging. The variations in lighting, background, pose,
objects’ location and shadow lead to unstable feature which makes
it difficult for data matching.

Existing metric learning based methods usually focuses on learn-
ing a metric subspace in which the positive data pairs are more
similar than the negative data pairs. The statistical properties of
data were used for data classification. The Kulback-Leibler diver-
gence [5, 6] basedmethodwere common used for similarity distance
metric learning method design. In a wide range of application for
example person re-identification, the data are a high-dimensional
feature vector of appearance representation, whichmakes statistical
based metric learning method run into computational challenges.

To deal with the limitation of statistical methods, people pro-
posed the projection learning based methods to map the raw data
into a subspace to reduce dimension and learn a robust similarity
distance metric. This type method refer to as manifold learning
and nonlinear dimensionality reduction, such as Isomap [7], locally
linear embedding (LLE) [8] diffusion eigenmaps [9], and multi-
dimensional scaling [9–11].
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Figure 1: Examples of similarity distance metric related tasks

Besides, some others try to handle this problem by learning a
discriminative metric which could best separate the data population.
Many promising methods have been proposed such as naïve Bayes
nearest neighbor classifier, convex programming based method,
support vector machine (SVM) based method and Mahalanobis
distance based method. Despite the great improvement in metric
learning algorithm, there are still some recognition/classification
tasks such as person re-identification, wild face recognition and
scene recognition which are hard for similarity distance metric.
These tasks are subject to the instability of data features. As shown
in to Fig. 1, there are two examples of similarity distance metric
learning related tasks displayed to illustrate the challenge in recent
challenging computer vision tasks. The samples of wild face recog-
nition and person re-identification task are represented and it is
clear to see that there are big within-class dissimilarity problem
inter-class similarity problem due to the changes of illumination,
background and misalignment problem.

Although artificial intelligence technology is developing rapidly
in recent years, there are still some complex tasks that have not
been solved well. The algorithm based on metric learning has weak
generalization ability in the classification task of complex data. In
other words, there is a big difference between the training data and
the test data.

In this paper, we analyzed the LDA based model for classifica-
tion of pairwise data on VIPeR dataset. We first divide the data into
training data and test data. Then, LDA method is used to learn a
classification model from the training data to obtain the metric sub-
spaceW. However, the traditional LDA based method is failed on
the similarity distance metric for person re-identification problem.
To solve this problem, this paper studies the basic principle of met-
ric learning algorithm, and discusses the essence of the difficulty
of complex data classification in existing machine learning tasks
through data analysis. There is a basic assumption for data mea-
surement and classification based on supervised machine learning
algorithm. That is, training data and test data come from the same
sample population. The two parts of data obey the same distribution.
In other words, the test data can always find a similar sample in the
training data, so that the test data can follow the pattern of similar
training data for recognition and classification. In this paper, we
proposed a novel LDA based metric learning method for similarity
distance metric by learning the distance in a semi-supervised way.
The contributions of this paper are as follows:

• We address the failure of existing metric learning models on
some complex computer vision tasks, like shown in Fig. 1,

as generalization problem. There are some challenging data
classification tasks proposed. The tasks shown in Fig. 1 face
drastic feature variation. The potential optimal projection
subspace for classifying positive samples from negative sam-
ple are quite different from individuals. Traditional metric
learning based method could not learn all the appearance fea-
ture patterns. Thus, the metric model learning from training
data is fail to measure the test data.

• A semi-supervised LDA based metric learning method is
proposed to make the metric model generate to the test
data. It is a two-stage metric learning method. A similarity
distance metric model is first learnt from training data. Then
the metric model learning form training data are fine-turning
by the identified positive data with the metric model of first
step. The proposed method force the final identified results
to be close to the center of the training data.

2 PREVIOUS WORK
Similarity distance metric model have been studied by many arti-
ficial intelligence (AI) technology researchers. Many works have
been published in the few decades [12–23]. The similarity distance
metric learning methods could be roughly divided into constraint-
based method and distance function learning based method.

2.1 Constraint based method for distance
metric learning

Constraint based metric learning methods [12–16] use label infor-
mation or constraints to learn an appropriate subspace for data
classification/identification.

Law et al. [12] proposed a probabilistic constraints based metric
learning method. This method formulated the uncertainty con-
straints to be a random variables. A novel probabilistic objective
function is proposed by combining the posteriori enforcement of
constraints with the log-likelihood. Lu et al. [13] introduced the
probabilistic clustering approach and proposed a semi-supervised
learning method. Zhao et al. [15] worked on the semi-supervised
clustering modeling problem under the classes’ number unknown
and proposed a mixture modeling method with pairwise, instance-
level class constrains.

Wagstaff et al. [16] utilized background knowledge to form
instance-level constraints which can be used to express priori
knowledge to guide the data clustering. They proposed a novel
method based on K-means clustering, (Constrained K-means Clus-
tering with Background Knowledge) CKC method. Bansal et al.
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[17] studied on the clustering problem based on complete graph to
identify each edge (u,v), which consist of two data sample, deemed
to be similar or dissimilar. They proposed (Correlation Clustering)
CC method on the work about a document clustering problem. A
similarity function learned from training data is used to guiding
the clustering result correlating with the similarity metric result.

2.2 Distance function based metric learning
Distance function based metric learning method models [17–23]
a distance function prior for data similarity measure. The learned
distance model metric the positive pairs’ distance smaller than the
negative pairs. Distance function based metric learning method
is more flexible in distance function choice. And it have reached
considerable result and draw much attention in recent years.

Klein et al. [17] proposed an adaptation metric learning method
by formulating the distance metric model according to the shortest
path of similarity graph. Xiang et al. [18] established the similarity
distance metric model with a global Mahalanobis distance func-
tion and the pairwise constraints are used to formulate the convex
optimization model for parameters learning. Bar-Hilleletal [19] pro-
posed the relevant component analysis (RCA) method to learn a
Mahalanobis model for data similarity distancemetric. It is a devised
a non-iterative algorithm that is more efficient model training and
similarity metric. While, the limitation of this method is that RCA
based metric learning method take only positive constraints into
consideration. Based on the basic RCA method, Yeung and Chang
[20] extended it to an improved algorithm which used both positive
and negative constraints for Mahalanobis distance learning.

In these years, traditional metric learning based method meets
with bottleneck for more and more complex data matching tasks
especially in computer vision tasks. Someone introduced the semi-
supervised machine learning approach for similarity metric learn-
ing. Chang et al. [21] proposed a novel non-linear metric learning
method combining to the semi-supervised clustering method. This
method used only positive constraints for model training. The ob-
jective function formulated in this model cannot preserve the topo-
logical structure. Therefore, they improved the semi-supervised
clustering based non-linear metric learning method by introducing
the kernelization approach [22].

Moreover, Chang and Yeung [23] proposed an adaptive metric
learning method by training the model iteratively and forcing the
similar points moving together and away from dissimilar points in
each step.

3 SEMI-SUPERVISED LDA BASED METRIC
LEARNING MODEL

3.1 Formulation for similarity distance metric
learning

The problem of pairwise data classification is to judge whether
two groups of data belong to the same class in the task of high-
dimensional data classification and recognition, so as to transform
the problem of multi-classification into the classification of positive
and negative sample pairs.

Given a set of dataU = {xpi , x
д
j }, where Uis labeled training

set. Define ui j = xpi − xдj as the difference vector of data pair.

Then U+ = {ui j |li j = 1}represents the positive set and U− =

{ui j |li j = 0}represents the negative set. According to the assump-
tion of Gaussian distribution, the difference vector population of
positive and negative samples follows zero mean Gaussian distribu-
tionwith different covariance, so the scatter of positive and negative
samples is:

DI =
1
n1

∑
oi j ∈O+

(ui j )(ui j )T , DE =
1
n2

∑
oi j ∈O−

(ui j )(ui j )T

Introduce LDA method for classification of these two set. The
optimization model is as follow,

max
W

J (w) =
wTDww
wTDbw

According to LDA method, tis problem is transformed into the
eigenvalue problem of matrixD−1

w Db .

3.2 Formulation for similarity distance metric
learning

To deal with the generalization problem, many efforts have been
paid on this task. Transfer metric learning in a semi-supervised
way is a useful approach for improving the generalization ability.
According to the basic assumption of data distribution for data
classification and recognition, the test data should be of similar
performance in the metric subspace. Therefore, we formulate the
metric learning model for the data classification with generalization
problem by forcing the identified data close to the training data.
The flow-chart of our proposed method is as shown in Figure 2. The
test data are first measured with the LDA model, and the identified
pairs are then treated as positive pairs to modify the metric model
in a semi-supervised way. The proposed model force the identified
sample pairs to be closed to the center of the metric subspace to
improve the generalization ability of the metric model. This is
because of that the positive training data are distributing in the
center of the metric subspace, then the identified similar pairs
should also close to the center of the metric subspace.

Then, we have,

max J (w) =
wTDbw

wTDww+
N∑
i=1





 1
k

k∑
j=1

(
ypi, j−yд∗

)
−Ū+






2

=
wTDbw

wTDww+
N∑
k=1





 1
k

k∑
j=1

v∗
i, j−Ū+






2

Where yд∗denotes the identified result of test dataypk . Ō+denotes
the mean vector of positive training pairwise data. The transfer
learning method is introduced to solve the model above. Therefore,
the improve model method is as follows,

max J (w) =
wTDbw

wTDww+wTD ′ww

Where D ′
w is the scatter of identified positive data pair of test set

by traditional LDA based method.
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Figure 2: Flow-chart of semi-supervised LDA metric learning

3.3 Solution for the proposed similarity metric
learning model

For the improved LDA, firstly, it is transformed into equivalent
form as follows,

max J (w) = wTDbw
s .t .wTDww+wTD ′

ww= 1
The Lagrange multiplier method is used to solve the constrained

optimization problem,

L(w, λ) = wTDbw + λwT (
Dw+D

′
w
)

w

The above equation takes the derivative of wand makes the
derivative 0, we have

∂L(w,λ)
∂w = 2 (Dbw + λ (Dw+D

′
w )w) = 0

⇒ Dbw = −λ (Dw+D
′
w )w

⇒ (Dw+D
′
w )−1Dbw = λw

Then the optimization model for LDA is transformed to the
eigenvalue problem as follows,(

Dw+D
′
w
)−1

Dbw = λw

The eigenvector of maximum eigenvalue of matrix
(Dw+D

′
w )−1Db is the solution of improved LDA. Gener-

ally, we arrange the eigenvectors from large to small eigenvalues.
Select the first k eigenvectors to form the projection matrix for
data classification.

Besides, we calculated total scatter (Dw+D
′
w ) in a weighted

way as follows to enhance the discrimination of the metric learning
model.(

Dw+D
′
w
)
=
1
n

∑
u ∈U1

(u − µ1)(u − µ1)
T + α(v − µ1)(v − µ1)

T

Where vdenotes the difference vector of identified pair. α is the
balance parameter.

4 EXPERIMENTS
4.1 Parameter settings and datasets
In this paper, the balance parameter of the proposed method α is set
to 0.8. We test the effectiveness of the proposed method on VIPeR
dataset which is used for person re-identification task research. The
VIPeR dataset has 632 individuals and 1264 images. Each individual

Figure 3: CMC curve of comparison experiment

has 2 images captured by 2 different camera in a non-overlapped
surveillance network. These 2 images for each individual are sepa-
rated into 2 different groups, probe and gallery. The goal of person
re-identification is to find the matching sample of individuals in
the probe set from the gallery set. In this paper, cumulated match-
ing curves (CMC) is used as the evaluation method of recognition
accuracy.

4.2 The performance of proposed method
In this section, the identification performance of proposed method
on the VIPeR dataset is displayed in Table 1. As shown in this table,
and cumulated identification rates 4 different ranks are given. The
training dataset size p=316. To verify the effectiveness of proposed
method notably, comparing experiments are taking on the methods
[2], [6], [24], [25] and traditional LDA method with the same ap-
pear feature representation under the same settings. [2], [6], [24],
[25] and traditional LDA method are classic metric learning based
methods.

The experimental results of improve LDA method on VIPeR
dataset are also displayed in Figure 3 compared to traditional LDA
method. As shown in Table 1 and Fig 2, the proposed improved LDA
metric learning based method has reach the best identification rates
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Table 1: Experiment result on VIPeR dataset

p=316
r=1 r=5 r=10 r=20

RDC [24] 11.71 25.32 35.44 45.57
KISSME [2] 18.67 47.15 61.71 75.63
ITML [6] 7.91 18.03 23.42 33.54
LMNN [25] 25.63 56.96 71.20 85.44
LDA 37.56 64.37 77.78 89.03
Improved
LDA

44.23 67.07 80. 52 92.58

at all the select top ranks, rank-1, rank-5, rank-10 and rank-20. The
proposed method has improved the second-best rival, traditional
LDA, by 6.67%, 2.70%, 2.74% and 3.55% at rank-1, rank-5, rank-10 and
rank-20 respectively. It is worth noting that the proposed method
have the most significant improvement on rank-1 which is the most
concerned.

5 CONCLUSION
In this paper, we study on the similarity metric learning model for
some recently hard computer vision tasks. These tasks suffer from
drastic feature variation problem. Existing metric model cannot
learn all the patterns of feature changes of data. Then traditional
metric model will over-fitting on the training data, which leads to
weak generalization problem on test data. In this paper, we intro-
duce the semi-supervised method, which force the identified similar
data to be close to the center of the positive training data to improve
the generalization ability of metric learning model. We have tested
the proposed model on VIPeR dataset and our model have improved
the traditional LDA method significantly. The work in this paper
provides a novel thought for the data similarity metric tasks with
drastic feature variation problem. However, the identification result
remains of low level. More research work should pay on easing the
feature variation.
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