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ABSTRACT

Public Key Infrastructure (PKI) is the foundation of secure and
trusted transactions across the Internet. Public key certificates are
issued and validated by Certificate Authorities (CAs), which have
their trust-of-anchor certificates in Root Program Operators’ stores.
These CAs provide certificates that attest to the integrity of the
ownership of domain names on the web and enable secure commu-
nications. Each year hundreds of certificates are by these verified
and trusted Certificate Authorities issued in error. In this research,
we complied and classified certificate incident reports documented
on Bugzilla, a web-based bug tracking system where such instances
are reported.We focus on the 210 incident reports from the last
year; we compare this pandemic period to trends from previous
years. Our data show that the frequency of Certificate Authority
non-compliance is a consistence source of vulnerability in the PKI
ecosystem. The evaluation of reasons for the misissuance illustrate
the role of one-off human failures, systematic interaction flaws
leading to repeated incidents, and evidence of perverse incentives
leading to misissuance.
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1 INTRODUCTION

Misissuance is a chronic problem in the web-based public key in-
frastructure. Misissuance is distinct from the issuance of rogue cer-
tificates, where the issuer is usually judged to either have engaged
in malfeasance or been victimized by malicious parties. Nonetheless
patterns of misissuance represents a potential vulnerability in the
PKI that could be leveraged by attackers.

To determine the ground truth of the causes of flawed certificates
as well as the types of failures embedded within them, we compiled
reports of incidents from April 2020 to April 2021. Then for each
incident we identified and categorized the cause and the type of
incident, the party at fault, and public disclosure practices of the
entity at fault. An incident may be as small as a single certificate or
as large as every certificate from a Certificate Authority (CA). We
detail the data from the previous pandemic year, and compare this
with trends from the past two decades.

Our results illustrate the role of non-malicious organizational
and human failures. We demonstrated how those failures can be
seen as resulting primarily for a few problematic CAs and system-
atic incentive misalignment. We identified and described the most
common failures and their causes.

2 MOTIVATION

While there is significant research on developing improved PKI
warnings [2, 9, 14], on specific coding errors [1, 7, 12, 13, 16, 17],
and on minding your primes [8, 10], there has been less research
on the larger patterns of incidents in the CA ecosystem as a whole.

An early survey that highlighted systematic problems in CA
practices, particularly the existence of digital certificates not com-
pliant with the requirements of the CA/Browser Forum, was com-
pleted by researchers at INRIA and Microsoft [3]. Later, Kumar
et al. showed that some CAs have been issuing erroneous digital
certificates since their earliest days of operations [11]. Gasser er
al. compiled certificates from scanning the network by querying
Certificate Transparency logs, finding numerous mis-configured
digital certificates that had been in active use [5]. In 2016, Dong
et al. [4] proposed decentralized local machine-learning to iden-
tify unfamiliar and potentially malicious certificates because, like
Gasser, they found invalid facts and flawed cryptography; further
their targeted analysis showed that these were more common in
depository institutions than average.
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Our work placed these evaluations in the larger context by iden-
tifying and classifying the root causes. In the next section, we
describe our data sources and analysis method. We then detail the
failures found in the past year; after which we place these results
in the context of failures in the past two decades. We conclude with
a discussion of evidence of incentive misalignment in the public
key infrastructure as a whole.

2.1 Data Compilation and Analysis Method

We compiled a comprehensive dataset of public key certificate
incidents. For each incident, we recorded the date, primary cause,
the scope, the reporting entity, and the associated CA. From this
we provide a comprehensive data analysis to identify major types
of PKI incidents, major PKI offenders, public disclosure practices,
and major types of causes.

We chose data sources that were public, consistent, impartial,
and trustworthy. Sources with consistent syntax did not require
parsing and pre-coding. The core of our incident collection was
Mozilla’s Bugzilla'. This source met the requirements and offers a
database of public incidents related to PKI with consistent syntax
in the reporting structure. The resulting 210 incidents occurred
between April 2020 to April 2021.

Quantitative Data Compilation: We began by classifying the
incidents with clear unambiguous data. Information that was con-
sistently reported included year, entity, Root CA, and disclosing
party. Incident cause and type often required additional coding.

Year refers to the year in which the incident was reported. Gen-
erally this is the year the incident happened; however, some where
incidents spanned multiple years or were reported retrospectively.
Entity refers to entity erred in issuance. These include CAs, In-
termediate CAs, Resellers, Registration Authorities, or Auditors.
The Root CA for each incident is Root CA whose is the base of the
chain of trust. This will be an entity whose root digital certificates
are included in the Root Programs. Disclosing party is a Boolean
variable identifying if incident was disclosed by the responsible
entity or Root CA. The type of incident that was identified in the
disclosure often required qualitative coding, but was in some cases
directly noted in the disclosure. In some instances the the cause of
the incident was also available. The causes of the instances required
further analysis.

Cause
‘ Software bugs

‘ Single cert human error

‘ # of incidents ‘ # of self-reported incidents ‘ self-report rate (%)
| 34 | 17
| 30
| 20
| 15
| 84

| 50.00%

| 36.67%

‘ Requirement ‘unknown’ ‘ 20.00%

‘ CA business decision ‘ 33.33%

‘ Operational error ‘ 42.86%

‘ Change in Baseline Requirements ‘ 6 ‘ 16.67%

| 33.33%

‘ Organizational constraints ‘ 6

|
\
| 1 \
\
\
\

‘ Improper security controls ‘ 0%

1
2
0
0 | 0%
7
2

‘ Non-optimal request check
‘ Other

| No data

‘ Total

| 46.67%

| 1538%

| 210 | 28.10%

Table 1: The name of the cause; then for each cause the num-
ber of total incidents, the number of incidents reported by the
CA, and percentage of CA self-reported incidents.

Ihttps://bugzilla.mozilla.org
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Root Cause Classification: We conducted a qualitative anal-
ysis to discover the causes of incidents. We used a codebook de-
veloped by the two primary researchers who read 1,800 incident
reports dating from 2001 to March 2020. The codebook was then
evaluated by a focus group of eight graduate researchers using ran-
domly selected incidents to determine if the codebook was usable,
accurate, and understandable. This review further evaluated the
codebook by having reviewer with different research perspectives
and levels of expertise [15] As a final confirmation of the coding,
one undergraduate computer science researcher and one doctoral
researcher independently read and classified each incident report
between April 2020 to April 2021. Any cases of inter-coder dis-
agreements or lack of clear fit with causes of the codebook were
discussed and resolved at weekly meetings. Every incident has been
read and classified between two to five times, with every incident
having at least one identified cause. Multiple incidents have a set
of causes, in which case coders identified a dominant cause. Events
before April 2020 have all been classified at least five times.

The results of the qualitative data analysis and the incident
features provide meta-data that identifies trends in incidents, prob-
lematic entities, the most common types of incidents, the causes of
incidents, disclosure practices, and yearly comparisons for each of
these factors.

3 CONTRIBUTION

Our results illustrated that there is an increase in the number of
incidents where CAs violated the Baseline Agreements during the
pandemic year. In the past year both the number of incidents and
the number of CAs associated with at least one incident, increased.
Despite this increase, for the vast majority of trusted CAs no in-
cident was reported. We identified the erring entities, the ways
in which they have failed, and the trends of behavior among CAs.
It is difficult to avoid the conclusion that ignoring the Baseline
Requirements is increasing, and that CAs can do so without risk of
costly consequences.

Figure 1: The chart below shows the distribution of types of
incidents between April 2020 to April 2021.

Count of Issue

Count of Incident Types

Use of SHA-1/MDS hashing algorithm =

Self revocation

Possible Issuance of rogue certificates =

Not allowed Hash Function =

Non-BR-compliant or problematic OCSP responder or CRL
Issue Insufficient Validation Evidence

Incorrectly disclosed SubCA

a0

False positive/incorrect report
Erroneous/Misleading/Late/Lacking Audit report

Delayed certificate revocation

Certificate Inclusion/Removal Request (not certificate failure)

Backdating SHA-1 certificates =
512/1024 bitskey = 2
20 30

We consider the data in context of analysis of previous year.
We identify inflection points in historical data that correspond to
significant changes in PKI. The rollout of Certificate Transparency
correlates in an immediate increase in discovery of incidents, then
increase in third-party reporting, and in the next year there an
increase in self-reports.
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Figure 2: The chart below shows the distribution of primary
causes of incidents between April 2020 to April 2021.

Count of Primary Cause

Count of Primary Causes

Software bugs  EEG—G—— 17

Other G 15
Organizational constraints NS 6

Operati

I error
Non-optimal request check M 1

No data

Primary Cause
NA ® 1

Misconfigured software
Improper security controls M 1

Human error

Change in Baseline Requirements

Business model/CA decision/Testing

Believed to be compliant, P /Unaware

Figure 3: The chart below shows the number of self-reported
incidents, and the number of CAs involved are shown in dash-
lines. Note the increase in both incidents and the number of
CAs associated with an incident to 2019; then an increase in
percentage of self-reports and a drop in incidents in 2020 and
thus far in 2021.
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Based on reports from a previous workshop, interviews reported
in [6], and in fact, our own preconceived notions the frequency of
Certificate Authority non-compliance is a greater source of vulner-
ability than generally discussed. Non-compliance is not only from
rogue certificates issued by malicious or hacked CAs, but rather
result from standard operating procedures. For example, signing
certificates with keys that will expire in the certificate lifetime gen-
erates browser warnings, could be reported, appeared to be a not
uncommon business practice, and arguably resulted from incentive
misalignment.

One limitation was that our dataset addressed only reported
incidents. In addition, impact was difficult to evaluate even when
number of certificates is available. For example, in spring of 2020
an expired Comodo signing certificate blocked new donors from
ActBlue during Democratic primaries.

As the interaction space for warnings and indicators decreased
with IoT and embedded systems, while the potential harm for failure
increases, the advances in transparency on for web certificates is
even more critical.
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