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The study of how children develop their conversational skills is an important scientific frontier at the crossroad of social, cognitive,
and linguistic development with important applications in health, education, and child-oriented AL While recent advances in machine
learning techniques allow us to develop formal theories of conversational development in real-life contexts, progress has been slowed
down by the lack of corpora that both approximate naturalistic interaction and provide clear access to children’s non-verbal behavior in
face-to-face conversations. This work is an effort to fill this gap. We introduce ChiCo (for Child Conversation), a corpus we built using
an online video chat system. Using a weakly structured task (a word-guessing game), we recorded 20 conversations involving either
children in middle childhood (i.e., 6 to 12 years old) interacting with their caregivers (condition of interest) or the same caregivers
interacting with other adults (a control condition), resulting in 40 individual recordings. Our annotation of these videos has shown that
the frequency of children’s use of gaze, gesture and facial expressions mirrors that of adults. Future modeling research can capitalize on

this rich behavioral data to study how both verbal and non-verbal cues contribute to the development of conversational coordination.
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INTRODUCTION

Conversation is a ubiquitous and important activity in our lives. Cognitive scientists consider it as a hallmark of human
cognition as it relies on a sophisticated ability for coordination and shared attention [13, 27] while prominent computer
scientists have described it as the ultimate test for Artificial Intelligence [28]. Its role for healthy development is also
crucial: When conversational skills are not well developed, they can negatively impact our ability to learn from others
and to maintain relationships [20]. Thus, the scientific study of how conversational skills develop in childhood is of
utmost importance to understand what makes human cognition so special, to design better child-oriented conversational
Al, and to allow more targeted and efficient clinical interventions (e.g., for individuals with autism).

Conversation involves a variety of skills such as turn-taking management, negotiating shared understanding with the
interlocutor, and the ability for a coherent/contingent exchange [6, 23]. We know little about how these skills develop
in face-to-face conversations, mainly because the latter has two characteristics that has made it difficult to study using
traditional research methods in developmental psychology. First, conversation is inherently spontaneous, i.e., it cannot
be scripted, making it crucial to study in its natural environment. Second, conversation involves collaborative multimodal
signaling, e.g. gesture, eye gaze, facial expressions, as well as intonation and linguistic content [14]. While controlled

in-lab studies have generally fallen short of the ecological validity (that is, the first characteristic), observational studies
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in the wild (typically in the context of child-caregiver interaction) have fallen short of accounting for the multimodal
dynamics, especially the role of non-verbal communicative abilities that are crucial for a coordinated conversation.
Recent technological advances in Natural Language Processing and Computer Vision allow us, in theory, to go beyond
the limitations of traditional research methods as they provide tools to study complex multimodal dynamics while
scaling up to more naturalistic data. Nevertheless, work in this direction has been slowed down by the lack of annotated
corpora of child conversations that provide clear access to the interlocutors’ facial expression and communicative

gestures. The current work is a step towards filling this gap.

The current work

The novelty of the current effort compared to previous work based on available child-caregiver conversational data
(e.g., [15]) is threefold:

1) We focus on middle childhood (i.e., 6 to 12 years old), an age range that has received little attention compared to
the preschool period, although middle childhood witnesses important developmental changes in conversational skills,
e.g., in turn-taking management [9], conversational grounding (e.g., backchannels, [10]), and the ability to engage in
coherent/contingent exchange [3, 8]. Another — perhaps more pragmatic — reason we focus on middle childhood is
that children in this period have already mastered much of formal language (e.g, phonology and syntax), allowing us
to minimize the interference of language processing- and production-related issues with the measurement of “pure”
conversational skills.

2) We aim at capturing the multimodal aspects of conversational development, especially facial expressions, gaze,
and gestures which are crucial to face-to-face conversations. While much of previous work focused on the verbal or
vocal signal [5, 24, 30], a comprehensive study of conversational development requires that we also investigate how
children learn to coordinate with the interlocutor using visual cues. This learning includes both understanding the
interlocutor’s visual signal in order to plan a move (e.g., engaging in conversational repair after noticing that the
interlocutors has frowned) and producing contingent visual cues (e.g., head nodding or smiling as an accommodating
backchannel signal).

3) We use a novel conversational task (a word-guessing game) that is very intuitive and weakly structured, allowing
conversations to flow spontaneously. The goal being to approximate a conversational activity that children could do
with their caregivers at home, eliciting as much as possible the children’s natural conversational skills. Unlike other
— more classic — semi-structured tasks used in the study of adult-adult conversations (e.g., the map task, [2]), the
word-guessing game does not require looking at a prompt (e.g., a map) thus optimizing children’s non-verbal signaling
behavior while interacting with the caregiver.

The paper is organized into three parts: Corpus, Annotation, and Analysis. In the first part, we present the methodology
for data collection. In the second, we present the scheme we used to annotate the video recording for several — potentially
communicative — visual features as well as the inter-rater reliability for each feature. In the last part, we present
analyses (based on our annotation) comparing the frequency of non-verbal cues in child-caregiver conversations to that

of adult-adult conversations.

1 THE CORPUS
The Corpus consists of video recordings where dyads of interlocutors engage in weakly structured conversations (a
word-guessing game). Each dyad of child-caregiver was paired with a “control dyad” involving the same caregiver
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and another adult. In what follows, we provide information about the recording setup, the task we used to elicit

conversational data, the details of the recording procedure, and the participants.

1.1 Recording setup

We chose to do the recording via an online video chat system (Zoom). The primary reason for this choice is that this
setting provides clearer data of facial expressions and head gestures (than, say, a third-person-view camera), making
it easier to annotate manually and, perhaps, automatize these annotations using computer vision algorithms. Other
advantages of such a setting include facilitating the recruitment process (especially during the Covid-19 pandemic),
increasing the ecological validity of the data thanks to recording from the children’s home (instead of the less familiar
environment of a lab), and providing ideal visual training data for child-oriented conversational Al that have access to
similar input through a webcam.

The setup requires that the caregiver and child use different devices (e.g., two laptops or a laptop and a tablet) and
that they communicate from different rooms (if they record from the same house) in order to avoid issues due to echo.

We also required that the caregiver wore a headset microphone during the recording for better audio quality.!

1.2 Tasks

The task consists of playing a guessing game in which one of the participants thinks of a word and the other tries to find
it by asking questions. After a word has been guessed, the interlocutors alternate their roles. The task ends after about
10 minutes. The caregivers were provided with a list of words to use during the interaction with the child whereas the

children were free to choose the words they wanted. Detailed task instructions can be found at https://osf.io/5ngwc/.

1.3 Procedure

We recorded a three-way call involving 1) the experimenter (doing the recording), 2) the caregiver, and 3) either the
child (in the condition of interest) or another adult (in the control condition). The experimenter was muted during the
entire interaction and used a black profile picture in order not to distract the participants. The experimenter was able
to record both interlocutors by pinning their profiles side-by-side on her local machine (Figure 1). Furthermore, the
participants were instructed to hide self-view and to pin only their interlocutors.

The procedure consists of three stages (all were included in the recordings). First, the caregiver explains the task to
the child, then the pair does the task for around 10 minutes, and lastly, the caregiver initiates a free conversation with

the child (or adult) to chat about how the task went (about 5 minutes).

1.4 Participants

We recorded 20 conversations. Among these conversations, 10 involved children and their caregivers (the condition of
interest) and 10 involved the caregivers with other adults (the control condition). In total, we collected 40 individual
videos (i.e., of individual interlocutors). Each video lasted around 15 minutes for a total of 5 hours and 49 minutes
across both conditions. The children were aged 6 to 12 years old (M=8.5, SD=1.37). All 10 children were native French
speakers, 5 of them were reported to be bilinguals, also speaking English/Portuguese/Spanish/Czech in addition to
French. Children did not have any communicative or developmental disorders expect for one child who had a mild

form of autism. All of the 9 caregivers were one of the parents and one parent participated twice as he had two kids.

UIf neither of the interlocutors wears a headphone, the video chat system tends to automatically cut the sound of one speaker when the speakers happen
to talk over each other, which is an undesirable feature for the purpose of our data collection.
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Fig. 1. A snapshot of one of the recording sessions involving a child and her caregiver communicating through an online video chat
system.

2 ANNOTATIONS

We manually annotated the entire 40 individual recordings in our corpus for gaze, facial expressions and gestures of the

participant. The annotation was performed using a custom developed template on ELAN [31].

2.1 Annotated features

The annotated features were: gaze direction (looking at interlocutor vs. looking away), head movements (head nod and
head shake), eyebrow movements (frowning and eyebrow raising), mouth displays (smiles and laughter) and posture

change (leaning froward or backward). In what follows, we elaborate on each of these dimensions.

2.1.1 Gaze Direction. Previous studies [11] suggest that eye gaze can be used to control the flow of conversation, e.g.,
by regulating the turn-taking behavior: Speakers tend to look away from their partners when they begin talking and
look back at them when they are about to finish their conversational turn. Gaze direction can also serve as a predictor
of gestural feedback [19], signaling to the listener that the speaker is waiting for feedback. Thus, we annotated the
occasions where the target participant was looking directly at the screen, which we took as an indication that the gaze

was directed at the interlocutor.

2.1.2  Head Movements. Head movements have various functions in human face-to-face communication such as giving
feedback to — and eliciting feedback from — the interlocutor [21, 25]. We annotated two head movements that may

play different communicative roles: head nods and head shakes.

2.1.3  Eyebrow Displays. Eyebrow movements are among the most commonly employed facial expressions, they can
communicate surprise, anger and confusion. In our annotation scheme, we have two categories for eyebrow movements:

raised (lifted eyebrows) or frown (the contraction of eyebrows and movement towards the nose).

2.1.4  Mouth Displays. Smiles and laughs are a common source of back-channel communication between participants.
It can, e.g., perpetuate thoughts of being understood [4] or signal attention when combined with a head nod [7]. We

annotated two categories of mouth display: Smile and laughter.

2.1.5 Posture. Posture also plays a communicative role. In particular, leaning forward can indicate attention and/or a
positive feedback [22] and leaning backward may occur as a turn yielding signal [1] . Here we annotated posture by
taking the starting point as the neutral position and any movement from there was tagged either forward or backward.
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2.2 Annotation method and inter-rater reliability

The annotation involved: 1) Detecting that a target non-verbal event has occurred during the time course of the
conversation, 2) Once the event was detected, tagging its time interval (i.e., when it began and ended) and, 3) tagging
its category (e.g., Smile, head nod, or leaning backward). ?

The entire corpus was annotated by the first author. In order to estimate inter-rater reliability, a subset of 8 recordings
(i.e., 20% of the data) including 4 children and 4 for adults were annotated independently by the third author in a
second time. Estimating the degree of agreement between annotators for time-dependent events is not an easy task
as it requires comparing not only agreement on the classification (whether an event is a laugh or a smile) but also
agreement on the time segmentation of this event.

Recently, [18] introduced a holistic measure, y, that takes into account both classification and segmentation, ac-
counting for some phenomena that are not well captured by other existing methods such as Krippendorff’s a;, [12].
Such phenomena include when segments overlap in time (e.g., when an interlocutor nods and smiles at the same
time) which occur frequently in face-to-face data such as ours. Thus, it is the y measure that we report in the current
study using the Python implementation by [26]. In a nutshell, this method estimates agreement by finding the optimal
alignment in time between segments obtained from different annotators. The alignment minimizes both dissimilarity in
time correspondence between the segments as well as dissimilarity in their categorization. The optimal alignment is

characterized by a disorder value: §. The measure y takes into account chance by sampling N random annotations and
o)

Orandom

computing their average disorder: 8,4,4om- Finally, the chance-adjusted y measure is computed as: y = 1 —
The closer the value to 1, the stronger the agreement between the annotators.

While y allows us to obtain a global score for the annotation. We were also interested in the finer-grained analysis of
agreement comparing segmentation vs. categorization for each annotated feature. To obtain scores for categorization
only, we use the y.qr measure introduced by [17] which is computed after one finds the optimal alignment using the
original y as described above. To analyze agreement in segmentation, we computed y for each category separately, thus
eliminating all ambiguities in terms of categorization and letting y deal with agreement in segmentation only.

Regarding agreement in our data, we found an average yz, = 0.56[0.49,0.66] for children and an average yq, =
0.65[0.59, 0.78] for adults, where ranges correspond to the lowest and highest y obtained in the four videos we double-
annotated in each age group. How to interpret these numbers? Since y is a new measure, it has not been thoroughly
benchmarked with data similar to ours, as compared to more known measures (which, however, are less adequate
for our data) such as Cohen’s Kappa or Krippendorff’s alpha. That said, y is generally more conservative than other
existing measures [18]. In addition, y tends to (over-)penalize several aspects of disagreement in segmentation (see
below). Thus, we can consider that the global scores obtained above reflect good overall agreement.

For finer analyses, Table 1 shows the detailed scores for each feature. We found that the scores for categorization were
very high across all features and in both age groups, indicating that our non-verbal features are highly distinguishable
from each other. The scores for segmentation, though overall quite decent (they are overall larger than 0.5 for all features),
are much lower compared to categorization. Segmentation is harder because there are several ways disagreement can
occur and for which it is penalized by y. Part of this disagreement is quite relevant and should indeed be penalized such
as when only one annotator detects a given event at a given time or when there is a mismatch between annotators in
ZNote that similar visual events may vary in their precise communicative functions. For example, a head nod can be used either as specific feedback (e.g.,
as a non-verbal answer to a yes-no question), or as a generic feedback, indicating attention/understanding without necessarily signaling agreement. Such
distinctions are beyond the scope of the current study. Here we annotated the above-described features regardless of their precise communicative role in

the conversation.
3N is chosen so that y has a default precision level of 2%, we did not change this default precision in the current work.
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Table 1. Average gamma scores quantifying inter-rater reliability between two annotators using 20% of the corpus. Ranges indicate
lowest and largest gamma in the videos annotated in each age group.

Children Adults
Features Categorization =~ Segmentation = Categorization = Segmentation
Gaze 0.93 [0.85,0.99] 0.68 [0.63, 0.73] 0.98 [0.94, 1.00] 0.76 [0.61, 0.88
Mouth_Smile 0.84 [0.66,1.00]  0.55[0.32,0.75] 0.96 [0.94,1.00] 0.58 [0.42, 0.70
Mouth_Laugh 0.81 [0.58,1.00] 0.67 [0.49,0.86] 0.99[0.94,1.00] 0.79 [0.64, 0.87
Head_Shake 0.99 [0.94, 1.00] 0.69[0.39,0.89] 0.94[0.87,1.00] 0.71[0.48,0.83
Head_Nod

Posture_Forward
Posture_Backward

Eyebrow_Raised

0.86 [0.74, 0.94
0.82[0.77, 0.94

0.52 [0.33, 0.68
0.50 [0.43, 0.56

0.94 [0.83, 1.00
0.92[0.88, 0.97

0.67 [0.46, 0.91
0.66 [0.57, 0.77

]
]
]
]
0.86 [0.65, 1.00]
]
]
]
]

]

( ]

[ ]

[ ]

[ 0.57 [0.47, 0.78]

0.81 [0.67, 1.00 ]
[ ]

( ]

[ ]

]

( ]

[ ]

[ ]

[ 1.00 [1.10, 1.00]

0.50 [0.33, 0.80 ]
[ ]

( ]

[ ]

]

[ ]

( ]

[ ]

[ 0.57 [0.46, 0.68]

0.90 [0.79, 1.00 ]
( ]

( ]

[ ]

(
[
[
(
0.63 [0.49, 0.88
[
(
[

Eyebrow_Frown 0.7910.71,0.86] 0.52 [0.37,0.68] 0.66 [0.47,0.77] 0.49 [0.45, 0.53

terms of the start and/or the end of the event. However, some aspects of disagreement need not necessarily be penalized
such as when one annotator considers that an event is better characterized as a long continuous segment and the other
annotator considers, instead, that it is better characterized as a sequence of smaller segments (e.g., a long continuous
segment involving multiple consecutive nods versus several consecutive but discrete segments representing, each, a
single nod).

We found some features to be less ambiguous (to human annotators) than others, especially concerning their
segmentation. For example, gaze switch, laughter, and head shake were among the least ambiguous for both children
and adults. Posture change and eyebrow movement were the most ambiguous in children. Smiles and head nods had an
intermediate level of ambiguity in both age groups. Finally, we noted that the agreement scores were overall higher for

adults compared to children, indicating that adult’s non-verbal behavior is generally less ambiguous than children’s.

3 ANALYSIS

Based on our annotation, we quantified non-verbal communication in child-caregiver multimodal conversation compared
to the control condition of adult-caregiver conversation. Figure 2 shows the average number of a target non-verbal
behavior (e.g., gaze switch, head nod, or smile) per minute in both conditions and for each speaker. We can observe
that the frequency distribution is strikingly similar across all speakers. This finding suggests that non-verbal behavior
data is quite balanced across children and adults. Thus, our corpus provides a good basis for future analysis of how
these cues are used and combined by children to manage conversations and for comparison with how adults’ behave in
similar conversational contexts.

Another important observation is that non-verbal features are not equally frequent. For example, participants switch
gaze to — or away from — interlocutor more than 5 time per minute on average. Other relatively frequent gestures
include smiles and eyebrow raising, which occur around twice per minute on average. Most other gestures are less

frequent, occurring on average once (or less) per minute including head nods, frowns, and posture change.

CONCLUSION

In this paper, we introduced a corpus of child-caregiver conversation (paired with a “control” corpus of adult-caregiver
conversations). We used an online video chat platform to collect the data, allowing us to have a clear access to several
6
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Fig. 2. The frequency of use of non-verbal features for each participant in our corpus. The frequency was normalized by the total
length (in minutes) of the conversation. The black dotted line represents a frequency of 1 per minute; data above this line can be
understood as indicating relatively frequent behavior.

visual features such as gaze, facial expressions, head movement, and posture change. We used a new semi-structured task
(a word-guessing game) which aimed both at approximating natural/spontaneous talk and at optimizing multimodal
communicative behavior.

Our hand annotation of the corpus revealed that children in middle childhood use non-verbal cues in conversation
almost as frequently as adults do. Future research can, thus, capitalize on this rich behavioral data to study how verbal
and non-verbal cues contribute the development of conversational skills.

Another goal of the corpus is to contribute to improving child-oriented conversational Al for applications in, e.g.,
education and health [16, 29]. Such applications often need to automatically detect relevant non-verbal behavior in
children. The current work suggests that these behaviors are not equally clearly detectable even by human annotators as
witnessed by the heterogeneity in terms the segmentation’s inter-rater reliability scores. We speculate that the features
that were more ambiguous to humans (e.g., eyebrow movement) would be the more challenging to (automatically)
detect in conversational Al systems.

In future work, we plan to annotate the corpus for multimodal cues beyond visual features, including vocal features
(e.g., intonation), verbal content (i.e., transcription) and dialog acts. This would provide us with more complete data to
study how children develop their ability to integrate and use various sources of information from different modalities to
manage conversations. Another direction for future research is to expand data collection to a larger, more representative
sample of children (including from different cultures) capitalizing on our cost-effective procedure based on the online

video chat system.
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