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ABSTRACT

Algorithms and other formal models purportedly incorporating

human values like fairness have grown increasingly popular in

computer science. In response to sociotechnical challenges in the

use of these models, designers and researchers have taken widely

divergent positions on how formal models incorporating aspects

of human values should be used: encouraging their use, moving

away from them, or ignoring the normative consequences alto-

gether. In this paper, we seek to resolve these divergent positions

by identifying the main conceptual limits of formal modeling, and

develop four reflexive values–value fidelity, appropriate accuracy,

value legibility, and value contestation–vital for incorporating hu-

man values adequately into formal models.We then provide a brief

methodology for reflexively designing formal models incorporat-

ing human values.
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•Computingmethodologies→Modelingmethodologies;Philo-

sophical/theoretical foundations of artificial intelligence; •

Applied computing→ Law, social and behavioral sciences.
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1 INTRODUCTION

Formal modeling is a practice that underpins artificial intelligence

(AI), and computer science more broadly. By formal modeling, we

mean the application of mathematical structures, formulae, and al-

gorithms to investigate, predict, or decide on a course of action.

Computing deploys formal models liberally, but formal modeling

is an area in which there has been relatively little attention to how

model design is shaped by human norms, ethics, and values. Yet
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the problem of understanding how and why model design bears

values is especially acute today, both because of the ubiquity of

formal models as part of AI and machine learning (ML) systems

and because of public and scholarly attention to the ethics and val-

ues of such systems.

In this paper, we develop a reflexive methodological approach

to the design of formal models, and make concrete design sugges-

tions for formal modeling with values in mind that take into ac-

count the sociotechnical implications and challenges of such work.

Scholarship exploring how digital technologies are shaped by par-

ticular human values has long existed at the margins of computer

science [4, 33, 76], but today, normative concepts like fairness, ac-

countability and transparency are no longer neglected in ML and

other areas of computer science. The social impacts of automated

unfairness and other forms of discrimination in AI systems are of

increasingly urgent public concern [20, 42, 53, 80]. Yet despite these

developments, scholars, designers, and software engineers remain

confronted with a thorny challenge: how to approach the develop-

ment of technologies likemachine learning in practice in ways that

account for social norms, ethics, and values. In the words of one

set of design theorists, there is “substantial agreement that design

is value-laden,” but “significant variation arises in understanding

how and why design bears values” [45]. In machine learning, as in

other domains of computing, the work of understanding how to

model with human values in mind is easier said than done.

Machine learning and other related researchers and practition-

ers have created formal models for human values like fairness, pri-

vacy, accountability, and other values. Unfortunately, the impacts

of these “fair” computational models often fail to satisfy even their

own limited criteria for fairness when deployed in everyday set-

tings [20, 39]. The design and use of these models has thus been

sharply critiqued by a range of scholars in critical HCI, science and

technology studies, computer science, and related fields [10, 45, 67].

These criticisms range from noting the difficulty of using quantifi-

able metrics to support meaningful social change [48] to calls for

moving away from formal modeling in certain sectors altogether

[74].

What guidance for the incorporation of human values into for-

mal models can technologists, researchers, engineers, and others

working on the creation and implementation of formal models in

machine learning systems, and elsewhere, look for amidst these

many pitfalls? The multiple trajectories around formal modeling

are incompatible, and that incompatibility is a major problem for

the algorithmic fairness community. Specific, reproducible meth-

ods for designing fair models are practically nonexistent, and mod-

eling work in other areas of machine learning which focus on tra-

ditional computational goals like speed and accuracy often ignores

its broader normative consequences [79].
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In this paper we argue for an attention to what we call reflex-

ive values and reflexive design more broadly as fruitful approaches

to navigate these challenges. Reflexive design practice [62], which

underpins fields such as participatory design, involves a researcher

or designer’s constant engagement with their own role in the pro-

cess of creation, and their interdependent relationship with other

actors. Reflexivity is thus “an orientation engaged in practice and

in its relations that cut[s] across design” [62] (21) – attention is fo-

cused on the process of design and the judgements entailed by it

rather than solely on the object being designed.

Here, we draw on the literature on reflexive design practice

[30, 68] and on existing strategies for designing technical systems

with human values in mind [23, 24, 31, 32, 67] to provide a set of

practical design strategies for grappling with, and partially resolv-

ing, the many challenges around formally modeling human values.

While reflexivity is central by implication tomuch existing scholar-

ship in algorithmic fairness, there is little prior scholarly work pro-

viding proactive guidance: that which exists (e.g. [67]) has focused

largely on issues that arise with a naïve approach to the design

of formal models. Formal modeling is not always an appropriate

approach to a particular problem [57], and value definitions will

always be contested among the various groups affecting and af-

fected by these systems [24]. However, we argue in this paper that

reflexive design principles and the reflexive values we draw from

them point towards concrete ways to design and use formal mod-

els appropriately, in the service of understanding and supporting

particular human values in particular computational milieus.

First, we synthesize the main arguments for and against devel-

oping formal models with human values in mind in order to high-

light the limitations to modeling work, and draw on these conclu-

sions about the limitations of formal modeling to propose a set of

reflexive values that modelers should use as goals – “meta-values”

– to ensure their particular values of interest are reflected in the

design of the model itself and its impacts when deployed. Then we

apply these reflexive values as basis for a concrete methodology

for operationalizing abstract human values in formal models.

Note that “formal model,” “design,” and “human values" are all

contested concepts, with variation in precisely how they are de-

fined, but in this paper we do not make any claims that too heavily

rely on one particular conceptualization over another. Reflexive de-

sign values and practices can be applied at all points in the lifecycle

of the project, including by researchers, designers, engineers, and

other practitioners. Incorporating reflexive design practice into the

process of formal modeling benefits not only the development of

these models in machine learning, but in any field where model-

ing is a method. Given that few methods for formal modeling with

human values in mind exist, this methodology has the potential

to improve normative outcomes across modeling’s many areas of

application.

2 PREVIOUS APPROACHES TO HUMAN

VALUES IN FORMAL MODELING

Formal modeling is the application of mathematical structures and

formulae to describe, investigate, predict, or decide; it is widely

used to create and understand computational systems. Current ma-

chine learning approaches employ formal modeling in a variety of

ways. Often, formal models represent both input data and the de-

sired output. Typically, machine learning practitioners use a generic,

domain-independent model, e.g. binary classification ormulti-armed

bandits [52], chosen for its apparent similarity to the problem at

hand. This generic model will be outfitted with a specific notion

of reward or metric of evaluation, such as accuracy, that attempts

to capture the desired output. Algorithms, novel or otherwise, are

then tested and evaluated for their suitability to solve this spe-

cific task. Of course, the process need not happen in this order,

researchers or practitioners may first start with a framework like

binary classification and see how it may apply to their goals, but

either way, there will be a formalism that attempts to capture the

problem at hand.

In practice, “modeling” may refer not only to mathematizations

of a domain or task, but to the variety of goals and values a system

designer may have: including not only accuracy but speed, privacy,

fairness, etc. Formal definitions of fairness and related values gen-

erally involve placing constraints on the classifier as part of the pro-

cess of predicting a property, or class, of a data point [15, 59, 78].

Modeling can be applied to a wide variety of natural and social

phenomena, often extending from the task itself to pieces of the

domain where the task is being conducted. We can attempt to mea-

sure any of these goals as particular functions of the mathematical

objects that make up the formal model of the task and domain;

we refer to the latter as formal models of the values themselves.

Since these distinct kinds of models are constructed using similar

methodology, have similar goals, and are often conflated anyway

in existing arguments for and against their use in the literature,

here we refer to them all under the umbrella of formal models.

Fleischmann [25–27] and co-authors have explored formal models

as sites of human values, the values of modelers themselves, and

the crosscutting institutional pressures which shape model devel-

opment. Philosophers of science and science and technology stud-

ies (STS) scholars have also long evinced a deep interest in the

social values represented in and through formal models [29, 54].

Scholars exploring human values in scientific modeling often

distinguish between epistemic values, or “considerations that are

relevant to assessing the extent to which a representation matches

the world” [19] (1) and non-epistemic or contextual values “re-

flect[ing] moral, societal or personal concerns in the application

of scientific knowledge” [58] (3). As Elliott and McKaughan argue,

both types of values are invariably present in a model: “It is a de-

scriptive fact of ordinary scientific practice,” they note, “that mod-

els represent their targets with varying degrees of success and typ-

ically focus selectively on those factors that are necessary in order

to achieve the purposes for which they are used” [19] (6). The work

of feminist philosophers of science further underscores this obser-

vation [63].

However, in comparison to the large literature focused on cri-

tiques of formal modeling or understanding the normative impact

of designers and design, relatively little work has focused on re-

thinking the technical development of formal models so that they

are created with human values explicitly inmind. Scholarship seek-

ing to improve design lifecycle in artificial intelligence has focused

on changing incentives for participants: ensuring those impacted

by the system are involved meaningfully in its creation at every

stage [55, 73].



Here we argue the process of formal modeling can itself be im-

proved through reflexive design practices. It should not be con-

troversial to state that models, including formal ones, are abstract

representations, the development of which entail making choices

shaped by the norms of scientific practice and of social life. Re-

flexivity entails “the capacity of any entity to turn back on itself

[and] to make itself its own object of investigation” [62] (21), and

is a hallmark of feminist STS scholarship, in particular to the no-

tion of situated knowledges as instrumental to both scholarly and

design work [36, 77]. Reflexivity is also a key element of critical

design practices such as participatory design [72], as it involves

“an interest in and commitment to attending to intentions and in-

terpretations, power and accountabilities” [62] (22) in the course

of an object’s development.

Work in the philosophy of technology and science and technol-

ogy studies (STS), variously termed Values in Design (VID) [50],

Value Sensitive Design [32] or Values@Play [23, 24], is similarly fo-

cused on the way design choices reflect and rebound on human val-

ues in technological development. As Flanagan and Nissenbaum

[24] define them, values are “properties of things and states of

affairs that we care about and strive to attain” (5). These meth-

ods consider the emergence of values from a sociotechnical per-

spective, attending both to human and non-human actors and to

the technical, material, and social aspects of a given design con-

text [70]. VID as a scholarly tradition underpins much of the cur-

rent literature in STS around algorithmic fairness [3, 8, 33], and

VID principles have been applied to the design of various digi-

tal systems [40, 69, 75]. This tradition is implicitly reflexive: as

Shilton [70] notes, researchers in the VID tradition, “[increasingly]

interpret values as processes or practices” (249), which are empha-

sized or downplayed through material and technical specifications.

Shilton [71] describe VID work as inherently interdisciplinary, “at-

taching the ongoing conversation about values, ethics, and politics

of technologies concretely to design” (119). Flanagan, Howe, and

Nissenbaum observe that each element of a VIDmethod is “dynam-

ically interconnected with the others and can affect and be affected

by them in a reflexive manner” [24] (340).

In response to the increased popularity of formal modeling as

a solution to concerns around the ethics and fairness of machine

learning and otherAI systems, recent scholarship has drawnon the

VID tradition to describe some of the methodological challenges in

deploying such tools in the pursuit of algorithmic fairness [2, 10,

67]. For instance, Selbst et al. [67] develop existing work in STS

to detail many of the challenges and pitfalls of formal modeling

around values and provide a taxonomy of “abstraction traps”: some

of the many ways in which designers of algorithmic systems can

fail to consider the broader sociotechnical context of their work in

developing formal representations of the world. As those authors

observe, “To treat fairness and justice as terms that have meaning-

ful application to technology separate from a social context is. . . to

make a category error” [67] (2). The authors suggest designers con-

sider and remediate against each of these traps in turn to help en-

sure their systems do not become overly abstracted from the con-

cerns of lived experience.

While salutary, much of this previous work fails to comprehen-

sively do two things: a) answer the competing claims about the

usefulness of formal models described above, and b) provide gran-

ular guidance for how incorporate reflexivity into the specifics of

design practice. In the next sections, we engage with arguments

from science and technology studies (STS), computer science, and

related fields regarding the capacities and limits of formal model-

ing. Each provides a variety of perspectives on the degree to which

human values may be usefully modeled, and by extension a variety

of insights on how such modeling might be successful in practice.

Out of this analysis, we suggest four reflexive meta-values—value

fidelity, accuracy, value legibility, and value contestation—through

which designers and developers can ground their modeling work.

3 CAN HUMAN VALUES BE USEFULLY

MODELED AT ALL?

The conceptual underpinnings of formalmodels contribute to their

societal effects. More than simply a problem of biased input data or

the individual values of systems designers, formalmodeling shapes

what social and ethical values such systems can support in practice.

In the next sections, we interrogate the question of whether pro-

ducing formal models involving human values has any worth at

all, and whether this worth outweighs the intrinsic limits of these

mechanisms in the first place.

The productionofmathematical definitions–that is, formalmodels–

of human values like fairness, accountability, and transparency has

been rife in recent work examining the social and ethical impacts

of AI systems. It is worth noting that categorizing and making

comparisons are intrinsically a part of all systems of valuation: to

value is to believe that some actions, processes, or simply ways

of thinking are to be preferred over others, and some values will

be foregrounded or placed first, while others are pushed to the

background or placed last. But whether human values should be

modeled formally at all first depends on having clarity about what

the formal model in question is supposed to accomplish. Such out-

comes can be politically progressive ones. For instance, Abebe et

al. [1] argue there are examples of computational abstractions that

can support social change, including clarifying through omission

particular societal considerations otherwise ignored or misunder-

stood by policymakers. Formal models can represent relevant dis-

tinctions in different social domains schematically, and can help

highlight legitimate disagreements we have in what abstract con-

cepts like fairness actually mean.

If we accept that formal models of human values can have bene-

fits, we must still examine the limits of formal models. In order for

human values to bemodeled appropriately, all those affected by the

model should be able to draw meaningful conclusions about both

the values at hand and the real world from the model. Elliott and

McKaughan observe that “[modeled] representations can be eval-

uated not only on the basis of the relations that they bear to the

world but also in connection with the various uses to which they

are put” [19] (3). In other words, an initial criterion for formally

modeling values is whether the model in question both a) bears

a reasonable relation to the human values it schematizes, and b)

whether the model is used and useful for a purpose which in turn

supports those same values.

Knowingwhen these two criteria are fulfilled, however, is a chal-

lenge. For instance, JafariNaimi, Nathan, and Hargraves [45] are



critical of existing Values in Design methods, such as Value Sen-

sitive Design [31, 32] and Values@Play [23, 24], identifying what

they describe as an “Identify/Apply” logic animating the process of

translating values into designed objects. JafariNaimi et al. note that

these methods “share the implicit assumption that once the values

have been accurately identified, they can be applied to the design

of a technology that will in turn embody, bear, or advance those

values” (94). Critiquing this assumption as being removed from the

practicalities of most design practice, JafariNaimi et al. argue that

in the vast majority of VID methods, “the work of understanding a

value and the work of applying a value to design are separate” (94),

making such methods impractical for designers of any sort caught

up in the situated experience of creating artifacts – for instance,

formal models – from the ground up.

JafariNaimi et al. argue instead for understanding values in a

pluralist manner, as “hypotheses by which to examine what the

situation is, what the possible courses of action are, and how they

might transform the situation” in the context of design. In this view,

values should not be applied, but instead “serve situations as hy-

potheses [...] to bring forward the means that are available to ad-

vance valued ends and to advance understanding of the value of

ends achievable through conceivable or available means” (97). In

a related vein, Seaver [66] argues that the dominant view of for-

mal models’ effects on society, of an algorithm as discrete object

affecting the world flowing around it akin to an algorithmic rock

in a cultural river, is incorrect. Seaver notes this metaphor does

not describe reality: in order to understand the effect of algorithms

and other formal models, he suggests, they must be understood as

“composed of collective human practices” [66] (5), and thus tied up

with the granular particularities of everyday design practice. Such

reflexivity is implicitly a feature of many existing VID methods,

particularly as applied in practice.

We believe some formalmodels are better designed and deployed

than others, meaning their design, deployment, and output can bet-

ter reflect a value used as a hypothesis, but values cannot, as Jafari-

Naimi et al. argue, “be used as pre-established formulas that yield

proper courses of action” (97). Yet is a modeler’s subjective sense

that their chosen design is related to the value on which they have

drawn on as a hypothesis enough to say that it comports with that

value? How should formal modelers in particular go about actu-

ally developing mathematical objects out of values-as-hypotheses?

And what standard of evaluation should be used to determine if a

model bears a reasonable relation to the human values it schema-

tizes, and whether the model is useful for a purpose supporting

those same values?

Here, we introduce several reflexive values to provide guidance

for the iterative evaluation of these hypotheses. As we note in the

introduction, reflexivity is “an orientation engaged in practice and

in its relations” [62] (21). Reflexive design practice [30, 68] is a hall-

mark of participatory approaches to human-computer interaction

work: Sengers et al. [68] observe that “reflexive recognition of the

politics of design practice and a desire to speak to the needs of

multiple constituencies in the design process” are central to en-

sure shared attention is focused on the design process as a whole

and on its impacts, rather than merely on the technical object be-

ing designed. It is important to observe, however, that reflexivity

on its own is not a design panacea. That is why we suggest a num-

ber of what we term reflexive values intended to help channel re-

flection into appropriate practice. Formalmodelers concerned with

the normative impacts of their work thus need not face a double

bind: while there is no “pre-established formula” for a value that

can be concretized or formalized within a model, the normative

impacts of particular models can be assessed by paying attention

to the dynamics of these reflexive values. The first of these values

is one we term “value fidelity.”

3.1 Value Fidelity

Following JafariNaimi et al. [45], we argue formal modeling that

engages with human values is only appropriate when such mod-

els are developed in the context of particular, contingent applica-

tions. Restricting the use of particular formal models to particular

social domains honors those domains’ non-epistemic values [19],

and ensures the model’s approximate fidelity within the domain.

As Selbst et al. [67] note, “concepts such as ‘fairness’ are not tied to

specific objects but to specific social contexts,” meaning that many

formal models abstracting human values are not “portable” (10).

Formal models should thus be assessed iteratively and reflexively

as they are being developed in context for how particular values

are being technically conceptualized and translated into themodel,

and evaluated in situ with regard to the values they purport to rep-

resent. This process of reflexive assessment around how the tech-

nical mechanisms of a model represent the dynamics of desired

values as they emerge in human practice we term value fidelity.

Paying close attention to the challenge of value fidelity as a re-

flexive design meta-value should help modelers navigate the fact

that it is never immediately obvious how to treat an abstract value

so it can be operationalized, or whether it should be operational-

ized in the first place. No model will in practice perfectly capture a

real-world domain, and if a normative theory is also allusive, vague,

or unclear, the challenge is compounded by the need for a second

level of design clarification around what a particular value means

in practice. This design process, exactly because it must enable par-

ticular choices for overcoming vagueness and abstraction of values,

becomes crucial to forming particular domain specific conceptual-

izations of a value. The wide array of particular choices made in

that process – everything from how people are recruited into the

design context to the particular mathematical structures employed

in the model – will invariably influence this conceptualization. A

focus on value fidelity should also pushmodelers to explicitly artic-

ulate and concretize their own values in context, seeking to satisfy

JafariNaimi et al.’s concern regarding the embedded nature of val-

ues in particular design areas [45].

Selbst et al. also observe the danger of labeling a particular algo-

rithm, formal model or other technical element as “fair” regardless

of its context [67]. This point holds for values in general: a focus

on value fidelity helps avoid the trap of assigning value to algo-

rithms divorced from the sociotechnical situations enabling algo-

rithms to have values in the first place [66]. Given that, “questions

about how best to balance trade-offs between various desiderata

clearly depend on what our goals are when we make our [model-

ing] choices” [19] (4), restricting the use of particular formal mech-

anisms and models to the particular social domains for which they



were designed also makes sense in considering such models’ epis-

temic values as well. Reflexivity across all these choices gives mod-

elers a better chance of being “in the ballpark.” For instance, a mod-

eler seeking to satisfy the conditions of Andersonian democratic

equality [6] (which are grounded in equal social standing) cannot,

if thinking reflexively, simply apply a statistical measure of dis-

tributional group fairness and call it a day. Value fidelity is also

a two-way street: some technologies are so conceptually harmful

from the standpoint of human values that it makes little difference

how sensitively they are designed or deployed [74].

3.2 Accuracy

Value fidelity emphasizes the need for modelers to restrict the use

of particular formal models to the particular social domains for

which they were designed, and to reflexively assess these restric-

tions and their impacts of modeling choices throughout the de-

sign process. Fixing models to particular real-world domains in

which designers must situate their values helps to focus model-

ing, pushing designers to weigh the valences of particular norma-

tive situations rather than leave it up to others when the model is

deployed. Such real-world situations involve a) the many choices

contingent on the design of the sociotechnical system, and b) what

kind of decision-making body (judicial system, firm, organization

within a firm, etc.) is responsible for upholding those decisions [60].

Though a real-world domain comes equipped with this kind of in-

formation, what counts as an appropriate model for such a domain

is not immediately obvious: after all, as the aphorism goes, all mod-

els are wrong but only some are useful [57].

How to produce accurate models is a central question of virtu-

ally all scientific disciplines, and much of that literature is outside

the scope of this work. By assigning conceptual meaning to vari-

ables, a model asserts that the variable is an accurate depiction of

that concept. And if a model does not capture essential data about

a real-world domain, any predictions or conclusions that can be

drawn from it will inaccurate, and so any normative consequences

it predicts will also not be right. Even ostensibly simple concepts

in computer science like running time and space can be difficult to

formalize, depending on the exact domain, and have long histories

behind their modern conceptions [28]. And given that even well-

conceptualized variables may be hard to observe, the use of proxy

variables causes further problems. How do we know a proxy vari-

able is a good choice? And how do proxy variable choices violate

desired values within a system? [43].

After ensuring fidelity to a particular social domain, designers

should take active steps during the modeling process to delimit

their models by actively constraining their parameters. These con-

straints should be in line with both the epistemic and non-epistemic

values of the domain at hand, and involves a focus on our second

reflexive meta-value, accuracy. We believe it is necessary to scru-

tinize both the accuracy of the data used to build the model, and

the mathematical structures and dynamics used as proxies for real-

world processes. This process of reflexive, iterative assessment and

evaluation should include, but is not limited to the accuracy of the

output of a classifier or other predictor. It should also include the

assumptions and claims the modeler has implicitly made in assign-

ing semantics to mathematical objects. There are a variety of situ-

ational decisions in response to these questions, depending on the

particular contexts of model design and deployment noted above.

We suggest for one that normative values should guide modelers

above excessively comprehensive accuracy; given that all models

are partial, a simple model designed thoughtfully, reflexively, and

explicably will likely support normative goals better than a more

complex and kludgy one.

4 WHAT KIND OF CLAIMS CAN FORMAL

MODELS MAKE?

By virtue of the mathematical objects of which they are comprised,

formal models make particular kinds of claims, both epistemolog-

ical and non-epistemological. Ensuring both value fidelity and ac-

curacy does not address the limits of these claims: to design suc-

cessfully, we thus need to consider in detail what kinds of claims

formal models make about the world. Worse, as Selbst et al. [67]

put it, there is “no way to arbitrate between irreconcilably conflict-

ing definitions [of values] using purely mathematical means” (5).

Green and Viljoen [34] observe that in many formal models de-

veloped for AI systems, “only considerations that are legible within

the language of algorithms,” such as efficiency and accuracy, “are

recognized as important design and evaluation considerations” (23).

These “internalist” tendencies ofmachine learning modelsmake al-

gorithmic responses to questions concerning human values such

as fairness problematic, because “problems with quantification [af-

fect] everything downstream” [57] (3). Some concepts are easier

to express in some languages than in others. For instance, Ananny

[5] argues that performing algorithmic categorization in social en-

vironments is particularly harmful because such categorizations

constrain the available set of human actions; Hoffmann [39] notes

that in doing so, formal modeling reifies the categories used, even

when those categories are grounded in harmful stereotypes.

Precisely because of their reliance on quantification, formalmod-

els, as Malik observes [57], “commit to workingwith proxies rather

than the actual constructs of interest” (2) (see also [43]). Likewise,

Selbst et al. observe that formal models of values like fairness are

invariably imperfect and simplified representations, unable to “cap-

ture the full range of similar and overlapping notions of fairness

and discrimination in philosophical, legal, and sociological con-

texts.” Practitioners often deploy proxy variables, not only because

of a lack of data, but also because some concepts are easier to ex-

press than others in formal language. Proxies are used to avoid

modeling of fuzzy social effects, to simplify by ignoring exoge-

nous variables to the modeled system, to fix more easily manip-

ulable proxies (such as maximizing profit) as stated human goals,

or to simplify the number of different options available (such as

discretizing input or output variables or assuming that social net-

works are composed of simple kinds of edges) [61].

By holding fixed social and political factors through a particu-

lar choice of proxies, internalism narrows the scope of technolog-

ical interventions, and risks maintaining the social and political

status quo with significant normative consequences–including the

potential to reinforce discrimination or other harmful social con-

ditions. For instance, Eubanks points out that, “when automated



decision-making tools are not built to explicitly dismantle struc-

tural inequalities, their increased speed and vast scale intensify

them dramatically” [20, 21]. Green and Viljoen [34] argue that even

explicitly modeling social values will not solve this problem, be-

cause the model always has an internalist tendency. Selbst et al.

also offer a series of observations intended to address the “formal-

ism” trap, centered around the need to “consider how different

definitions of fairness, including mathematical formalisms, solve

different groups’ problems by addressing different contextual con-

cerns” (10). These authors are rightly concerned with the ways in

which powerful social groups or vested interests can foreclose par-

ticular technical developments not because of their lack of fitness

for purpose, but because, as the authors observe, “the social world

is a mechanism that fundamentally shapes technical development

at every level.” (11).

Formalmodeling as away to understand the normative valences

of a sociotechnical system is useless unless a model engages with

externalities in the most comprehensive fashion possible. The ten-

dency of automation to reify and extend existing power asymme-

tries is not captured by formal models, but is nonetheless central to

their impact in the world. Green and Viljoen [34] do suggest that

expanding formalmodels to include social values, which they term

“formalist incorporation”, may still have occasional value: they ob-

serve such modeling may be situationally and strategically useful,

while always noting such solutions are insufficient as full remedies

to the inherent limitations of formal modeling. But if modelers go

about formalist incorporation, how should they do it in the least

problematic way possible? To navigate the pitfalls of formalist in-

corporation, we argue modelers should embrace the reflexive val-

ues of value legibility and value contestation.

4.1 Value Legibility

Most formal models prompt strong normative concerns whose ef-

fects are not observable within the model itself: they thus lack our

third reflexive meta-value, what we term value legibility. Often

when scholars critique the gap between their conception of fair-

ness and technical definitions of categories such as group fairness,

what is implicitly at issue is such value legibility: the fact that ef-

fects or processes that are known to have normative impact are

left out of a model’s design, and/or are unaccounted for in its de-

ployment. In effect, the negative normative consequences of these

values are externalized, made illegible to formal methods but all

too appreciable to those living with the real-world impacts of mod-

eling. For instance, Hoffman [39] notes even algorithmic fairness

techniques for attempting to protect large classes of protected at-

tributes, such as those proposed by Kearns et al. [47], “fall short

as an intersectional approach” [39] (906). Hoffmann observes that,

“intersectionality is not a matter of randomly combining infinite

variables to see what ‘disadvantages’ fall out; rather, it is about

mapping the production and contingency of social categories” [39]

(906). Intersectionality, in other words, is a social concept unob-

servable within even some sophisticated formal models.

Reflexive design practice helps to flag issues of value legibility:

modelers must either formalize effects or processes that are under-

stood to have normative impact in the model itself, or that when it

is not practical or even possible to do, deal with these effects in an-

other fashion rather than ignoring them. Conclusions or decisions

made by a model can only use the information inside of the model,

which means any normative claims drawn from the model must

also be a function solely of the information contained inside that

model. While the problem of internalism forces our hand to try to

make values observable via the model, the need for value legibil-

ity is also valuable in clarifying the practical impacts of particular

models. As Abebe et al. [1] puts it, citing Kleinberg et al. [49], “al-

gorithms may help to lay bare the stakes of decision-making and

may give people an opportunity to directly confront and contest

the values these systems encode.” Making the consequence of mod-

eling choices as concrete as possible allows for the stakes of design

decisions to be as clear as possible to all concerned, both in terms

of the model itself and around its potential effects.

4.2 Value Contestation

No formal model can guarantee the values its designers have and

seek to embody in their designs will translate into real-world ef-

fects. However, the values of system designers do produce path de-

pendencies [41] that can constrain the range of value outcomes for

a particular model. Formal models also concentrate power in the

hands of those same designers, making it likely only those with the

access and knowledge necessary to understand and create algorith-

mic approacheswill be able to decidewho andwhat is valued in the

system. Power asymmetries are not solely an issue for algorithm

design or computational systems; they pertain to any system that

is part of a decision-making apparatus that affects other people.

Approaches to this element of the problem must be subject to the

same, old-fashioned political processes that would guide any kind

of sociotechnical decision-making [73]. For instance, Selbst et al.

call for attention to the social groups that both do and do not have

a voice to influence the design process. Yet what should all partici-

pants in the design of formal models actually do, and not do, once

so involved? How should designers proceed as relevant voices are

heard? And what should modelers do if stakeholders disagree with

them or each other?

Models do not just encode assertions about reality (which in

turn may have normative consequences). Models also encode the

modelers’ assertions and assumptions about normative judgements

directly into the model. This problem is tied tightly to the issue of

proxymeasures, and how these measures become reified as ground

truth: for instance, in models which implicitly accept racial cat-

egories as fixed, inherent properties of a person [10]. Designers

must reject these assumptions and embrace our fourth reflexive

value, value contestation in the design process. It is not enough to

recognize that human values are contestable; modelers must be

aware that they always take part in the contest. Given that even

reasonable people will inevitably disagree about values and how

to conceptualize them, there will always be sites of normative con-

testation – what Katie Shilton terms “values seams” [70].

Pihkala and Karasti [62] observe that “being reflexively engaged

posits the designer-researcher as involved, as a participant” (28),

suggesting the need for “participation in plural” – forcing constant

reconsideration not only of which values are animating a model,



but also who is being heard and heeded as the model is being de-

veloped. Value contestation is closely tied to contestable social con-

cepts: for instance, implicitly accepting other people’s decisions re-

garding what counts as “crime” is a judgement call which is influ-

enced by the record keepers’ incentives, social structure, and other

social factors. Value contestation is vital because the sites where it

happens are particularly easy places to sneak unwanted assump-

tions into formal models. In questioning what has been held fixed,

often social and political factors, value contestation is also an anti-

dote to unreflexive internalism. There are many possible ways to

actually perform such contestation: formalist incorporation – ap-

pending or modifying the model itself – is not necessarily inappro-

priate, as long as it deals with the normative judgements at stake

and as long as such processes are always understood as contested.

5 REFLEXIVE VALUES IN MODEL DESIGN

PRACTICE

Formal models cannot simply be infused with abstract human val-

ues, are dependent on proxies to make claims, and are most eas-

ily able to represent a narrow range of values. The reflexive meta-

values we propose can help anyone working on developing formal

models to copewith these conceptual limitations, holding valuable

lessons for technologists and designers seeking to develop meth-

ods for formally modeling human values, and incorporating such

models into practical applications when and where appropriate.

Synthesizing the discussion above, we summarize out the follow-

ing lessons:

(1) As JafariNaimi et al. note, human values are often presented

as abstract, but are always enacted through particular de-

sign contexts and should be treated as such at every stage

of the design and evaluation process. This process requires

reflexive assessment of how the technical mechanisms of

a model represent the dynamics of desired values as they

emerge in human practice – what we call value fidelity.

(2) Formal models are representations of reality, but are often

insufficiently proximate to real-world conditions to draw re-

liable conclusions the best way to situate and operationalize

human values in the design of the model–a problem of accu-

racy both of proxies and how proxy data interacts with the

mechanisms of the model itself.

(3) Without a high degree of design reflexivity, the broader nor-

mative consequences of a formalmodel’s design and deploy-

ment are often either not modeled, not considered, or not

modelable at all–a question of what we term value legibil-

ity.

(4) Even with a high degree of design reflexivity, formal models

are designed with subjective assumptions about values that

can lead to undesirable normative consequences, or at the

very least conflicts around the normative valence of partic-

ular models (what we term value contestation).

Below, we provide a basic methodology for formal model design

grounded in these four reflexive meta-values. Modelers following

this method should be more aware of a) how they are shaping the

effects of the system, and b) how the deployed system will impact

those using it than they would be using traditional agile develop-

ment techniques or even older “waterfall” development processes

[35]. Inspired by existing VID methods [23, 24], we have divided

our method into a pre-design stage, a design stage, and a post-

design stage. Perhaps the most critical element of pre-design is

the need to assess whether it is appropriate to design or deploy

a formal model in the first place [9].

5.1 Pre-design

Given that human values always enacted in particular design con-

texts and should be treated as such at every stage of the design

and evaluation process, respecting value fidelity means modelers

should begin their reflexive assessment of their work long before

they reach for pen and paper or they start coding. This assessment

should start with reflection on the makeup of the modeling team

itself. Attention to our reflexive meta-values in the context of ag-

ile development means the design process for creating a particular

formal model is likely not possible in practice with one designer,

or even several designers with a homogenous perspective. Having

a variety of expertise involved is a consequence of the fact that

it is almost always more appropriate to have the stakeholders in

the system – those who will be most affected by its deployment

and use of of the system – represent their own interests, rather

than attempting to represent their interests for them [73]. As such,

expertise from different domains and fields of life is a practical ne-

cessity.

Goal formation in the pre-design phase is contingent on both

the context of the larger sociotechnical system for the model and

the details of the modeling itself, and the process by which design

goals are set outmatters because of the power the designers have in

shaping real-world outcomes, and their normative consequences.

This is not to say that the mechanisms through which these goals

are to be accomplished need be determined by the designers be-

fore any of the rest of the work of design may begin. Given the

tight bind between the larger goals of the system and the values of

the designers, and our observation that the content of the model is

important to its normative impact, the reflexive work of goal for-

malization will often run by necessity concurrently to the process

of designing the formal model itself. This will be especially im-

portant when it comes to formalizing the goals of the system via

optimization functions, null hypotheses for drawing conclusions,

etc.

Perhaps themost critical decision confronting the heterogenous

team of modelers, broadly defined, is deciding whether a system

should be developed or implemented in the first place. For instance,

Malik [56] argues statistical models be intrinsically marginalizing,

but that, “it doesn’t really matter when compared to the choice

to use machine learning [in the first place].” Given that in any

situation where a digital system mediates social processes, or is

proposed as a mediator, respecting value fidelity requires that the

applicability of a technical solution should always be called into

question: there is never an a priori guarantee that an algorithmic

system is always going to be the most effective one.

To help modelers decide whether a proposed technical solution

is a bad one, there needs to be a process by which a solution is

evaluated as suboptimal. For many computer scientists, there is

only one way to answer such questions: try something and com-

pare it to the current baseline. Modelers are thus in something of



a double bind: they should not design, build, or implement with-

out considering the consequences of their actions, but it is hard to

know the consequences of their actions unless they design, build,

and implement. Selbst et al. [67] suggest “robust conversations be-

tween team members” are central to deciding whether or not to

implement a system in the first place. Likewise, Shilton has devel-

oped the concept of “values levers,” or moments in the design pro-

cess whereby teams are able to communicate freely about values,

ethics and norms [69]. In both cases, the implicit point of such

conversations is to evaluate a system based on not just what it is

intended to do, but also what the system should do. Yet there can be

no testable prediction for evaluating what a system should do, and

any designer could try to claim that their system upholds a particu-

lar value like fairness by shifting the goalposts to define whatever

the system does as fair: a problem made easier because values like

fairness are abstract, contested concepts.

To cope with these challenges, the modeling group should em-

brace both value fidelity and value contestation as mechanisms

through which to reflect on not only what their values are, but

how they intend to conceptualize them in the particular domain in

which they are building the system. Is the goal of a model equality

for the peoplewho use the system? And if so, equality of what, pre-

cisely? Scholars have had recent success extrapolating values from

existing models, such as Heidari et al.’s work pointing to the philo-

sophical underpinnings of common fairness models in the notion

of equality of opportunity [38]. In turn, some political philosophers

have at least endeavoured to produce models explicitly grounded

in particular goals grounded in their conceptual versions of fair-

ness as equality of opportunity [64]. Though such goals may not

initially be conceptualized as a formal model, the point is to have

clear goals in the first place, which serve as a groundable hypoth-

esis so that designers can later reflexively test their system for its

adherence to the goals set out at the beginning of the project. If

there are obvious inconsistencies between normative goals and the

means/domain of interest, this is a strong sign the project should

not proceed.

In other words, the negative principle of “know when not to

design” [9] is not, as Baumer and Silberman argue, an argument

against design and implementation per se: instead, it is a call for

technologists to engage in “critical, reflective dialog about how and

why these things are built” (2274) before they begin the modeling

process. Only after testing a hypothesis, however, can the question

of whether or not to implement be entirely answered. In the next

two sections, we discuss the challenges of actually examining and

interrogating such a hypothesis faced during the design of a formal

model, and the utility of the reflexive values of accuracy and value

legibility in doing so.

5.2 Design

If participants do decide a domain and a system is worth the at-

tempt tomodel, the next questionsmust bewhat and how tomodel.

Recall that formal models are representations of reality, but suffer

from a problem of accuracy both of proxies and how proxy data

interacts with the mechanisms of the model itself: models often

insufficiently proximate to real-world conditions to draw reliable

conclusions the best way to situate and operationalize human val-

ues in their design.

Value legibility entails articulating and delimiting normative con-

cepts like fairness as discrete mathematical entities. This a neces-

sary first step not only in making that concept formalizable, but

also in knowing when not to do so. Modelers can do so through a

process of reflexive discretization: defining relevant semantics, e.g.

defining variables, structures, dynamics, what is and is not observ-

able. Reflexive discretization is always an activity fraught with eth-

ical and moral implications [7, 12]. Such discretization must bal-

ance value fidelity, accuracy, and value contestation in translating

between observed data, conceptions of that data, particular algo-

rithms, and mathematical objects. Without a high degree of reflex-

ive engagement with all of the above, designers risk inaccuracy or

overlooking contested assumptions. For instance, race as an input

variable has been an important example of how morally bankrupt

concepts underly facially neutral datasets [10]. This legacy makes

how discretization is done – with a focus on fidelity, and accuracy

– central for formal modeling.

Attention to value legibility alsomeans modelersmust take care

as to what discretization is performed – meaning exactly what is

being modeled. Without a representation of a particular domain,

not only is it harder to ground abstract values (see Section 3.1), but

the use of the model is divorced from how it is used and in what

social context (what Selbst et al. [67] call the “portability trap”).

Moreover, a model must represent the goals of the system being

implemented. Representing the goals of the system in the model is

standard operating procedure in computer science and engineer-

ing writ large already, but it is worth emphasizing because forming

explicit goals are a frequently visited site for contesting values.

Ethical theories, indeed ethical practice, rest on the belief that

there is a process or method to analyze a given situation and deter-

mine whether it is to be preferred or not. The information required

to do so is what we term the medium for values to inform the for-

mal model, and without that information, values cannot be legible

in the model. A formal model must have amedium uponwhich the

designers’ values operate. Such a medium will depend on the val-

ues laid out in the pre-design stage and conceptualized and formed

in the design stage. Values will always operate on some kind of

medium. These challenges parallel what Selbst et. al. [67] describe

as the “framing trap,” or an overly narrow framing of a concept in

a formal model. Their proposed solution is to extend the bounding

box of a particular discretized concept to be more capacious. In the

abstract, this solution to the problem of overly narrow models for

complex social phenomena is appealing. It allows for developing

a sociotechnical perspective in understanding the social contexts

and impacts of machine learning systems.

However, the application of this move to the process of formal

modeling is a prime arena for value contestation, and thus requires

reflexive care and an embrace of value legibility and value contes-

tation. After all, increasing the size and complexity of a model is

not necessarily a useful solution to ensuring it captures the partic-

ular aspect of sociotechnical complexity of interest. This is an espe-

cially acute problem when including incomplete or partial models

of complex social processes—such as human social interactions—

within one frame of formal abstraction. Human relations aremessy,

and not easy to model. Directly modeling the interactions of just



two people is an exceedingly difficult challenge. So increasing the

scope of the sociotechnical frame does not necessarily make it eas-

ier to model human relations. Rather than focusing on expanding

the size of the “bounding box” of the model, we advise focusing on

value legibility. If any outcome, situation, or process which contra-

venes the designers’ values is not modeled, it has the potential to

change the normative valence of the model. This is another area

where domain-specific modeling is helpful. The components in the

formal model that make legible the domain can be used as the raw

material for modeling particular values.

5.3 Post-design

After a model has been developed following the reflexive values

described above, modelers should focus on iterative work asso-

ciated with evaluation, and maintenance, and potential modifica-

tions (whichmay not actually happen after the design of themodel).

Of high importance is to test assumptions expressed through the

design of the system, including evaluating the accuracy of themodel

(see Section 3.2): not only the predictions or conclusions made by

the model, but the accuracy of the dynamics assumed or learned

via data, and the fidelity of the data itself to the social domain being

modeled.

Just as important to these evaluation processes are an ongoing

focus on value fidelity and legibility. Part of the evaluation process

is determining the degree to which the proposed system contra-

venes the designers’ values. User reactions to the system should

be of concern, especially if they were not explicitly incorporated

into the formal modeling (thus decreasing value legibility). These

user-related activities could include user’s attempts to game the

system, the kind of user community that the system encourages

around it, and figuring out how to meaningfully incorporate user

feedback [73].

Assessing these effects is typically performed via a variety of

qualitative and quantitativemethods: small-scale releases, A/B test-

ing, user interviews, and similar modes of evaluation. This evalua-

tion process is as susceptible to contravening values as the rest of

the design process [24]. Typical issues include privacy violations,

lack of consent to be experimented on, or simply trying out on un-

suspecting users an unfinished system that harms them. Formal

modeling of values in this stage of the design process is rare, lead-

ing to either poor value legibility or unexamined contested norma-

tive assertions. All of these considerations are affected by changing

conditions on the ground. A shifting design context or shifting so-

cial domain can affect the normative valence of the system, which

means the work of design and the work of evaluation is never done.

Being able to iterate reflexively on a model as it is being developed

is key: evaluation methods developed in the context of current VID

methods are not necessarily sufficient, especially in the case of al-

gorithmic systems whose second order effects are hard to predict

because the systems may be deployed long after modeling is over.

The importance of iteration has long been observed in a variety

of kinds of design, but it is typified by the popularity of agile soft-

ware development, which centers people-focused methodologies

via adaptive planning and the participation of concerned stake-

holders [13]. Using agile development over more traditional soft-

ware development processes has both benefits and drawbacks [14,

65], depending on the particular methodology, but the explicit in-

corporation of values into the design process, exactly because of

the contextual nature of values, canmake it potentially fertile ground

for innovation. Computational modeling more broadly is in some

ways still grounded in a waterfall model of software development,

moving sequentially from problem space and conceptualization to

operationalization, implementation, and iterative testing. This ap-

proach contrasts sharply with more free-wheeling methods in ag-

ile software developments [35]. Modeling methods for agile con-

texts is an ongoing goal of many in the field—and we hope our

own agile approach may suggest avenues for future work.

6 DISCUSSION

Attempting to deal with what Dwork and Mulligan [18] call the

“messy reality” (35) of formal modeling is “tricky” indeed [11] (9).

Formal modeling with human values explicitly in mind is challeng-

ing, and this analysis represents only a first step of mapping and

guiding a rapidly evolving field. The methodology we have pre-

sented is largely value-agnostic: our methodological approach to

formal modeling can apply to any work that seeks to move from

abstract philosophical concepts to concrete technical outputs. As

such, it is an approach that can accommodate both cohesive philo-

sophical theories, and particular sets of ad hoc values: moral par-

ticularism or philosophical pragmatism are not incompatible with

our approach. However, one value of translating a comprehensive

political theory is that a theory’s many abstract concepts ideally

hold internal consistency across a corpus.

We also have no interest in removing either human beings or the

wide range of human political theories at hand from the algorith-

mic fairness loop.We are aware that methods for designing formal

models around values have sometimes been critiqued as reifying

the idea that formal models are the only language through which

algorithmic fairness can be understood. This outcome is certainly

not our intention: instead, we hope this methodology is a starting

point for computational systems to deploy, for instance, relational

notions of equality [6], and shows the benefits of deriving formal

models from theories of equality not entirely grounded in material

distributions.

A further question is whethermathematical modeling is uniquely

suited only to particular ethical frameworks. Consider the case of

algorithmic fairness: despite the large number of definitions of fair-

ness in the machine learning literature, these formalizations cod-

ify a relatively narrow range of philosophical definitions around

fairness and inequality. There are definitions codifying equality of

opportunity as a basis for fairness [38]; there are also definitions

of fairness in this literature formalizing particular conceptions of

desert-based ethical frameworks [17, 46, 51] or of welfare [22, 37],

but little else. If you are a strict utilitarian focusing on assigning

utilities to actions and thenmaximizing some function of utility–or

believe decisions should be based on individuals’ decontextualized

‘just desserts’ and are therefore focused on determining what peo-

ple deserve based on their feature values–current approaches in

machine learning would be uncontroversial [44].

For everybody else, however, it is surely concerning to bewholly

reliant on such formal approaches. For instance, human managers



make hiring (and many other) decisions are implicitly using desert-

based approacheswhen they adjudicate between different categories,

even without using automated decision systems; critiques of for-

malism that find moral fault with this kind of example [8] are thus

implicitly addressing not only the use of formal models per se, but

the use of those models for adjudicating desert-based ethical theo-

ries. The recommendation system for hiring is problematic in this

view because it is applying categories to people as a way to decide

what they deserve.

There has been little work seeking to formalize definitions of

fairness (let alone definitions of any other value) that draws on

the wide array of philosophical explorations of fairness and equal-

ity available – from Kantian or libertarian approaches, to the rela-

tional equality of feminist philosophers such as Anderson [6]. Is

this omission simply because it is easier to express concepts like

utility more easily in the language of modeling, or is it because of

difficulties particular to these other ethical frameworks? Variables

representing utilities are one thing, but can mathematical struc-

tures also appropriately represent and support at least some of the

intricacies of social interactions that underpin values such as jus-

tice or human flourishing? Understanding how diverse normative

frameworks might be expressed throughmathematical modeling is

an under-explored area of algorithmic fairness, one in which reflex-

ive design practices described above are vital: without reflexivity, it

is a challenge both to answer the question of whether formal mod-

eling is entirely unsuited to some definitions of values, and if not,

how formal models representing such values should be designed.

Finally, given that reflexive iteration is an important value for

our method, the method itself will also benefit from refinement

and application. This method springs from our own efforts at trans-

lating values into formal models, and is intended to guide model-

ers in practice – it would benefit from further application in pilot

projects and further studies. More broadly, future research should

explore the degree to which ethical frameworks and other value

systems can be explored appropriately in modeling, outside of the

relatively limited approaches used in the computer science liter-

ature to date, and to the degree to which formal approaches can

be used to model the socio-technical systems themselves. This re-

search is beneficial not just for applied approaches, but to the the-

oretical community interested in modeling algorithmic fairness –

these approaches have the potential to suggest new formal prob-

lems, as well as challenge current applications in the field.

We are mindful of Deleuze’s prescient observation that digital

technologies merely “express the social forms capable of producing

them and making use of them” [16]. In other words, for all the

ways in which digital systems embody values, the effects of these

systems on people stem from the material conditions, and social

relations in the world at large. Modeling that takes these concerns

into account reflexively in the design processwill, we believe, serve

to support broader efforts to understand and ameliorate the ways

in which digital systems contribute to shaping private and public

life.
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