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ABSTRACT
Social media represents a large part of the content available on
the Web. While the accessibility of the UIs of existing social media
platforms has been improving, the same cannot be said about the
accessibility of the content authored by their users. Specifically, the
accessibility of multimedia content that is increasingly available
given the ease of access to mobile devices with cameras. User re-
search has revealed that accessible authoring practices are a foreign
concept to most social media users, but also that they are motivated
to adopt inclusive practices. Our work focuses on promoting aware-
ness to accessible social media authoring practices and in assisting
the authoring process. We have prototyped a Google Chrome exten-
sion and an Android application that can identify when a Twitter
or a Facebook user is authoring content with images and suggests
a text alternative for the image. By suggesting the alternative, we
raise awareness to the accessible authoring process and make it
easier for the user to include it in the tweet or post. Text alterna-
tives may be suggested from different sources: descriptions entered
by other users for the same image, analysis of the main concepts
present in the image, or text present in the image, for instance.
Our prototypes can also provide text alternatives on demand for
images on any web page or Android application, not just social
media. In this paper, we highlight some of the challenges faced
to offer this support in different technological platforms (web and
mobile), but also ones that are raised by the domain characteristics
(e.g. detecting the same image, supporting different languages) and
that can be addressed through AI based technologies.
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1 INTRODUCTION
Social networks play a crucial role in connecting people, being
more important than ever. Meanwhile, people with disabilities are
once again being deprived of fully participating in a major aspect
of society. Considering the collaborative aspect inherent in these
platforms, to ensure that these environments are fully accessible,
it is essential to guarantee that the user-generated content is ac-
cessible as well. One of the challenges lies in the amount of visual
media content created by users that is currently not accessible to
people with visual disabilities. Even though platforms are evolving
strategies to address this problem, the features that are currently in
place are still not sufficient to ensure that visually impaired users
can properly understand an image [1, 7, 11, 14, 22, 23].

Major platforms have chosen to adopt different strategies to
improve the accessibility of this content. For instance, Facebook
provides automatically generated descriptions and allows its users
to edit them [6]. Twitter, on the other hand, allows users to enter
their own alternative descriptions [21]. Despite these differences,
both implementations have one thing in common: most users are
unaware of the existence of such tools, and when they do, they
either have difficulties in finding them [7, 16, 18] or struggle with
the creation of effective text descriptions. As for the automated
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descriptions provided by Facebook, they are often very succinct
(and incomplete), sometimes incorrect, do not provide enough con-
textual information and, consequently, blind users consider them
insufficient [11, 14, 16, 20, 22, 23, 26]. As a result, most images in
social networks either have no alternative description due to the
lack of knowledge or effort employed by users, or have subopti-
mal automatic descriptions that are not able to fully describe an
image to visually impaired users. The latter, however, is predicted
to continue to be a major challenge due to the lack of context that
automated solutions have on unique, personal images shared on
social networks. For that reason, we argue that it is crucial to lever-
age a combination of automatic and manual descriptions – which
may be iteratively improved – to increase the number and quality
of alternative text descriptions.

Previous work has focused on bridging the gap through improv-
ing current AI-created descriptions to be more suitable to a social
media context or by scanning for instances where an alternative
text was once provided for the image [8, 13, 19, 20]. As presented in
Pereira et al. [16], the process of creating accessible media content
can be enhanced by a human-in-the-loop approach. Automated
descriptions can be used as a resource to help users to provide
an example of a suitable alternative description and the opportu-
nity to improve the description provided by AI-based solutions.
Including users in the process of authoring accessible content by
embedding these features into the authoring process flow can raise
awareness and thus inducing them to engage more frequently in
such practices. For that, our approach aims to tackle the problem
at its very root, providing enough resources to ensure that images
are accessibly created from the start. For that, we developed the
SONAAR prototypes exploring combinations between manual and
automated approaches to improve the overall user experience for
visually impaired users in social networks, both for authoring and
consuming visual content. In particular, our main goal is to enrich
the authoring process to support the creation of accessible media
content.

The SONAAR prototypes are available as a Google Chrome ex-
tension and an Android mobile application and currently support
authoring images on Facebook and Twitter. Using SONAAR proto-
types, users are guided through a process of authoring accessible
media content. We detect when users are uploading media content,
indicate where they should include an alternative description, and
offer suggestions of possible alternative descriptions. These sugges-
tions come from a variety of sources such as the ones entered by
SONAAR users, automatically generated from image analysis, or
text recognized in the image, for instance. The deployed structure
also allowed us to support a scenario where users consume visual
content outside the scope of social networks. The SONAAR user,
when in the presence of an image on a web page or on a mobile
application screen, can request from our service a textual descrip-
tion for that image. The same suggestions offered on the authoring
scenario are provided to this user.

In this paper, we first describe previous research on accessible
media content and social networks to better contextualize our work.
Next, we provide details about the deployment of SONAAR proto-
types, including 1) the backend service responsible for supporting
the operation of both the SONAAR browser extension and the
SONAAR mobile application, 2) the features to support authoring

of accessible content on social networks, and 3) the features to
support accessible image browsing. Following that, we discuss the
opportunities that our solution opens, and the challenges faced and
in need of tackling.

2 RELATEDWORK
This research work is related to prior work on 1) current strategies
on alternative descriptions for images and 2) current state of the
accessibility of social networks.

2.1 Alternative descriptions for images
The lack of alternative descriptions on the web is a longtime issue.
The work conducted by Petrie et al. [17] back in 2005, identified
that blind users felt frustrated by not only the lack of alternative
descriptions but also by the poor quality of those descriptions pro-
vided. While different efforts were conducted meanwhile, visually
impaired users are still facing the same barriers to interact with
visual content on the web [1, 7, 11, 14, 16, 23]. This issue may be
partly explained by the fact that most automatically generated al-
ternative descriptions are based on image recognition approaches
made by and for sighted users instead of on accessibility purposes
[24]. This nuance may be exemplified by the ability to evaluate
the accuracy of an alternative description. For instance, a sighted
person can compare the image and the details provided by the au-
tomatically generated description and retain only what it is judged
to be correct. On the other hand, blind users only have this piece
of information to fully understand an image. One impact of this
scenario is that blind users are very trusting of even incorrect auto-
matically generated captions, often causing them to act based on
inaccurate information [11, 19].

Another factor influencing the quality of alternative descriptions
is the contextual information not provided by automatically gen-
erated descriptions. Firstly, visually impaired users have different
needs on the details that should be provided depending on the
source where the image is found [17, 20]. Secondly, most current
AI solutions provide a list of concepts that may be contained in an
image, but they do not convey the real intention and meaning of
an image.

2.2 Accessibility and Social networks
Social networks are responsible for a great part of images being
uploaded on the web nowadays. Concerning the accessibility of this
content, some strategies have been employed by major platforms.
Facebook, one of the most used social networks, currently provides
two different approaches to improve the accessibility of images
uploaded by their users [6]. The first one consists of embedding an
automatic description for every image uploaded to the platform.
Following that, users can also edit it to improve it or to provide
a better description. However, most users are not aware of that
possibility [7, 16, 18], leaving visually impaired users relying only
on the automated descriptions generated by the platform – that,
most of the time, do not provide enough contextual information
to properly understand an image [11, 14, 16, 20, 22, 23, 26]. On the
other hand, Twitter currently supports image descriptions provided
by the users themselves [21]. However, it is also being reported as a
hard-to-find feature, not drawing mainstream users’ attention not
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only to the existence of this feature but also to the importance of
this practice [7, 16, 18].

The current situation of media accessibility in social networks
is far from ideal. According to recent work, in a sample of more
than 1 million images on Twitter, only 0.1% of them included an
alternative description [7]. While the platforms themselves have
been deploying new accessibility features at their own pace, a few
other approaches to improve the accessibility of user-generated
media content are also being explored. Gleason et al. [8] created
TwitterA11y, a browser extension to add alternative descriptions to
images on Twitter through different strategies such as text recog-
nition, crowdsourcing, and reverse image search using Caption
Crawler [9]. From another perspective, audio descriptions have
also been presented as an alternative and promising way of provid-
ing image descriptions [4, 10].

Another scenario often ignored by major platforms is the one
where visually impaired users author media content. On one hand,
the accessibility features available are not fully accessible. Visually
impaired users reported having difficulties in finding those features
and, due to the constant interface updates, they have to be con-
stantly coping with a new structure [16]. On the other hand, they
do not find proper guidance for composing alternative descriptions
for their images [16]. Even for platforms that provide automated de-
scriptions such as Facebook, there is a reluctance to rely exclusively
on them. In contrast to the trust placed in automatic descriptions
when interpreting an image previously discussed, the same is not
true in the process of authorship. According to Zhao et al. [26],
the risks associated with mis-reacting to other people’s content is
much lower than that of mis-sharing their own information. Finally,
users find themselves once again compromising their autonomy by
asking the assistance of a trusted sighted contact [12, 26].

Despite all these efforts, blind users are still reporting image
descriptions provided by their own author as having a better quality
than automated ones [16]. Nevertheless, it is important to highlight
the benefits of automatic approaches. Besides being fast and cheap,
they allow deployment at a large scale compatible with the number
of images being generated through current social networks [5,
8]. For that, we propose a mixed approach, benefiting from the
advancements in automated image recognition and description to
enhance human descriptions.

3 SONAAR
SONAAR combines image recognition techniques and human input
to provide different sources of alternative descriptions for images in
social networks. In our previous work, we identified the main barri-
ers hindering mainstream users to provide accessible media content
in their social networks and how they could be more engaged in ac-
cessible practices [16]. The structure deployed in SONAAR explores
a human-in-the-loop and collaborative approach to 1) better assist
mainstream users in the authoring process of accessible media con-
tent; 2) improve the general quality of image descriptions in social
networks; 3) raise accessibility awareness of social networks users;
and 4) discuss the benefits and feasibility of mixed approaches, by
exploiting the strengths of each strategy: the agility and scalability
of automatic descriptions, and the higher quality of the descriptions
provided by the authors themselves.

Figure 1: SONAAR system architecture

The SONAAR prototypes offer text descriptions for images. Dif-
ferent sources for the image descriptions are explored in the proto-
types: the ones entered by users of social networks, automatically
generated from image analysis, or text recognized in the image,
for example. The instances where these suggestions are presented
to the user are also varied: when a user is tweeting or posting an
image on social networks the suggestion is automatic; on any other
website or mobile application at the user’s request. In the following
paragraphs, we offer a short description of the backend service
and the Android application and Chrome extension that implement
these features.

3.1 Backend
The SONAAR backend supports theAndroid application andChrome
extension requests through a set of features that are independent
of the request’s origin. The backend is composed of a database that
stores the known image descriptions. This is a simple database that
connects an image identifier with the currently known descriptions
for that image and the language the description is written in. In
order to provide these descriptions upon a client’s request, the
backend needs to be able to search for an image in the database.

Image searching is achieved through the image recognition ser-
vice provided by Clarifai1. We store images in Clarifai (and keep
only their identifier in our descriptions’ database) and use their
image searching feature to search the image database for the image
for which the description has been requested. Clarifai provides a
similarity measure between the searched image and every image
in the database. When an image has a similarity measure above the
“same image threshold” we consider it to be the same image we have
on the database. We have fine-tuned the “same image threshold”
so that the same image is identified even if it has suffered small
modifications, like a small crop and the addition of a watermark or
signature. In the future, we want to explore this measure to assist
us in identifying related images. For that, we can define a “related
image threshold”, which will allow us to identify images that are
related but not the same. This knowledge will be useful for those
instances where we haven’t seen the image before, by allowing us
to still offer a description of a related image.

1https://www.clarifai.com/
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To assist in the preparation of image descriptions we use further
features provided by Clarifai. The first one is the ability to provide
a list of concepts related to the image that is searched. Clarifai
provides us with a list of concepts, with, for each concept, a level
of confidence in the accuracy of the result. We keep the concepts
from this list that are above a “concept confidence threshold”. These
concepts offer us another way to create an image description. A
second feature we use from Clarifai is the ability to identify any
text present in the image. This is particularly relevant for the so-
cial network domain, where many posted images contain text (e.g.
memes). The image’s text is, very often, another good source for
creating an image description.

A final source of image descriptions is the descriptions created
by the users of the social networks themselves. When our front-
end prototypes detect an image being posted with a description,
that description is sent to the backend. The backend stores that
description if it has not been stored before. If that description had
already been stored, we increase a counter of the number of times
it has been used. The language the description is written in is also
stored. We use the Franc Natural Language Detection library2 to
identify the language of the description.

In summary, our sources for descriptions include: descriptions
provided by users, image concepts identified by Clarifai, and any
text in the image. Image descriptions are characterized by their
language and by the number of times they have been used in tweets
or posts.

In order to answer the client’s request, the backend will have
to decide which description or descriptions to send. To make that
decision we explore three features. The client’s request includes
the language of the user’s device or browser. With that information,
we can limit our selection to descriptions in the same language.
The other two features are combined to select which are the top
descriptions to send back. The first feature is the number of times
a description has been used. Heuristically, we can expect the most
popular description to be the most adequate description for an
image. However, if we apply this number without further consider-
ation we might disregard newer descriptions that might be better,
but since they are new, they will have a lower number of uses. The
other feature is a quality measure of the description for the image.
Our quality measure applies the algorithm described in Duarte et
al. [5] which returns a metric of the similarity between the terms in
the image description and several features in the image (including
the concepts present in the image, concepts related to the image
domain, and any metadata in the image). The algorithm classifies
the semantic similarity between the image and a description on
a scale from 0 to 1. The backend uses this additional information,
combined with the usage count, to order the list of descriptions
of the same language of the users’ device or browser that are sent
back to the client.

3.2 Supporting authoring accessible content on
social networks

In this and the following section, we briefly describe the features
of the Android application and Chrome extension, which operate
in a similar fashion. Our main goal is to increase the availability
2https://github.com/wooorm/franc

of accessible media content on social networks. Two of the main
reasons for social network users not authoring media containing
posts in an accessible way are lack of knowledge about accessibility
and the extra effort it requires, which might detract from the fast-
paced nature of social browsing [16]. Our prototypes tackle these
two reasons. By suggesting a text description for an image in a post,
the prototypes raise awareness of the need for accessible authoring
practices and make it easier for the content author to include a
description.

The prototypes are capable of automatically detecting when the
social network user is authoring content with images on Twitter
and Facebook. The Chrome extension achieves this by inspecting
the DOM of the web page and looking for the presence of elements
with specific class attributes. The Android application inspects the
elements on the screen and looks for values of specific attributes.
After it has been detected that a user has uploaded an image in
the authoring page or screen, a request is sent to the backend con-
taining the image and the language of the user’s device or browser.
This automated authoring detection process has some limitations:
it is dependent on Twitter and Facebook not changing their user
interfaces; on Android, it is dependent on the language of the de-
vice, because some of the values that the prototype looks for are
names of elements that change depending on the operating sys-
tem’s language; obtaining the image on Android requires capturing
a screenshot of the device.

When the backend answers with the proposed descriptions for
the image, the prototype makes the user aware of it. On Android,
we use a notification to present the top-rated description to the
user. In Chrome, the description is presented as an overlay window
next to the field where the description is to be entered. On both
platforms, the user can copy the description to the clipboard and
paste it into the corresponding field in the authoring interface. If
the backend sends more than one description, we offer the user a
chance to see the extra descriptions. By selecting that option, the
list of descriptions is presented to the user, and any can be selected.

Finally, the prototypes are able to automatically detect when the
tweet or post is completed (i.e. the user activates the corresponding
button on the interface). At this moment, the image’s description
is captured and sent to the backend, where it is stored as a new
description (if the user created a new one or changes anything in
one of the suggested descriptions) or, if it is not a new one, the
number of uses of the description is incremented.

3.3 Supporting accessible image browsing
With the availability of image descriptions, as presented in the
previous sections, we extended the functionalities of the prototypes
to offer support for screen reader users that need to access image
descriptions in any web page or mobile application.

The Android application registers itself as an application to
which images can be shared.Whenever a blind user finds a shareable
image on any Android application that does not have a description,
or that has a description that the user does not consider adequate
(e.g. the image filename), the user can request a description for that
image. The prototype then lists the descriptions it has stored or
created from the image’s concept.
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The Chrome extension works in a similar way, but with a differ-
ent scope. Given that images are not focusable by default on a web
page, when a blind user finds any image for which a description
is desired, activating the prototype on that web page results in all
images on the web page being sent to the backend. On receiving an
answer, the prototype modifies the page’s DOM to make all images
focusable and to insert the descriptions in the alt attribute of the
corresponding image. The user can then browse the images on the
page and listen to the descriptions for any image.

4 DISCUSSION
The SONAAR prototypes described above open up new opportu-
nities for authoring media-based content on social networks in
a more accessible way. In this section, we discuss how they can
impact the accessibility of media but also some of the challenges
that still need to be addressed.

4.1 Opportunities
Raise awareness and educate users.As presented in Pereira et al.
[16], most social network users are not even aware of what digital
accessibility is. These users do not know how people with visual
impairments, for example, are able to access information provided
through images. And, when they are aware of it, they do not know
what to do to provide that information in the required alternative
format. Often, people will become aware of this when they have
a visually impaired friend or relative that can provide them with
guidance. SONAAR can contribute to this awareness-raising effort.
The current prototypes detect when an image is being posted on
social media and notify the user of the possibility of inserting a
text description of the image. For users that are not familiar with
accessibility needs, this will still be a foreign concept. However,
this represents an opportunity to educate users and we plan on
expanding the current features of the prototypes, by providing
materials that demonstrate the advantages of creating accessible
content and instructions on how such content can be created. This,
we expect, will promote accessible practices everywhere, not only
on social networks, but will also lessen the burden on people with
disabilities to promote these practices.

Reduce user effort.Most social network users that are aware
of the possibility to provide an alternative description for their
image consider that this activity takes too much time and effort,
especially when considering the inherent agile nature of these
platforms [16]. One source of this extra work is to compose an
appropriate textual description for an image. We expect that the
guidance and suggestions provided by the SONAAR prototypes
will lessen this effort. However, users will still have to deviate from
their usual authoring process flow. This is something that might be
mitigated by the use of motivational content related to the benefits
for all of creating accessible content.

Improve both automated andhuman-authored descriptions.
The suggestions provided by our prototypes are the results of dif-
ferent approaches to obtain alternative descriptions. The SONAAR
service also stores how many times a specific alternative descrip-
tion was chosen by the users. Therefore, we expect to have a large
dataset of, not only possible suggestions, but also users’ preferences
on image descriptions. The information gathered may be used to

complement current research on the quality, phrasing, and guide-
lines of image descriptions, as well as improvingML-based solutions
for generating automated descriptions. With the SONAAR proto-
types, we aim to investigate in the future how AI solutions may be
useful to enhance human authored descriptions, maximizing the
use of both approaches.

Leverage collaborative/community efforts. The SONAAR
prototypes can also be extended to support a collaborative approach
such as one based on crowdsourcing and voting capabilities. In
this scenario, users with no visual impairments can contribute by
providing or improving an alternative description for an image.
These users would also be able to upvote or downvote alternative
descriptions already provided. Such a solution can be especially
useful for images that only have text descriptions that are judged
to be of poor quality. In these instances, these images could be
prioritized for a crowdsourced description generation.

Automatic descriptions to engage users.While SONAAR pri-
marily aims to increase the accessibility of user-authored content,
we also made it available for providing descriptions of images on
request outside the social network context. We expect that many
of these requests will not have a matching image on the SONAAR
database, since images people share on their social network profiles
won’t likely be published elsewhere on the web. In this instance,
SONAAR will only be able to provide the automatically generated
image description, with less quality than human-authored descrip-
tions. Nevertheless, this is an opportunity to engage users. For
example, if a user judges an automatically generated description to
be of poor quality, there can be an option for the user to improve it
or to provide a new one, or, exploring the crowdsourcing scenario,
to ask for a description from the crowd. It might not be possible to
have the description in real-time to benefit the user, but overtime,
the number of descriptions will increase and more users will benefit
from the descriptions.

4.2 Challenges
Depend on an external source. Concerning the technical aspects
of the solution proposed, the SONAAR backend relies on the service
provided by Clarifai. Although our prototypes aimed to investigate
the feasibility and benefits of such a structure, the scalability of our
current service is dependent on an external service.

Frequent changes in the UI of social networks. Several chal-
lenges are raised due to the inherent volatility and agility of social
networks. In order to detect when the user is authoring content
with images, our prototypes inspect the interface of both Twitter
and Facebook for specific attributes previously identified. However,
the interfaces of these social platforms can be modified whenever
Twitter or Facebookwishes, and it happens without any prior notice
(so far we found out that this happens more frequently with Face-
book than with Twitter). The UI changes can affect the elements
and attributes that SONAAR scans for, causing our prototypes to
no longer be able to recognize them. While these issues can be
addressed by new SONAAR updates, it is still necessary to identify
the frequency of these changes to assess the real impact on our
prototypes.

DealingwithUI changesmanually.Detecting and reacting to
these changes in the interface are two issues thatmight be addressed
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by human intervention, AI automated solutions, or a combination of
both. For a human-supported solution, we plan on adding a feature
to the SONAAR interface where users can report that SONAAR
is no longer working, which is the immediate consequence when
updates to the UI result in SONAAR no longer being able to identify
the required elements. This feature can be extended to an interactive
flow where SONAAR asks the user where a specific element in the
interface is (e.g. the element that allows a user to select a photo to
include in the post) and the user selects that element in the UI. By
creating an overlay on the mobile screen, or intercepting events in
the browser, we can identify the element and learn what changed in
its properties. This would be repeated for all the required elements
and would allow SONAAR to repair itself. The knowledge provided
by one user could then be replicated to other users of the platform,
ensuring that everyone gets an update quickly. While this solution
is feasible to small scope changes to the UI, more profound changes
that, for example, imply a different flow for creating tweets or posts
with images, will probably not be fixable with this solution and
would require another type of approach.

DealingwithUI changes automatically.A possible approach
to the above problem is to rely on ML to identify the elements
involved in the authoring of posts involving images. A similar
problem was tackled by Zhang et al. [25] that trained a model to
recognize elements on the iPhone screen and augment those with
metadata tomake them accessible to visually impaired users. For our
goals, we need to identify elements and a sequence of interactions
with those elements, which can be based on identifying elements
in a sequence of screens. We can also envision expanding this
approach to being able to identify the semantics of interaction so
that it can be robust to more profound changes to the interface.
Here we can expand on existing work that tries to identify the
semantics of the UI [2, 3, 15].

Seamless expansion to other social platforms. This type
of solution that would be able to automatically identify when a
user is posting content with images, might also support an easier
expansion of the image’s description suggestion service to other
social platforms. So far we have limited the suggestions service to
only Twitter and Facebook due to the effort involved in the initial
identification of the relevant elements in the mobile screens or
web pages and the effort required to maintain the identification
service up to date whenever there are updates to the UI of the
social platforms. With a service that could respond dynamically to
those changes, the effort needed to have it operate on more social
networks would decrease considerably. Of course, the best way to
eliminate the need to respond to UI changes would be to have the
social networks integrate the service in their applications, therefore
benefiting from descriptions made available elsewhere.

Dealing with different languages. The support for multiple
languages is another challenge yet to tackle. The identification of
key elements is also associated with, not only the language used on
the social network, but also by the language of the user’s device, in
the case of Android mobile devices, and may vary according to it.
This support needs also to take into account the different languages
that alternative descriptions are being generated. Additionally, AI
solutions could provide translations of image descriptions that are
not available in the user’s language. The same image will likely
have descriptions stored in multiple languages. When a user needs

a description that is not available in his or her language, but in
another language, this solution would allow us to provide the user
with a translated version of a quality description in a different
language.

Ensure user privacy at all times. Finally, one important as-
pect has to be guaranteed during the whole process: user privacy.
The current implementation does not take into account the origin
of the image and descriptions, when deciding on what description
to present when suggesting a description or answering a user’s
request for descriptions when browsing the web or using a mobile
application. Users might share some images privately in a social
network, and they expect these images and descriptions to stay
private. A scenario where a user shares a photo and writes a descrip-
tion where persons in the photo are identified, and later that photo
appears on a web page and through the description, it becomes
possible to identify the persons in the photo, needs to be avoided. In
our current implementation, users can control when the SONAAR
service is activated and can enable it for a specific social network
only.

5 CONCLUSION
Social networks are one of the biggest sources of user-generated
content on the internet. However, most of this content is not ac-
cessible to users with visual impairments. This is due to multiple
factors, like the lack of awareness of digital accessibility in gen-
eral, to lack of knowledge about creating content in an accessible
way, the lack of knowledge about how social network platforms
allow users to author accessible content, or simply because it takes
to much effort to write a text description for an image in a post.
Existing solutions have tried to address this problem by automat-
ically generating a description for images that have been posted
on social networks. However, users with visual impairments have
claimed these to be of lower quality than those created by humans.
With SONAAR we want to explore a solution that promotes the au-
thoring of accessible content by raising awareness of the need and
benefits of creating accessible content, and that supports authoring
by suggesting possible descriptions for an image.

In this paper, we described the features of our mobile and desk-
top prototypes that combine existing human authored descriptions,
with automatically generated ones. The SONAAR prototypes ex-
plore AI-supported image recognition, text recognition in images,
semantic similarity measures of text description and image con-
cepts, and language identification. These provide results that allow
us to offer suggestions of image descriptions during the authoring
process in selected social networks, but also on request from users
while browsing the web or using any mobile application. We also
discussed some challenges that still need to be addressed in order to
improve and expand the service, as well as opportunities that can
be fulfilled in this domain with the adoption of additional AI-based
features.

This work demonstrates how hybrid solutions, combining hu-
man authoring with AI-supported automatic generation and clas-
sification, can contribute to improving the overall accessibility of
content published on the internet. Currently, we believe that these
solutions are still able to offer a higher level of quality than fully
automated ones. At the same time, the data that we collect will
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allow improving the quality of automated solutions, therefore also
contributing to their development.
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